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ABSTRACT

To enhance fleet operation and management, taxi operators instrument their vehicles with GPS receivers and network connectivity to servers. Mobility traces from such large fleets provide significant information on commuter travel patterns, traffic congestion and road anomalies, and hence several researchers have mined such datasets to gain useful urban insights. The fleet companies, however, incur significant cost in deploying and maintaining their vast network of instrumented vehicles. Thus research problems, that are not only of interest to urban planners, but to the fleet companies themselves are important to identify, to attract and engage these companies for collaborative data analysis.

In this paper, we show how GPS traces from a taxi company can be used to answer three different questions that are of great interest to the taxi operator. These questions are 1) What is the occupancy rate of the taxi fleet?, 2) Do taxi drivers often take inefficient routes when serving passengers, and 3) Are there a large number of taxi drivers who are traveling significantly faster than the posted speed limits? We provide answers to each of these questions using a 2 month dataset of taxi records collected from about 15,000 taxis located in Singapore.

The goal of this paper is to stimulate interest in the questions listed above (as they are of high interest to fleet operators) while also soliciting suggestions for better techniques to solve the problems stated above.
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1. INTRODUCTION

The need to continuously improve their service offering while reducing their costs has caused many logistics and transportation companies to install GPS devices in their entire vehicular fleets. These devices allow the companies to monitor the movement of their fleet in real-time and use that data to improve the efficiency, reliability, and safety of their fleet. The availability of GPS traces from these fleets has also allowed researchers to investigate various topics related to planning, mobility, efficiency, and other areas involving location traces.

For example, in our prior work [2], we built and deployed a system that uses historical records from an entire taxi fleet (comprising of over 15,000 taxis) to provide commuters with the expected travel time and fare for any taxi trip that they might take. Easy Tracker [3], used 3 months of traces from the Chicago Transit Authority, to discover both routes and schedules of transit vehicles from their GPS traces and to also predict the arrival times of these vehicles. Liu et. al. [5] used a 3 month trace from 33,000 cabs in Beijing to investigate the spatial and temporal causes behind anomalies in traffic situations while Zheng et al [7] used the same dataset to find faults in urban planning and design, by simultaneously mining people’s travel patterns and commonly occurring urban hotspots. Thus fleet GPS traces can be a great starting point for many different research avenues, that either offers important insights into transportation engineering problems or provides exciting commuter applications.

However, even though the research community benefits from these GPS traces, do transportation companies have sufficient incentives to share their GPS traces with researchers? In particular, the companies incur significant installation costs in deploying GPS devices in a large fraction of their vehicles, and also considerable communication costs in transferring the GPS information from their road-going vehicles to their back-end servers. Thus it is quite unlikely that these transportation companies would be willing to share their data with researchers who do not produce results that are of direct relevance to the companies themselves. Rather, our multi-year experience with working with a large taxi company in Singapore has convinced us that identifying questions of mutual interest that have both exciting research potential and important operational consequences for the transportation company, is the key to a successful long-term collaboration.

In this paper, we explore a set of these mutual interest questions, that have both exciting data analysis aspects on one hand, and important operational efficiency results for the collaborating taxi company on the other. In particular, we mine millions of taxi records spanning several months to answer the following three questions:

1) What is the occupancy rate of the taxi fleet at different times of the day? The answer to this question will allow the taxi com-
2. BACKGROUND & DATASET

Singapore has a world-class public transportation system with an extensive network of taxis, buses, and rapid transit rail lines that provide convenient and affordable services to the city-state’s population of 4.5 million. In particular, taxis are widely available and relatively low-priced (metered fares rarely exceed US $15). This affordable and accessible public transportation network, coupled with high taxes on both private cars and petrol, result in many Singaporeans choosing not to own a car.

We have been collaborating, for many years, with one of the taxi companies which operates a fleet of slightly more than 15,000 taxis (about 60% of the total taxis on the roads) in Singapore. We use two months of GPS-enhanced data from the taxis operated by this company for the results shown in this paper. In particular, we use the following two datasets, one or both of which are necessary for exploring the three questions in this paper.

a) Log Data: This dataset contain records about the instantaneous state of every taxi in the fleet. This dataset is used in our analysis of demand supply mismatch issues (Section 3) to know where taxis are located geographically and to determine the occupancy ratio for each taxi. This dataset is also used in our speeding analysis (Section 5), to compute how long it took a particular taxi to cover a certain distance.

Each record in this dataset consists of a timestamp, the taxi ID, the GPS coordinates of the taxi, and the state of the taxi. Taxis can be in one of eleven states at any point in time. However, for the purpose of this work, we only the following eight states: OFFLINE (taxi is not operational), BREAK (taxi driver is on a break and the taxi will not pick up passengers), FREE (taxi is active, empty, and looking for passengers), BUSY (taxi is available for street pickup but not for booking call pickups), ONCALL (on the way to service a special booking call), POB (passenger on board – taxi is taking a metered customer to a destination), PAYMENT (meter has just been stopped and driver is receiving payment, meter will be reset after payment is made) and STC (taxi is soon to drop the current passenger and ready to accept booking calls).

b) Trips Data: This dataset contains information of every paid trip that a taxi made. It contains the starting (where the passenger was picked up) and ending (where the passenger alighted) GPS coordinates of the trip, start and end times of the trip, and the distance the taxi traveled during the trip. This dataset is used to detect outlier trips in our route inefficiency analysis (Section 4), by comparing the expected time, and distance of a trip with the recorded time and distance.

3. OCCUPANCY RATE OF TAXIS

In this section, we analyse the occupancy rate of taxis to identify potential mismatches between a) the geographical areas having demand for taxis or where the potential passengers are and b) the areas with abundant supply of available taxis or where empty taxis are hunting for passengers. These inefficiencies are important for the transportation company to identify as it increases both taxi driver and passenger unhappiness as passengers cannot find a free taxi while drivers are unable to earn fares.

To perform this analysis, we divided Singapore into five rectangular zones as shown in Figure 1. These zones were chosen to contain unique characteristics, based on the types of business and/or residential areas present in each zone.

Zone 1, the Central Business District (Central), contains most of the high-rise office buildings in the city, with relatively few residential areas. Zone 2 is labeled as Condo because of its concentration of private condominiums and landed housing. This zone also includes Orchard Road, Singapore’s main retail shopping district. Zones 3, 4 and 5, labelled West, North and East respectively,

![Figure 1: Rectangular zones under observation](image-url)
include most of Singapore’s public housing, with West containing a mix of public housing and industrial estates, North containing a mix of public housing and unpopulated areas, and East containing mostly public housing.

To determine utilization of the taxi fleet, we first define an occupancy metric as \( O/O + A \), where \( O \) = the number of minutes the taxi was occupied (in state \text{POB} or \text{ONCALL} or \text{PAYMENT} or \text{STC}) in the given zone and hour, and \( A \) = the number of minutes it was available (in state \text{FREE} or \text{BUSY}). Note that we exclude from the denominator periods in which the driver is on break or otherwise not actively servicing or seeking to service passengers.

Figures 2(b) \[\text{Fig. 11}\] show, for each zone, the median occupancy values on the left y-axis and the number of taxis in that zone (for which the median occupancy was computed) on the right y-axis, averaged over 31 days in the month of Oct 2012. We computed separate values for weekdays and weekends. The x-axis reports the time of the day in hours. Some of the key observations that we can make from the graphs are as follows:

- The occupancy values are higher in zones 1 and 2 as they have more commercial activities than the other three zones, which are primarily residential with some industrial estates.
- The morning peak in occupancy on weekdays is visible for all the residential zones (especially zone 5), when people will leave from these areas in taxis and come to offices in zone 1 and zone 2. On weekends, this morning increase in occupancy is again present in the residential areas, probably for shopping or leisure activities, but starts later than office going activities on weekdays.
- The number of reporting taxis are higher in zone 1 and zone 2, where occupations are higher as well. But for some zones at some times, for example zone 5 (Fig. 10), number of reporting taxis do not go down in late noon and afternoon, though occupancies are very low. This might be a situation, when empty taxis are roaming in these areas, looking for passengers while the demand is not that high.
- Also number of reporting taxis in zone 2 (Fig. 2) is significantly higher than in zone 1 (Fig. 2), though occupancies in zone 1 are equal, if not greater than in zone 2. Thus if some empty taxis move from zone 2 to zone 1, the occupancies for both zones might improve.
- A similar discrepancy can be observed between zone 4 (Fig. S) and zone 5 (Fig. 10), with the former showing higher occupancies and lower number of reporting taxis, while the latter shows the opposite.
- A third such mismatch in demand-supply is observable for zone 4 (Fig. S), where number of reporting taxis do not change according to the increase and decrease in occupancies.
- All these cases exhibit a possible demand-supply mismatch issue, where supply of available taxis do not match the demand shown by occupancy levels.
- The occupancy drops in the late hours of the night, more so on weekdays than on weekends, as on weekends people might indulge in late night activities. Also buses and MRT services are suspended in the late hours, so taxis are the only means of transport at that time. Other than those late hours, weekends show much less activities than weekdays, both for occupancy and number of reporting taxis.

4. INEFFICIENT ROUTES

In this section, we identify taxi routes that are inefficient across three different efficiency metrics: We start with distance – a route between two end points is flagged as inefficient if it is significantly longer than another route between those same end points. We then expand our analysis to understand whether those distance-inefficient routes are actually efficient for two other metrics – speed and pricing.

For every trip recorded in the dataset, we find the estimated distance and time taken for that trip as reported by Google Maps (using the Google Maps API \[\text{API}\]). Then we use this estimated time to compute an estimated fare for the trip using the same fare computations used by the taxi’s meter system. Finally, we identify the potentially anomalous trips that have the highest discrepancies between the actual distance, time taken, and fare, and the Google Maps-reported estimated distance, time, and estimated fare.

A short description of Singapore taxi pricing is warranted here. The Singapore taxi fare structure \[\text{6}\] uses a fixed starting fare augmented with distance-based charges and a combination of extra charges depending on location and time. The major component of the metered fare is the distance travelled. In addition to the starting and distance-based fares, there are also some time and location-based surcharges. For example, to reduce peak-hour traffic congestion on major highways and in the Central Business District (CBD), Singapore uses an Electronic Road Pricing (ERP) system that uses RFID to automatically charge drivers when they enter an ERP zone. Passengers also incur a Peak Hour Surcharge during peak business hours. In this analysis, we removed the ERP charges from the fare as they are not extra earnings for the driver – the driver pays the full ERP charge and the passenger reimburses the charge to the driver. We also remove the starting fare and all other time-based and location-based charges as they will apply equally to both efficient and inefficient routes (as they start at the same time at the same place). We thus only consider the distance-related component of the fare in this analysis.

We see that at the 20% threshold (Google Maps values are at least 20% lower than the actual trip value), 6.37% of the trips were longer than they needed to be while 43.39% of the trips and 7.42% of the trips took longer and charged a higher fare respectively. When the threshold was raised to 50%, the inefficient trip percentage dropped to 2.30%, 14.98%, and 2.90% with respect to distance, time, and fare (in that order).

Next we seek to validate if longer routes are faster, i.e. taxi drivers are intentionally choosing an inefficient route to reduce travel time. We extract all the trips (at both 20% and 50% thresholds) that were longer than they needed to be and compared the difference between Google Map’s suggested trip time and the actual trip time. We found that for the 20% threshold, 88.75% of the longer trips also took more time while at the 50% threshold, 94.35% of the trips took more time than they should have. Hence, we reject this hypothesis and state that longer routes do not generally result in shorter travel time.

Finally we analyse the increase in fare that passengers have to pay due to route inefficiencies. Table 1 shows the results of this analysis. The Mean values show the average % difference between what the passenger could have paid with the shorter route and what they actually ended up paying (\(\frac{\text{Shorter - Actual}}{\text{Shorter}}\)). The standard deviations (in %) are given in brackets. All results are not cumulative (i.e., no intersection between distance buckets).

For both thresholds (20% and 50%), it shows how many of those longer routes were for a particular distance. For example, 15.55% of the longer routes (at 20% threshold) were between 2 to 4 kilometres in length. For each of these route buckets, we computed
the average percentage difference in fare that a passenger paid as a result of the inefficient route. For example, for routes (at threshold 20%) between 6 to 8 kilometres in length, the passenger could have paid 63% less on average (with a standard deviation of 74%).

These results suggest that inefficient routes tend to increase as the distance of the trip increases – note the increasing trend in the percentage of trips that are inefficient as the distances increase (31.22% of the inefficient routes at 50% threshold were greater than 16 kilometres in length). In addition, the fare difference is relatively higher as the distance increases. This suggests that passengers travelling longer distances do need to pay more attention to the routes chosen by the taxis.

5. EXCESSIVE SPEEDING

In this section, we investigate the issue of excessive speeding. This is an important consideration for transport network operators as exceeding specified speed rules can not only increase fuel consumption and related costs but also increase the probability of traffic accidents, raising cost in the form of repairs, possible litigation and higher insurance premiums.

Singapore has six different speed limits of 40, 50, 60, 70, 80, and 90 km/h respectively, for different road stretches. The document “Speed Limits of All Roads” at [1], gives road specific speed limit values, as of July 2013.
Figure 8: Zone 4 on weekdays in Oct, 2012

Figure 9: Zone 4 on weekends in Oct, 2012

Figure 10: Zone 5 on weekdays in Oct, 2012

Figure 11: Zone 5 on weekends in Oct, 2012

<table>
<thead>
<tr>
<th>Route Distance (km)</th>
<th>20% Thres. %</th>
<th>Mean (Std.)</th>
<th>50% Thres. %</th>
<th>Mean (Std.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 2</td>
<td>3.67</td>
<td>-36 (14)</td>
<td>1.56</td>
<td>-62 (8)</td>
</tr>
<tr>
<td>2 - 4</td>
<td>15.55</td>
<td>-49 (33)</td>
<td>14.14</td>
<td>-87 (36)</td>
</tr>
<tr>
<td>4 - 6</td>
<td>12.73</td>
<td>-59 (56)</td>
<td>12.76</td>
<td>-111 (70)</td>
</tr>
<tr>
<td>6 - 8</td>
<td>11.03</td>
<td>-63 (74)</td>
<td>11.02</td>
<td>-125 (101)</td>
</tr>
<tr>
<td>8 - 10</td>
<td>10.32</td>
<td>-64 (88)</td>
<td>9.74</td>
<td>-134 (129)</td>
</tr>
<tr>
<td>10 - 12</td>
<td>8.75</td>
<td>-54 (97)</td>
<td>7.94</td>
<td>-120 (148)</td>
</tr>
<tr>
<td>12 - 14</td>
<td>6.93</td>
<td>-69 (117)</td>
<td>6.31</td>
<td>-154 (183)</td>
</tr>
<tr>
<td>14 - 16</td>
<td>5.55</td>
<td>-83 (143)</td>
<td>5.21</td>
<td>-175 (223)</td>
</tr>
<tr>
<td>&gt; 16</td>
<td>25.44</td>
<td>-138 (362)</td>
<td>31.22</td>
<td>-278 (524)</td>
</tr>
</tbody>
</table>

Table 1: Fare Discrepancies for Inefficient Routes

The GPS traces from the taxis include an instantaneous speed value, but manual inspection found almost all those reported speed values to be zero. So instead, we extract consecutive location coordinates of a particular taxi from the Log data trace, compute the geodesic distance $d$ between the two coordinates, note the difference $t$ in timestamps at the two coordinates, and estimate the vehicle’s speed between those two coordinates as $v = d / t$.

The CDF of all computed speeds, between 30 km/h and 160 km/h, for a subset of 500 taxis on Oct 8, 2012 is shown in Figure 12. Each curve represents the CDF of the speeds computed for an individual taxi.

The red box shows the point at which taxi speeds are at or greater than 100 km/h. This is significantly faster than the maximum speed limit on any public road and is thus considered as “dangerous”. In particular, we observe that there are a few taxis that spent 40% or more of that day traveling at these high speeds.

Using a similar technique to the one described above, we next computed per-day per-taxi speed CDFs for the entire month of Oct 2012. We then computed the number of unique days each taxi was
found to be “dangerously speeding” (at least once in that day) and divide that by the total number of days in the month (31 for Oct). Figure 13 shows the results for the top offenders in Oct 2012. For example, taxi21 forms the rightmost bar in the graph, with 9 days of dangerous speeding (0.29 fraction of the 31 days in the month).

![Figure 13](image)

**Figure 13: Fraction of days in Oct, 2012 during which excessive speeding was detected for these taxis**

We plan to integrate a reverse geo-coding system to determine the actual speed limit of the road segment being traversed by the taxi. For example, 40 or 50 km/h speed limit) without exceeding 100 km/h. As such, we really might be speeding. In addition, our current method only detects extremely aggressive speeding that is likely to only occur on the major expressways in Singapore. It is quite possible for drivers to exceed the speed limit excessively on minor roads (that have a 40 or 50 km/h speed limit) without exceeding 100 km/h. As such, we plan to integrate a reverse geo-coding system to determine the actual speed limit of the road segment being traversed by the taxi.

6. DISCUSSION & CONCLUSION

Increasing operational efficiency of a transport company, mining GPS traces of their fleet, might apparently seem mundane. But as we will see next, several interesting research problems, involving both theoretical data analysis and experimental system building, can be crafted in this domain. In fact, the most interesting aspects of the analyses done in this paper are not the results presented, but the deeper research questions that can be designed from them.

For example, we observed a mismatch in demand versus supply for this taxi fleet at certain locations and periods of the day. When the occupancy rate is low, you end up with dissatisfied drivers while a high occupancy rate angers passengers who are unable to find a free taxi.

Some interesting research questions that arise due to this demand-supply tension include are free taxis not properly distributed in the geographical areas where there is potential demand for them? Is this distribution inefficiency causing long waiting delays for passengers as there are no taxis available near them? Is the distribution inefficiency also causing low occupancy for drivers, as there are no passengers available near them? Can we somehow predict demand for taxis in different geographical zones and route free taxis appropriately there? How can demand be identified, without requiring any input from passengers? Can taxi logs be mined to infer demand? Will historical information or information from a city events calendar help in demand estimation?

Even assuming that the demand estimation problem gets solved, and a real-time city demand map is built, what routing strategy should be followed to distribute the free taxis to the demand zones? In particular, what metrics should we use when determining a routing strategy? Should we minimise the average time the taxis spend without passengers or minimise the worst-case time without passengers? Or should we minimise the average or worst-case pickup distance? Maybe minimising the driving delay, considering traffic congestion delays, to the pickup point is a better metric? Experimenting with a combination of such metrics in a real setting will be interesting from both theoretical and experimental perspectives. Questions such as these and many more are currently being examined in collaboration with the fleet company.
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