Put Your Thinking Cap On: Detecting Cognitive Load using EEG during Learning
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ABSTRACT
Current learning technologies have no direct way to assess students’ mental effort: are they in deep thought, struggling to overcome an impasse, or are they zoned out? To address this challenge, we propose the use of EEG-based cognitive load detectors during learning. Despite its potential, EEG has not yet been utilized as a way to optimize instructional strategies. We take an initial step towards this goal by assessing how experimentally manipulated (easy and difficult) sections of an intelligent tutoring system (ITS) influenced EEG-based estimates of students’ cognitive load. We found a main effect of task difficulty on EEG-based cognitive load estimates, which were also correlated with learning performance. Our results show that EEG can be a viable source of data to model learners’ mental states across a 90-minute session.
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1. INTRODUCTION
What if your learning environment could assess how deeply you were thinking? What if it could anticipate your learning struggles without you having to click on the help button, idle on the screen, or before you answered questions incorrectly. This kind of learning technology would know the perfect time to help, both when you are having trouble or when you are barely paying attention.

Although such an omniscient learning technology is not yet available, students’ cognitive and affective states have been reliably inferred using a variety of indirect data sources – eye gaze, mouse movements and keystrokes, click stream data, facial features, and speech and language, to name a few [3, 4, 8, 9, 20, 31]. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org.
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In fact, a few intelligent tutoring systems (ITSs) have already successfully implemented cognitive and affect detection systems to improve learning [15, 17]. However, access to more direct neurophysiological measures of students’ cognitive processes would likely improve current systems. Electroencephalography (EEG) is one such measure that is the present focus.

EEG measures the voltage of coordinated neural firing that passes through the scalp. Different patterns of the neural firing activity can be indicative of distinct cognitive states, such as attentional focus, cognitive load, and engagement [1, 7, 14]. EEG is ostensibly the least invasive and most affordable method of accessing brain activity, yet it is rarely used in education due to several complexities involved. However, we believe that with advances in technology, there is considerable potential for EEG-based measures of students’ cognitive states. As an initial step, we focus on modeling cognitive load because of its well-established relationship with both EEG measures and learning outcomes (see [2, 23]).

Cognitive load theory suggests that working memory capacity is limited and cognitive load is essentially a measure of how much “space” in working memory is currently being used [49, 54]. Cognitive load can take two different forms: intrinsic and extraneous (although see [33, 34, 49] for debate about a third type of load, called germane load). Intrinsic load is imposed by the basic structure of the learning task and is related to the number and interactivity of informational elements in working memory (e.g., three-digit addition imposes more load than single digit addition). In contrast, extraneous load is imposed by the way information is presented and is considered ineffective load in that it does not directly contribute to schema construction [49]. Importantly, the different types of load are additive forces in memory. Critically, if cognitive load exceeds memory resources, learning will be stifled. However, increases in cognitive load are not necessarily negatively related to learning. In fact, imposing cognitive load that contributes to schema formation can positively relate to performance [33].

The overarching goal of our project is to build a system that can automatically measure cognitive load in real-time and optimize its instructional strategies to promote intrinsic cognitive load, while avoiding “cognitive overload.” This requires establishing that we can reliably model cognitive load during learning – which is the aim of the present study.

1.1 Related Work
Previous work has explored the utility of EEG in predicting cognitive load in a variety of real-world tasks [1, 2, 7, 14, 24, 38].
Kohlmorgen et al. [36] used EEG signals to optimize automobile drivers’ cognitive load in a driving simulation study, finding that lower load was associated with increased responsiveness. Other studies have shown that differences in cognitive load can be detected in memorization and vigilance tasks, as well as while solving arithmetic problems [7, 24, 52]. Cognitive load has also been shown to predict performance on hand written math problems and in memory tasks [13, 14].

Only a handful of studies have examined cognitive load during learning with educational technology [13, 30, 42, 43]. This omission can be attributed to a lack of scalability of EEG, stemming from the cost of EEG technologies as well as the (historically) intrusive nature of the electrodes, which can require dozens of wet electrodes. However, recent technological developments have improved EEG in three key ways: the cost is lower, a smaller number of electrodes can be used, and dry electrodes are just as effective as wet ones [37, 38, 42]. Thus, as the equipment limitations subside, it is important to consider what types of information EEG can provide during learning from technology.

Initial work using EEG during learning with an educational technology has yielded some promising results [16, 29, 30, 42]. For example, EEG waves (alpha, beta, gamma, and theta) were shown to be correlated with motivation during a serious game [16] and with affect during a true-false question task [12]. In another study, machine learning classifiers trained on EEG data were used to predict the correctness of students’ answers during reading [29], though these results may be biased since cross validation was not done at the student level, which can lead to overfitting.

Two particularly relevant studies provide evidence that EEG measures of cognitive load are related to the difficulty of the instructional materials [10, 11]. The first study recorded EEG signals while students engaged in multiple tasks, including basic tasks known to induce cognitive load (e.g., digit span, logic tasks) as well as complex problem solving tasks [11]. EEG signals were used to measure cognitive load, using Gaussian Process Regression for each participant. Cognitive load was positively correlated with the difficulty of the task and was negatively related to performance on the basic tasks, but not the complex problem solving task.

A second study collected EEG data while children and adults read difficult and easy passages with an ITS, either silently or out aloud [10]. Easy passages were taken from the K-1 common core database, whereas difficult passages were from the GRE and GED exams. The passages ranged from 62 to 83 words in length. The EEG signal from a single electrode over the frontal lobe was used to train a reader-specific classifier using leave-one-story-out validation and a reader-independent classifier using leave-one-participant-out validation. Separately, the adult and children classifiers were inconsistent in predicting the difficulty of the text. Accuracies for the adult models ranged from 39% to 58% for the reader-specific models and from 49% to 60% for the reader-independent models (chance = 50%). None of the models were above chance for the children (accuracies ranging from 42% to 50%) [10]. When adult and child data were combined, only the reader-independent models reached above-chance levels (accuracy = 56%). Moreover, classifiers were also trained to predict whether comprehension questions would be answered correctly. However, classifiers were only successful for silent reading (not reading aloud) when trained on EEG data collected while the question was being answered. Performance was below chance when the classifiers were trained on data while students actually read the texts. Overall, this study provides some evidence that EEG can index difficulty of the material, but the classification results were modest and the dataset was limited to reading short passages, which may not generalize to more interactive learning environments.

Taken together, previous work suggests that EEG might be a valuable tool for assessing students’ cognitive processing during learning. Further, EEG may also be a good candidate for real-time optimization and feedback [36, 53]. However, it is unclear if the findings generalize across multiple learning interactions (e.g., reading, listening to a lecture) and in a domain-independent fashion.

1.2 Current Study

Cognitive load theory suggests that learning can be either facilitated or hindered by the amount and type of cognitive load introduced by the instructional design [49]. The current project aims to develop an ITS that can dynamically tailor its instructional strategies to impose an appropriate amount of cognitive load for each participant. We begin by developing an EEG-based detector of cognitive load and testing its sensitivity to an experimental manipulation of instructional difficulty embedded in an ITS called Guru [46]. Difficulty was manipulated in an Instruction phase where material is initially introduced and explained and a Scaffolding phase where students answer questions about target concepts and receive immediate feedback.

We used a recently developed QUASAR [37, 38] headset featuring dry electrodes that fits on the head similar to a hat (see Figure 1). High and low cognitive load states were trained from data collected in a separate training phase using an adaptive algorithm that leverages EEG spectral features using partial least squares regression. The models were then used to predict cognitive load during interactions with an ITS. Whereas some of the tasks were domain-specific (i.e., related to difficulty manipulations in Guru), others were domain-independent (e.g., one vs. three-digit addition for easy vs. difficult conditions, respectively). This was done in order to address the critical research question of how specific the training tasks need to be to accurately predict cognitive load?

![Figure 1. Example of QUASAR Headset](image)

We also address the issue of EEG viability over the course of a learning session. This is an important question when students need to sustain attention for extended periods of time. Although it is desirable to collect data to infer cognitive states, it is equally important that students feel comfortable and unconstrained by the sensors. Thus, one of the challenges of collecting EEG data is minimizing interference with the learning session, while
maximizing data validity. We evaluate data viability by quantifying how much valid data can be collected over the course of two 20-minute back to back tutoring session after setup and training tasks are completed.

2. Implementation

2.1 Guru

Guru is a dialogue-based ITS in which an animated tutor agent engages the student in a collaborative conversation that references a multimedia workspace. Guru is distinct from most dialogue-based ITSs, such as AutoTutor [27, 56] or Why-Atlas [55] because it is modeled on 50-hours of observations of expert human tutors that reveal markedly different pedagogical strategies from novice tutors [18]. The computational models of expert tutoring embedded in Guru are multi-scale, ranging from tutorial modes (e.g., scaffolding), to collaborative patterns of dialogue moves (e.g., information-elicitation), to individual moves (e.g., direct instruction) [46]. An in-school evaluation study has shown that Guru is as effective as human tutors in improving learning outcomes, and is more effective than classroom instruction alone [47].

Guru covers 120 biology topics aligned with the Tennessee Biology I Curriculum Standards in 15 to 40-minute tutoring sessions. The topics are organized around core concepts (e.g. “proteins help cells regulate functions”) that Guru attempts to get students to articulate over the course of the session.

Guru's interface (see Figure 2) consists of a multimedia panel, a 3D animated agent, and a response box. The agent speaks, gestures, and points using motion capture driven animation. Throughout the dialogue, the tutor gestures and points to areas on the multimedia panel that are most relevant to the current discussion and are slowly revealed as the dialogue advances. Student typed input is analyzed using natural language processing techniques to maintain a student model that is used to tailor instruction to individual students.

Figure 2. Screenshot of typical Guru content.

A typical Guru session is typically ordered in phases: Preview, Common Ground Building Instruction (CGB Instruction), Summary, Concept Maps I, Scaffolding I, Concept Maps II, Scaffolding II, and Cloze Task. We focused on the two dialog-oriented learning phases (CGB Instruction and Scaffolding) in the current study. CGB Instruction (sometimes called collaborative lecture) is where basic information and terminology is covered. This step is essential because biology involves considerable specialized terminology that needs to be discussed before more collaborative knowledge building activities can proceed. Scaffolding in the typical version uses a Prompt → Feedback → Verification Question → Feedback → Elaboration cycle to cover target concepts. In the adapted version of Scaffolding, the tutor would ask a question, process the student’s answer, and provide feedback/explanation.

We used two topics in the study that were selected in consultation with the high school where data was collected. The topics were selected to minimize overlap with previous topics covered in classroom lecture (based on the syllabus) in order to minimize the effects of prior knowledge. The topics were: Maintaining Temperature (Topic A) and Trophic Levels (Topic B). The Maintaining Temperature topic focused on how humans and other animals regulate their internal body temperature in order to stay alive during both hot and cold environments. The Trophic Levels topic focused on how energy is transferred across multiple levels of the food chain.

2.2 Difficulty Manipulation

We manipulated difficulty by creating two versions the CGB instruction and Scaffolding sections of Guru. Easy and difficult versions of CGB Instruction were created by manipulating the complexity of the tutor’s spoken content based on dimensions that are known to play an important role in text complexity [25, 28]: narrativity, syntactic ease, and referential cohesion. Easy versions consisted of shorter, simpler sentences with lower frequency words (e.g., replacing the low-frequency word “modicum” with a higher-frequency word like “small”). Difficult versions had more complex, longer sentences with lower frequency words. As an example, consider the difficult and easy versions of the following sentence: (difficult) “Once the brain detects increased heat, it instigates the pumping of blood nearer to the skin.” vs. (easy) “The brain will realize that it is too hot. Then it will begin to pump blood up close to the skin.” Importantly, the content and number of words was kept consistent across the easy and difficult versions (p = .86 for a paired t-test comparing length).

We assessed the linguistic features of the easy and difficult versions of the CGB Instruction content using Coh-Metrix, a computational text analyses tool [26]. We focused on the three linguistic features (narrativity, referential cohesion, and syntactic simplicity) that have been linked to text difficulty [25] (see Table 1). We conducted paired samples t-tests to compare the easy and difficult versions of the CGB Instruction text. There were four easy-difficult pairs, one for each of the two sections (first or second) within each topic (2 x 2 = 4). The easy and difficult versions were significantly different (p<.05), with effect sizes ranging from 1.88 to 6.03 sigma.

In addition, Flesch Kincaid Grade Level (FKGL), a widely used measure of text difficulty [35], of the easy version was over 3 grade levels lower than FKGL for the difficult version (4.9 and 8.5, respectively); the difference was also statistically significantly different (p < .05).

| Table 1. Descriptive statistics for difficulty manipulation metrics |
|--------------------------|--------------------|--------------------------|
| Metric                   | Easy M (SD)        | Difficult M (SD)         |
| Narrativity              | 58.6 (8.15)        | 45.5 (5.64)              |
| Syntactic Ease           | 96.6 (2.63)        | 84.4 (6.93)              |
| Referential Cohesion     | 55.2 (7.78)        | 30.8 (3.68)              |
| FKGL                     | 4.90 (.680)        | 8.50 (.500)              |

Note. FKGL = Flesch Kincaid Grade Level.

For Scaffolding, we manipulated difficulty based on evidence that recall is more effortful than recognition [40, 44]. Thus, we created two versions of every question. The prompt question was phrased...
as a true-false question for the easy version (e.g., “True or false: The second trophic level is composed of primary consumers.”), whereas the difficult version were open-ended questions that required students to recall the answer in the absence of answer choices (e.g., “What term is used to describe the organism’s place on the food chain?”) Students’ answers to the difficult questions were scored by comparing their typed answers to a list of possible predefined correct answers (e.g., correct answer: “trophic level[s]”).

2.3 EEG Headset

EEG was collected using a prototype QUASAR 24-channel EEG headset (see Figure 3). The headset uses ultra-high impedance dry-electrode technology, which has been demonstrated to record high-quality EEG without the need for skin preparation of any kind [37, 39]. It was designed to be a light, low cost unit, specifically developed for ecological data collection. The system is self-contained, including data acquisition, data storage, cable and wireless data output, and batteries. The headset can be put on the head similar to wearing a baseball cap, while reliably positioning the sensors.

Previous work suggests that this system produces reliable data. First, signal quality recorded from the dry sensors has been shown to have a 90% correlation to data obtained from clinical wet electrodes attached by a technician [38]. Another study compared wet versus dry electrodes by correlating the output from the two types across three different conditions (eyes closed/open, n-back task, and an artifact condition where participants were instructed to move their jaw, head, eyes, and shoulders one at a time). They reported an average correlation of .85 for the frontal site, and .39 for the parietal site [21]. The authors were encouraged by the high correlations at the frontal sites, and suggested that low parietal correlations may have been due to the close proximity of the reference location and the parietal electrode site (causing errors in noise subtraction). Finally, more promising evidence comes from a recent clinical evaluation of a similar 20-sensor EEG system, which determined that data quality from a dry electrode system was suitable for diagnosing status epilepticus and seizure activity within 190 seconds of donning it [51]. The present study is the first test of the dry EEG sensors during learning in a classroom setting.

![Figure 3. Image of EEG and computer setup](Tetris task shown)

2.4 Training Tasks

EEG recordings of the following tasks were then used to train the cognitive workload model.

**Forward digit span (FDS-x):** A sequence of digits is flashed one-by-one on the screen (for one second). The participant is then asked to recall the sequence in the order presented and enter it using the keyboard. They are shown a short (2 sec) correctness feedback message followed by the next sequence of digits. This task taxes short-term working memory. Difficulty (x) varies from 4 digits (easy) to 9 digits (difficult). Typical adults are 100% accurate on FDS-4, 75% on FDS-7, and 25% on FDS-9.1

**Column addition (CA-x):** The participant is shown three numbers with x digits, and asked to add them using the column addition method. They are given 15 seconds to answer each problem. Participants enter the answer using the keyboard from left to right, upon which they are given correctness feedback (2-sec display message). There is a delay of 10 secs for CA-1 and 1 sec for CA-3 before the next problem appears. This task tests numerical manipulation and short-term working memory. Typical adults complete a CA-1 problem within 3 seconds and a CA-3 problem within 15 sec.

**n-Back:** Participants are shown a continuing sequence English letters at 2.5 sec intervals with a .3 sec blank screen between each letter. They are asked to press a key on the keyboard when the current letter matches one that appeared n steps back. This task is commonly used to assess working memory. Typical adults are approximately 100% accurate on 1-back and 75% accurate on 3-back.

**Tetris-x:** Participants play a Tetris-style game. Difficulty (x) is varied by changing the level from 1 (easy) to 9 (difficult), which increases the speed of the pieces traversing the board by a factor of around 5. To ensure that participants’ prior familiarity with Tetris does not confound the results, we used a game with non-traditional pieces made of hexagonal instead of square blocks. Participants typically were able to play comfortably at level 1, but lost the game within roughly 45 secs on level 9, after which the game automatically restarted.

**Guru Intro:** A short (~100 sec) session where the participant is first introduced to Guru’s interface and the animated tutor. This task introduces no significant mental activity, but was used to control for novelty effects.

**Guru Train:** Whereas the other training tasks, focus on easy and difficult versions of traditional cognitive load inducing tasks (e.g. involving digits and speed), the final training task was task-dependent. The task presented students with two short (60 sec) segments on the (unrelated) topic of Exponential Growth. The segments were similar to CGB Instruction and each was followed by an on-screen quiz. Participants first completed the easy version (Guru Train-E) followed immediately by the difficult version (Guru Train-D). The idea behind this training task was that the ITS itself might impose cognitive load demands that are not inherent in the more traditional tasks. Thus, mimicking easy and difficult versions of Guru might yield especially informative training data. Data Collection.

**Eyes Train:** Closed (EC): The participant holds eyes closed.

**Eyes Train:** Open (EO): The participant fixates gaze on a static target cross on the screen.

2.5 Participants

Twelve students were recruited from a high school in the U.S. under a protocol approved by Aspire IRB. Students, 5 males and 7
females, were enrolled in 9th grade biology class in Fall 2014. Participation was voluntary and students received no classroom credit for their participation. The students were not informed of the study protocol and difficulty manipulations prior to the study.

To enroll in the study, parents and students attended an informational session and signed informed consent / minor assent forms prior to the study. Communication with students was coordinated with a local teacher, who facilitated student enrolment and data collection.

2.6 Design
The difficulty manipulation was implemented using a within-subjects design, where the easy and difficult versions of CGB Instruction and Scaffolded Dialogue were interleaved at the midpoint of each activity corresponding to each topic. For example, the first half of the CGB Instruction was presented using the easy version of the content followed by the difficult version in the second half for the first topic and the presentation order (i.e., difficult-easy) was reversed for the second topic. Similarly, the first half of the scaffolding prompts was true/false questions (easy) for the first topics and the second half open-ended (difficult). We used an interleaving rather than a blocking strategy (i.e., each for topic 1 and difficult for topic 2; and difficulty for topic 1 and easy for topic 2) to mitigate topic and fatigue effects. Order of difficulty (difficult-easy vs. easy-difficult) was also counterbalanced across topics, such that each participant received both orderings of difficulty. Topic order was counterbalanced across participants.

2.7 Procedure
The study lasted approximately 1.5 hours per student. Four students were sequentially tested per day. Data was collected in a quiet secluded classroom where there was very little interruption or distraction. The researchers and students were the only people present in the room during session.

An overview of the procedure is presented in Figure 4. The study began with basic setup. This included students donning the headset and making sure the students were comfortable while wearing it. The sensors were also checked to ensure they were working properly. Next, students completed all of the traditional training tasks followed by the Guru Intro and the Guru Train tasks. Students then completed the two Guru topics with a 10-minute break in between each topic. They were not required to spend the entire 20 minutes completing each topic, and were not cut off at any point before completing the topic. After the second topic, participants completed the EC and EO training tasks. These tasks were administered at the end because they were unlikely to suffer from fatigue effects compared to training tasks that required more attention and action. Students were then debriefed.

![Figure 4. Overview of study procedure](image)

Each Guru session began with a pre-test (~10 multiple choice questions about the topic). Then, students completed an easy and difficult block of CGB instruction and Scaffolded (see Design). At the end of each instruction and scaffolding block, students were prompted to provide subjective assessments of difficulty of the preceding material on a 6-point Likert scale. For example, during the lecture, the tutor would prompt the student to respond by asking, “How difficult are you finding this lecture so far on a scale of one to six? Six being very difficult.” A cloze task (e.g., fill in the blanks) followed the Scaffolding phase, but it did not include any difficulty manipulation and is not analyzed here. Finally, students completed a post-test on the topic they just completed.

3. MODEL BUILDING
EEG patterns are highly variable between individuals [5] and across days [42], so the models are not expected to generalize to new students. Instead, personalized models were constructed for each student using their respective training data. We tested four models that varied based on the training tasks used (see Table 2). Two models used Eyes Open (EO1 and EO2) in order to mimic instances where there would essentially be minimal cognitive load incurred. The corresponding high cognitive load models were either the combination of all other training tasks (EO1) or only the Guru Train tasks (EO2). The only differences between the two of the models is that Task2 includes the Guru Training tasks, while Task1 is complete domain-independent.

These models use an adaptive algorithm, called Qstates, for cognitive state classification (see [41] for a detailed overview of Qstates). The models use EEG spectral features to train models on the low and high cognitive load training tasks via partial least squares regression [41]. Model output was determined using a stratified k-fold (k = 6) cross-validation technique. Data epochs were randomized, with 60 secs used for model training and 30 secs for classification. This process was repeated six times until all the data was classified once. Using multivariate normal probability density functions (MVNPDF), the models produce a real-time measure of cognitive load by estimating the likelihood that a given 2 second epoch reflects low or high load. The output is normalized to have values that range from 0 (low) to 1 (high).

<table>
<thead>
<tr>
<th>Table 2. Description of training tasks used in four models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>EO1</td>
</tr>
<tr>
<td>EO2</td>
</tr>
<tr>
<td>Task1</td>
</tr>
<tr>
<td>Task2</td>
</tr>
</tbody>
</table>

4. RESULTS
The cognitive load models made a prediction once every two seconds. Predicted levels of cognitive load are expected to change throughout the course of a Guru session rather than being exclusively in a low or high state. For example, load might be at high levels for 10 seconds when the tutor introduces a novel concept, but then return to a baseline level afterwards, before going back up again when a vaguely familiar concept is introduced. Thus, we analyze the data by aggregating the models’ predictions across periods corresponding to low or high difficulty predictions. A two-tailed significance criteria of .05 is adopted for all analyses.

4.1 EEG Data Validity
Can EEG yield viable data across a 90-min session? All 12 participants were able to wear the headset and reported no major issues during the learning session (an example of data from one participant is presented in Figure 5). However, simply wearing the headset does not automatically equate to having valid data – the
electrodes must remain in contact with the student at all times. This headset (like many others) was originally designed for adults, so it was unclear if it would be a major issue for some students. About 67% of the participants had head circumferences outside the specified range of the adult size headset used in this study, thereby some sensors did not make good contact on some locations. The sensor locations most affected were occipital (O1, O2) and temporal (T3, T4). Nevertheless, data from the parietal and frontal locations was largely reliable and of high quality.

![Figure 5. Example of EEG data collected from a student with two eye blinks evident on the top left](image)

Students were required to wear the headset for almost 90 minutes, so it is possible that data quality might decline over time due to excessive movement, etc. Although we were able to collect EEG data from all 12 students, there were some unreliable predictions. For example, a model could predict 0 for an entire session for a number of reasons, including poor sensor connection or excessive movement. To account for this, a session was considered “invalid” if a model made no reliable predictions.

Despite some of the practical challenges, the EEG appears to be a viable source of data during learning with an ITS, with validity rates of 91.7% (EO1); 87.5% (EO2); 79.2% (Task1); & 75% (Task2). Notably, invalid sessions were not systematically the first or second session, so there is no concern of data lost due to session length.

We also assessed the reliability of model outputs across the two sessions by correlating average cognitive load across the two sessions. The correlation across the four models was .660, ranging from .474 (Task2) to .813 (Task1), suggesting that model output was relatively stable across sessions.

### 4.2 Subjective Reports

As a manipulation check, we compared the subjective ratings of difficulty across the easy and difficult versions of CGB Instruction and Scaffolded Dialogue (see Table 3).

Paired samples t-tests were conducted to compare participants’ subjective difficulty ratings, which were averaged across the two sessions of Guru. There were no significant differences in difficulty ratings between the easy and difficult sections of CGB Instruction, though the trend was in the expected direction $t(11) = 1.48$, $p = .166, d = .260$. It is possible that the study was underpowered to detect this small effect. In contrast, easy and difficult sections of the Scaffolded Dialogue were significantly different, consistent with a medium to large effect, $t(11) = 3.63, p = .004, d = .716$. Thus, we can conclude that the manipulation was more effective for Scaffolded Dialogue than CBB Instruction.

### 4.3 Model Comparisons

We evaluated the four cognitive load models by comparing them across the easy and difficult sections of Guru (separately for the CGB Instruction and Scaffolding sections). A mixed-effects modeling approach [50] using the lme4 package in R [6] was adopted for the analyses. This approach is appropriate because there are multiple observations per student with occasional missing data. For all models, participant was the random effect. The fixed effects were: task difficulty (easy vs. difficult), time in the Guru session (to account for fatigue effects, or electrode contact degradation) and session number (to account for differences across the two sessions). The results are shown in Table 4.

### Table 3. Descriptive statistics for perceptions of difficulty

<table>
<thead>
<tr>
<th></th>
<th>Easy</th>
<th>Diff</th>
<th>$d$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction</td>
<td>2.04 (.722)</td>
<td>2.21 (.582)</td>
<td>.260</td>
<td>.166</td>
</tr>
<tr>
<td>Scaffolding</td>
<td>2.75 (.754)</td>
<td>3.33 (.861)</td>
<td>.716</td>
<td>.004</td>
</tr>
</tbody>
</table>

### Table 4. Descriptive statistics for average model output

<table>
<thead>
<tr>
<th>Model</th>
<th>Easy $M$ (SD)</th>
<th>Diff $M$ (SD)</th>
<th>$B$</th>
<th>$p$</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>EO1</td>
<td>Instruction</td>
<td>.643 (.237)</td>
<td>.646 (.264)</td>
<td>.013</td>
<td>.110</td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td>.644 (.198)</td>
<td>.717 (.187)</td>
<td>.055</td>
<td>.000</td>
</tr>
<tr>
<td>EO2</td>
<td>Instruction</td>
<td>.749 (.147)</td>
<td>.734 (.134)</td>
<td>-.021</td>
<td>.791</td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td>.773 (.217)</td>
<td>.795 (.162)</td>
<td>.011</td>
<td>.080</td>
</tr>
<tr>
<td>Task1</td>
<td>Instruction</td>
<td>.318 (.176)</td>
<td>.335 (.281)</td>
<td>-.014</td>
<td>.140</td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td>.371 (.269)</td>
<td>.469 (.315)</td>
<td>.100</td>
<td>.000</td>
</tr>
<tr>
<td>Task2</td>
<td>Instruction</td>
<td>.402 (.220)</td>
<td>.469 (.285)</td>
<td>.027</td>
<td>.012</td>
</tr>
<tr>
<td></td>
<td>Scaffolding</td>
<td>.457 (.267)</td>
<td>.537 (.313)</td>
<td>.078</td>
<td>.000</td>
</tr>
</tbody>
</table>

**Notes.** Descriptive computed at the participant level.

Despite the fact that students did not reliably perceive difficulty differences in the CGB phase of Guru, one of the models (Task2) was able to detect a significant difference. This suggests that students may not have been consciously aware of their increase in cognitive load imposed by the more complex language. The Task2 model notably differs from Task1 and both EO models by including the Easy and Difficult Guru training tasks, which most closely mimic the Instruction phase of Guru. Thus, inclusion of the domain-specific training tasks may have been crucial to detect the subtle difficulty manipulation in CBB Instruction.

Conversely, the main effect of difficulty during the Scaffolded phase was consistent in all four models (albeit marginally

---

2 All analyses were re-computed using 100% of the data (including invalid sessions). The pattern of results remained exactly the same.
Scaffolded Dialogue was the dependent variable. Indeed, this corroborates the results with subjective reports of difficulty. There may have been a more distinguishable effect of difficulty in the Scaffolding phase, where true/false questions were juxtaposed with open-ended questions. Even the domain-independent Task1 model was able to pick up on these differences.

4.4 Scaffolding Performance
We examined students’ answers to the tutor’s questions during the Scaffolding section of Guru. Cognitive load was higher during the difficult scaffolding questions, and students rated them as being more difficult. Thus, we might expect performance to be lower on the difficult compared to easy questions.

Table 5. Linear mixed effects regressions predicting scaffolding performance from cognitive load and difficulty ratings.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>$B$</th>
<th>$p$</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>EO1</td>
<td>-0.255</td>
<td>0.039</td>
<td>-0.489, -0.021</td>
</tr>
<tr>
<td>EO2</td>
<td>-0.184</td>
<td>0.245</td>
<td>-0.487, 0.118</td>
</tr>
<tr>
<td>Task1</td>
<td>-0.049</td>
<td>0.721</td>
<td>-0.034, 0.024</td>
</tr>
<tr>
<td>Task2</td>
<td>-0.035</td>
<td>0.804</td>
<td>-0.311, 0.240</td>
</tr>
<tr>
<td>Difficulty Rating</td>
<td>-0.118</td>
<td>0.000</td>
<td>-0.171, -0.061</td>
</tr>
</tbody>
</table>

Easy (true/false) and Difficult (open-ended) questions were scored for correctness (0 = incorrect; 1 = correct). Proportion of correct answers was then computed for easy and difficult sections of Scaffolded Dialogue. After averaging across the two sessions, a paired-samples t-test revealed that students performed worse on the difficult questions ($M = .589; SD = .212$) compared to the easy ones ($M = .771; SD = .152$), consistent with a large effect size, $t(11) = 4.89$, $p = .000$, $d = 1.33$.

We conducted linear mixed effects regressions to assess if predicted cognitive load during Scaffolded Dialogue related to performance on the questions (see Table 5). Each participant contributed four data points: one for each easy and difficult section, across two topics. The averaged model output in each section was used as the independent variable and the proportion of correct answers in Scaffolded Dialogue was the dependent variable.

In all four models, predicted cognitive load was negatively related to performance on the Scaffolded Dialogue questions, but only the EO1 model was significant. The same mixed-effects approach revealed that participants’ subjective difficulty ratings for a Scaffolded Dialogue section were negatively related to performance.

4.5 Examples of Model Output
Example output from the Task1 model on a single participant’s sessions is shown in Figure 6. Tutorial modes and their difficulty are indicated by colored blocks (see legend), and white blocks indicate times during self-assessment questions. The order of difficulty is reversed in these two sessions (i.e. top: D→E, bottom: E→D). These two sessions clearly show that the workload model varies throughout the tutorial and between modes. From observations, there appears to be non-trivial activity during each of the tutorial blocks. For example, the workload model shows sharp changes at the onset and end of tutorial modes, as seen for example in Figure 5 (top) at the onset of difficult instruction (128 sec) or at the beginning of the post-test (1366 sec).

5. DISCUSSION
While some advanced learning technologies use generalized learner models to make inferences about student engagement and affect, they do so with peripheral rather than central measures of thought and feeling [4, 19, 32]. We take an initial step towards the goal using brain-based assessments of mental states to optimize instruction for individual students by assessing whether EEG-based estimation of students’ cognitive load is sensitive to experimentally manipulated easy and difficult sections of an ITS. Our main findings are summarized below, followed by a discussion of applications, limitations, and future work.

5.1 Main Findings
First, we show that it is feasible to collect EEG data while students learn from an ITS, even for sessions spanning an hour and half. Further, we used a hat-like headset that sits comfortably on students’ heads with 24 dry electrodes. Using dry electrodes is much more feasible for collecting EEG in ecological contexts compared to more laborious set up procedures used previously [22, 45, 48]. Additionally, students were relatively unconstrained and could move freely in their chair. Despite the potential problems that could occur (e.g., accidental electrode detachment, headset shifts, hardware issues, etc.), we were able to collect an average of 83% usable data across the two Guru sessions.

![Figure 6. Cognitive load predictions for a single student over the course of two Guru sessions](image)
We also found that manipulated difficulty had an effect on predicted levels of cognitive load in both the CGB Instruction (Task2 model) and Scaffolding (all models) phases of Guru. Moreover, the experimental manipulations mimicked real-life instructional differences in difficulty levels. For example, ITSs have the capability to use different levels of complexity in language, as well as employ a variety of dynamic Scaffolding techniques. Therefore, this study represents a relatively authentic manipulation of difficulty during a complex learning session.

We found that our cognitive load detectors were more highly attuned to the cognitive load differences during the Scaffolding phase (true/false vs. open-ended questions). Unlike the CGB Instruction phase, students also perceived that the open-ended questions were more difficult. Although the domain-independent Task1 was sensitive to manipulations of difficulty in the Scaffolding phase, it failed to do so in the CGB Instruction phase. The only model to successfully pick up on cognitive load differences (Task2) was trained on the easy and difficult Guru Training tasks. Thus, task-specific training data may be needed to detect the subtle differences in cognitive load, especially when humans are not as metacognitively aware of these differences.

Finally, we have shown that output from the cognitive load models might be negatively related to performance on the Scaffolding questions. Although the effect was only significant in one out of four models (EO1), a similar negative relationship was found between subjective ratings of difficulty and performance. Taken together, these findings show that EEG signal holds promise as an online indicator of students’ cognitive load and can be used as an input modality to tailor instruction in a manner that is sensitive to load.

5.2 Limitations

There were several limitations of this work. We only collected data from a small number of 9th grade high school biology students (N = 12). Testing a larger, more diverse sample would allow for a better evaluation of the cognitive load models. Another limitation is that despite being conducted in a school, the study setup was more similar to a laboratory environment than to a typical classroom setting. Thus, future work should focus on implementing this type of data collection in a more ecological setting, like in the classroom. Finally, we only focused on performance during the Scaffolding Dialogue rather than on performance measured after the learning session. We did this to provide initial evidence that predicted cognitive load is sensitive to changes in real-time task performance, so that instructional strategies may eventually be individually tailored prior to the completion of the tutoring session. However, an important next step is to develop and test specific predictions about how prior knowledge and fluctuations in cognitive load throughout a learning session relate to learning gains measured via a posttest.

5.3 Future Work and Potential Applications

The ultimate goal of this work is to develop a system that can detect and dynamically respond to students’ cognitive load with appropriate instructional materials. The present work needs to be extended in many ways to meet this goal. First, we manipulated two levels of difficulty in two sections of Guru. However, cognitive load may have a curvilinear relation with performance [49], where students learn the most at a moderate level of load. Future work should investigate additional levels of difficulty so as to more precisely map out the zone of optimal load.

Our manipulations also increased difficulty in only two ways: changing the complexity of language or changing the question format. Future work needs to address whether the detectors are sensitive to manipulations that induce cognitive load through other means, such as complexity of the materials (intrinsic load) or seductive details (extraneous load).

This work might also be extended by considering the temporal dynamics of cognitive load and how it relates to difficulty. We adopted a relatively course grained approach in analyzing the data, by averaging across easy and difficult sections. It would be valuable to take a more fine-grained approach that focuses on second-by-second changes in detected load. Another extension would be to employ a multisensor, multimodal approach to modeling students’ cognitive states. For example, low cost eye-trackers have been used to model attention [32] could be combined with EEG-based cognitive load models. This might be helpful in determining whether low cognitive load is due to decoupling from the learning task because the student has zoned out, or due to some other factor.

Finally, future work could also focus on improving EEG methodology. We used 24 dry electrodes. However, it might be possible to detect cognitive load from fewer electrodes (seven should be sufficient [38, 41]), making the head-set even more scalable in the future. The head-set could also be tailored to fit heads with a smaller circumference.

6. CONCLUSION

Leveraging advances in intelligent learning environments, neuroscience, and in wearable EEG sensing, we provide initial evidence that EEG may be a viable method to track cognitive states during learning, thereby providing unique possibilities of closing the loop between the learning technology and the learner.
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