Genetics and Molecular Biology






Genetics and
Molecular Biology

SECOND EDITI ON

Robert Schleif

Department of Biology
The Johns Hopkins University
Baltimore, Maryland

The Johns Hopkins University Press Baltimore and London



©1986 by Addison-Wesley Publishing Company

©1993 by Robert Schleif

All rights reserved

Printed in the United States of America on acid-free paper

The Johns Hopkins University Press
2715 North Charles Street

Baltimore, Maryland 21218-4319

The Johns Hopkins Press Ltd., London

Library of Congress Cataloging-in-Publication Data
Schleif, Robert F.
Genetics and molecular biology / by Robert Schleif.—2nd ed.
p. cm.
Includes bibliographical references and index.
ISBN 0-8018-4673-0 (acid-free paper).—ISBN 0-8018-4674-9 (pbk : acid-free
paper)
1. Molecular genetics. 1. Title
QH442.S34 1993

The catalog record for this book is available from the British Library.



Preface

This book evolved from a course in molecular biology which I have been
teaching primarily to graduate students for the past twenty years.
Because the subject is now mature, it is possible to present the material
by covering the principles and encouraging students to learn how to
apply them. Such an approach is particularly efficient as the subject of
molecular genetics now is far too advanced, large, and complex for
much value to come from attempting to cover the material in an
encyclopedia-like fashion or teaching the definitions of the relevant
words in a dictionary-like approach. Only the core of molecular genetics
can be covered by the present approach. Most of the remainder of the
vast subject however, is a logical extension of the ideas and principles
presented here. One consequence of the principles and analysis ap-
proach taken here is that the material is not easy. Thinking and learning
to reason from the fundamentals require serious effort, but ultimately,
are more efficient and more rewarding than mere memorization.

An auxiliary objective of this presentation is to help students develop
an appreciation for elegant and beautiful experiments. A substantial
number of such experiments are explained in the text, and the cited
papers contain many more.

The book contains three types of information. The main part of each
chapteris the text. Following each chapter are references and problems.
References are arranged by topic, and one topic is “Suggested Read-
ings”. The additional references cited permit a student or researcher to
find many of the fundamental papers on a topic. Some of these are on
topics not directly covered in the text. Because solving problems helps
focus one’s attention and stimulates understanding, many thought-pro-
voking problems or paradoxes are provided. Some of these require use
of material in addition to the text. Solutions are provided to about half
of the problems.



vi Preface

Although the ideal preparation for taking the course and using the
book would be the completion of preliminary courses in biochemistry,
molecular biology, cell biology, and physical chemistry, few students
have such a background. Most commonly, only one or two of the
above-mentioned courses have been taken, with some students coming
from a more physical or chemical background, and other students
coming from a more biological background.

My course consists of two lectures and one discussion session per
week, with most chapters being covered in one lecture. The lectures
often summarize material of a chapter and then discuss in depth a
recent paper that extends the material of the chapter. Additional read-
ings of original research papers are an important part of the course for
graduate students, and typically such two papers are assigned per
lecture. Normally, two problems from the ends of the chapters are
assigned per lecture.

Many of the ideas presented in the book have been sharpened by my
frequent discussions with Pieter Wensink, and I thank him for this. I
thank my editors, James Funston for guidance on the first edition and
Yale Altman and Richard O’Grady for ensuring the viability of the
second edition. I also thank members of mylaboratory and the following
who read and commented on portions of the manuscript: Karen
Beemon, Howard Berg, Don Brown, Victor Corces, Jeff Corden, David
Draper, Mike Edidin, Bert Ely, Richard Gourse, Ed Hedgecock, Roger
Hendrix, Jay Hirsh, Andy Hoyt, Amar Klar, Ed Lattman, Roger
McMacken, Howard Nash, and Peter Privalov.
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An Overview of Cell
Structure and Function

|

In this book we will be concerned with the basics of the macromolecular
interactions that affect cellular processes. The basic tools for such
studies are genetics, chemistry, and physics. For the most part, we will
be concerned with understanding processes that occur within cells, such
as DNA synthesis, protein synthesis, and regulation of gene activity. The
initial studies of these processes utilize whole cells. These normally are
followed by deeper biochemical and biophysical studies of individual
components. Before beginning the main topics we should take time for
an overview of cell structure and function. At the same time we should
develop our intuitions about the time and distance scales relevant to the
molecules and cells we will study.

Many of the experiments discussed in this book were done with the
bacterium Escherichia coli, the yeast Saccharomyces cerevisiae, and the
fruit fly Drosophila melanogaster. Each of these organisms possesses
unique characteristics making it particularly suitable for study. In fact,
most of the research in molecular biology has been confined to these
three organisms. The earliest and most extensive work has been done
with Escherichia coli. The growth of this oranism is rapid and inexpen-
sive, and many of the most fundamental problems in biology are
displayed by systems utilized by this bacterium. These problems are
therefore most efficiently studied there. The eukaryotic organisms are
necessary for study of phenomena not observed in bacteria, but parallel
studies on other bacteria and higher cells have revealed that the basic
principles of cell operation are the same for all cell types.
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Cell’s Need for Immense Amounts of Information

Cells face enormous problems in growing. We can develop some idea of
the situation by considering a totally self-sufficient toolmaking shop. If
we provide the shop with coal for energy and crude ores, analogous to
a cell’'s nutrient medium, then a very large collection of machines and
tools is necessary merely to manufacture each of the parts present in
the shop. Still greater complexity would be added if we required that
the shop be totally self-regulating and that each machine be self-assem-
bling. Cells face and solve these types of problems. In addition, each of
the chemical reactions necessary for growth of cells is carried out in an
aqueous environment at near neutral pH. These are conditions that
would cripple ordinary chemists.

By the tool shop analogy, we expect cells to utilize large numbers of
“parts,” and, also by analogy to factories, we expect each of these parts
to be generated by a specialized machine devoted to production of just
one type of part. Indeed, biochemists” studies of metabolic pathways
have revealed that an E. coli cell contains about 1,000 types of parts, or
small molecules, and that each is generated by a specialized machine,
an enzyme. The information required to specify the structure of even
one machine is immense, a fact made apparent by trying to describe an
object without pictures and drawings. Thus, it is reasonable, and indeed
it has been found that cells function with truly immense amounts of
information.

DNA is the cell’s library in which information is stored in its sequence
of nucleotides. Evolution has built into this library the information
necessary for cells’ growth and division. Because of the great value of
the DNA library, it is natural that it be carefully protected and preserved.
Except for some of the simplest viruses, cells keep duplicates of the
information by using a pair of self-complementary DNA strands. Each
strand contains a complete copy of the information, and chemical or
physical damage to one strand is recognized by special enzymes and is
repaired by making use of information contained on the opposite
strand. More complex cells further preserve their information by pos-
sessing duplicate DNA duplexes.

Much of the recent activity in molecular biology can be understood
in terms of the cell’s library. This library contains the information
necessary to construct the different cellular machines. Clearly, such a
library contains far too much information for the cell to use at any one
time. Therefore mechanisms have developed to recognize the need for
particular portions, “books,” of the information and read this out of the
library in the form of usable copies. In cellular terms, this is the
regulation of gene activity.

Rudiments of Prokaryotic Cell Structure

A typical prokaryote, E. coli, is a rod capped with hemispheres (Fig. 1.1).
Itis 1-3 u (10% cm = 1 u = 10* A) long and 0.75 p in diameter. Such a
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cell contains about 2 x 1013 g of protein, 2 x 10'# g of RNA that is mostly
ribosomal RNA, and 6 x 1015 g of DNA.

The cell envelope consists of three parts, an inner and outer mem-
brane and an intervening peptidoglycan layer (Fig. 1.2). The outer
surface of the outer membrane is largely lipopolysaccharides. These are
attached to lipids in the outer half of the outer membrane. The polysac-
charides protect the outer membrane from detergent-like molecules
found in our digestive tract.outer membrane The outer membrane also
consists of matrix proteins that form pores small enough to exclude the
detergent-like bile salts, but large enough to permit passage of small
molecules and phospholipids.

Figure 1.2 Schematic drawing of the structure of the envelope of an E. coli
cell.
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Figure 1.3 Structure of the cell wall showing the alternating N-acetylglu-
cosamine N-acetylmuramic acid units. Each N-acetylmuramic acid possesses
a peptide, but only a few are crosslinked in E. coli.

The major shape-determining factor of cells is the peptidoglycan
layer or cell wall (Fig. 1.3). It lies beneath the outer membrane and is a
single molecule containing many polysaccharide chains crosslinked by
short peptides (Fig. 1.4). The outer membrane is attached to the pepti-
doglycan layer by about 10° lipoprotein molecules. The protein end of
each of these is covalently attached to the diaminopimelic acid in the
peptidoglycan. The lipid end is buried in the outer membrane.

The innermost of the three cell envelope layers is the inner or
cytoplasmic membrane. It consists of many proteins embedded in a
phospholipid bilayer. The space between the inner membrane and the
outer membrane that contains the peptidoglycan layer is known as the
periplasmic space. The cell wall and membranes contain about 20% of
the cellular protein. After cell disruption by sonicating or grinding, most
of this protein is still contained in fragments of wall and membrane and
can be easily pelleted by low-speed centrifugation.

The cytoplasm within the inner membrane is a protein solution at
about 200 mg/ml, about 20 times more concentrated than the usual
cell-free extracts used in the laboratory. Some proteins in the cytoplasm
may constitute as little as 0.0001% by weight of the total cellular protein
whereas others may be found at levels as high as 5%. In terms of
concentrations, this is from 108 M to 2 x 10* M, and in a bacterial cell
this is from 10 to 200,000 molecules per cell. The concentrations of
many of the proteins vary with growth conditions, and a current re-
search area is the study of the cellular mechanisms responsible for the
variations.

The majority of the more than 2,000 different types of proteins found
within a bacterial cell are located in the cytoplasm. One question yet to
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Figure 1.4 Structure of the peptide crosslinking N-acetylmuramic acid units.
DAP is diaminopimelic acid.

be answered about these proteins is how they manage to exist in the cell
without adhering to each other and forming aggregates since polypep-
tides can easily bind to each other. Frequently when a bacterium is
engineered for the over-synthesis of a foreign protein, amorphous
precipitates called inclusion bodies form in the cytoplasm. Sometimes
these result from delayed folding of the new protein, and occasionally
they are the result of chance coprecipitation of a bacterial protein and
the newly introduced protein. Similarly, one might also expect an
occasional mutation to inactivate simultaneously two apparently unre-
lated proteins by the coprecipitation of the mutated protein and some
other protein into an inactive aggregate, and occasionally this does
occur.

The cell’s DNA and about 10,000 ribosomes also reside in the cyto-
plasm. The ribosomes consist of about one-third protein and two-thirds
RNA and are roughly spherical with a diameter of about 200 A. The DNA
in the cytoplasm is not surrounded by a nuclear membrane as it is in
the cells of higher organisms, but nonetheless it is usually confined to
a portion of the cellular interior. In electron micrographs of cells, the
highly compacted DNA can be seen as a stringy mass occupying about
one tenth of the interior volume, and the ribosomes appear as granules
uniformly scattered through the cytoplasm.
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Rudiments of Eukaryotic Cell Structure

A typical eukaryotic cell is 10 u in diameter, making its volume about
1,000 times that of a bacterial cell. Like bacteria, eukaryotic cells contain
cell membranes, cytoplasmic proteins, DNA, and ribosomes, albeit of
somewhat different structure from the corresponding prokaryotic ele-
ments (Fig. 1.5). Eukaryotic cells, however, possess many structural
features that even more clearly distinguish them from prokaryotic cells.
Within the eukaryotic cytoplasm are a number of structural proteins
that form networks. Microtubules, actin, intermediate filaments, and
thin filaments form four main categories of fibers found within eu-
karyotic cells. Fibers within the cell provide a rigid structural skeleton,
participate in vesicle and chromosome movement, and participate in
changing the cell shape so that it can move. They also bind the majority
of the ribosomes.

The DNA of eukaryotic cells does not freely mix with the cytoplasm,
but is confined within a nuclear membrane. Normally only small pro-
teins of molecular weight less than 20 to 40,000 can freely enter the
nucleus through the nuclear membrane. Larger proteins and nuclear
RNAs enter the nucleus through special nuclear pores. These are large
structures that actively transport proteins or RNAs into or out of the
nucleus. In each cell cycle, the nuclear membrane dissociates, and then
later reaggregates. The DNA itself is tightly complexed with a class of
proteins called histones, whose main function appears to be to help DNA
retain a condensed state. When the cell divides, a special apparatus
called the spindle, and consisting in part of microtubules, is necessary
to pull the chromosomes into the daughter cells.

Eukaryotic cells also contain specialized organelles such as mito-
chondria, which perform oxidative phosphorylation to generate the
cell’s needed chemical energy. In many respects mitochondria resemble
bacteria and, in fact, appear to have evolved from bacteria. They contain
DNA, usually in the form of a circular chromosome like that of E. coli

Figure 1.5 Schematic
drawing of a eukaryotic
cell.
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and ribosomes that often more closely resemble those found in bacteria
than the ribosomes located in the cytoplasm of the eukaryotic cell.
Chloroplasts carry out photosynthesis in plant cells, and are another
type of specialized organelle found within some eukaryotic cells. Like
mitochondria, chloroplasts also contain DNA and ribosomes different
from the analogous structures located elsewhere in the cell.

Most eukaryotic cells also contain internal membranes. The nucleus
is surrounded by two membranes. The endoplasmic reticulum is an-
other membrane found in eukaryotic cells. It is contiguous with the
outer nuclear membrane but extends throughout the cytoplasm in many
types of cells and is involved with the synthesis and transport of
membrane proteins. The Golgi apparatus is another structure contain-
ing membranes. It is involved with modifying proteins for their trans-
port to other cellular organelles or for export out of the cell.

Packing DNA into Cells

The DNA of the E. coli chromosome has a molecular weight of about 2
x 10° and thus is about 3 x 10° base pairs long. Since the distance
between base pairs in DNA is about 3.4 A, the length of the chromosome
is 107 A or 0.1 cm. This is very long compared to the 104 A length of a
bacterial cell, and the DNA must therefore wind back and forth many
times within the cell. Observation by light microscopy of living bacterial
cells and by electron microscopy of fixed and sectioned cells show, that
often the DNA is confined to a portion of the interior of the cell with
dimensions less than 0.25 .

To gain some idea of the relevant dimensions, let us estimate the
number of times that the DNA of a bacterium winds back and forth
within a volume we shall approximate as a cube 0.25 p on a side. This
will provide an idea of the average distance separating the DNA duplexes
and will also give some idea of the proportion of the DNA that lies on

Figure 1.6 Calculation of the num-

ber of times the E. coli chromosome
= winds back and forth if it is confined
~ within a cube of edge 0.25 1. Each of
_/ " the n layers of DNA possesses n seg-
(( " ments of length 0.25 .
o ((
[To]
N’ ((
X
| |
! .25y !
2 3
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the surface of the chromosomal mass. The number of times, N, that the
DNA must wind back and forth will then be related to the length of the
DNA and the volume in which it is contained. If we approximate the
path of the DNA as consisting of n layers, each layer consisting of n
segments of length 0.25 p (Fig. 1.6), the total number of segments is 1.
Therefore, 2,500n2 A = 107 A and n = 60. The spacing between adjacent
segments of the DNA is 2,500 A/60 = 40 A.

The close spacing between DNA duplexes raises the interesting prob-
lem of accessibility of the DNA. RNA polymerase has a diameter of about
100 A and it may not fit between the duplexes. Therefore, quite possibly
only DNA on the surface of the nuclear mass is accessible for transcrip-
tion. On the other hand, transcription of the lactose and arabinose
operons can be induced within as short a time as two seconds after
adding inducers. Consequently either the nuclear mass is in such rapid
motion that any portion of the DNA finds its way to the surface at least
once every several seconds, or the RNA polymerase molecules do
penetrate to the interior of the nuclear mass and are able to begin
transcription of any gene at any time. Possibly, start points of the
arabinose and lactose operons always reside on the surface of the DNA.

Compaction of the DNA generates even greater problems in eu-
karyotic cells. Not only do they contain up to 1,000 times the amount of
the DNA found in bacteria, but the presence of the histones on the DNA
appears to hinder access of RNA polymerase and other enzymes to the
DNA. In part, this problem is solved by regulatory proteins binding to
regulatory regions before nucleosomes can form in these positions.
Apparently, upon activation of a gene additional regulatory proteins
bind, displacing more histones, and transcription begins. The DNA of
many eukaryotic cells is specially contracted before cell division, and at
this time it actually does become inaccessible to RNA polymerase. At all
times, however, accessibility of the DNA to RNA polymerase must be
hindered.

Moving Molecules into or out of Cells

Small-molecule metabolic intermediates must not leak out of cells into
the medium. Therefore, an impermeable membrane surrounds the
cytoplasm. To solve the problem of moving essential small molecules
like sugars and ions into the cell, special transporter protein molecules
are inserted into the membranes. These and auxiliary proteins in the
cytoplasm must possess selectivity for the small-molecules being trans-
ported. If the small-molecules are being concentrated in the cell and not
just passively crossing the membrane, then the proteins must also
couple the consumption of metabolic energy from the cell to the active
transport.

The amount of work consumed in transporting a molecule into a
volume against a concentration gradient may be obtained by consider-
ing the simple reaction where A, is the concentration of the molecule
outside the cell and A; is the concentration inside the cell:
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Ao 2 A

This reaction can be described by an equilibrium constant

Ai
Kog= —
eq Ao
The equilibrium constant K., is related to the free energy of the reaction
by the relation

AG = RTINKoq

where R is about 2 cal/degmole and T is 300° K (about 25° C), the
temperature of many biological reactions. Suppose the energy of hy-
drolysis of ATP to ADP is coupled to this reaction with a 50% efficiency.
Then about 3,500 of the total of 7,000 calories available per mole of ATP
hydrolyzed under physiological conditions will be available to the
transport system. Consequently, the equilibrium constant will be
AG
Keg=€RT
3,500
=€ 600
= 340.

One interesting result of this consideration is that the work required
to transport a molecule is independent of the absolute concentrations;
it depends only on the ratio of the inside and outside concentrations.
The transport systems of cells must recognize the type of molecule to
be transported, since not all types are transported, and convey the
molecule either to the inside or to the outside of the cell. Further, if the
molecule is being concentrated within the cell, the system must tap an
energy source for the process. Owing to the complexities of this process,
it is not surprising that the details of active transport systems are far
from being fully understood.

Four basic types of small-molecule transport systems have been
discovered. The first of these is facilitated diffusion. Here the molecule
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Figure 1.7 The cascade of reactions associated with the phosphotransferase
sugar uptake system of E. coli.

must get into or out of the cell on its own, but special doors are opened
for it. That is, specific carriers exist that bind to the molecule and shuttle
it through the membrane. Glycerol enters most types of bacteria by this
mechanism. Once within the cell the glycerol is phosphorylated and
cannot diffuse back out through the membrane, nor can it exit by using
the glycerol carrier protein that carried the glycerol into the cell.

A second method of concentrating molecules within cells is similar
to the facilitated diffusion and phosphorylation of glycerol. The phos-
photransferase system actively rather than passively carries a number
of types of sugars across the cell membrane and, in the process, phos-
phorylates them (Fig. 1.7). The actual energy for the transport comes
from phosphoenolpyruvate. The phosphate group and part of the chemi-
cal energy contained in the phosphoenolpyruvate is transferred down a
series of proteins, two of which are used by all the sugars transported
by this system and two of which are specific for the particular sugar
being transported. The final protein is located in the membrane and is
directly responsible for the transport and phosphorylation of the trans-
ported sugar.

Protons are expelled from E. coli during the flow of reducing power
from NADH to oxygen. The resulting concentration difference in H*
ions between the interior and exterior of the cell generates a proton
motive force or membrane potential that can then be coupled to ATP
synthesis or to the transport of molecules across the membraneActive
transport systems using this energy source are called chemiosmotic
systems. In the process of permitting a proton to flow back into the cell,
another small molecule can be carried into the cell, which is called
symport, or carried out of the cell, which is called antiport (Fig. 1.8).
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In many eukaryotic cells, a membrane potential is generated by the
sodium-potassium pump. From the energy of hydrolysis of one ATP
molecule, 3 Na* ions are transported outside the cell and 2 K+ ions are
transported inside. The resulting gradient in sodium ions can then be
coupled to the transport of other molecules or used to transmit signals
along a membrane.

Study of all transport systems has been difficult because of the
necessity of working with membranes, but the chemiosmotic system has
been particularly hard due to the difficulty of manipulating membrane
potentials. Fortunately the existence of bacterial mutants blocked at

Figure 1.8 Coupling the excess of H* ions outside a cell to the transport of a
specific molecule into the cell, symport, or out of the cell, antiport, by specific
proteins that couple the transport of a proton into the cell with the transport of
another molecule. The ATPase generates ATP from ADP with the energy derived
from permitting protons to flow back into the cell.
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various steps of the transport process has permitted partial dissection
of the system. We are, however, very far from completely understanding
the actual mechanisms involved in chemiosmotic systems.

The binding protein systems represent another type of transport
through membranes. These systems utilize proteins located in the
periplasmic space that specifically bind sugars, amino acids, and ions.
Apparently, these periplasmic binding proteins transfer their substrates
to specific carrier molecules located in the cell membrane. The energy
source for these systems is ATP or a closely related metabolite.

Transporting large molecules through the cell wall and membranes
poses additional problems. Eukaryotic cells can move larger molecules
through the membrane by exocytosis and endocytosis processes in
which the membrane encompasses the molecule or molecules. In the
case of endocytosis, the molecule can enter the cell, but it is still
separated from the cytoplasm by the membrane. This membrane must
be removed in order for the membrane-enclosed packet of material to
be released into the cytoplasm. By an analogous process, exocytosis
releases membrane-enclosed packets to the cell exterior.

Releasing phage from bacteria also poses difficult problems. Some
types of filamentous phage slip through the membrane like a snake.
They are encapsidated as they exit the membrane by phage proteins
located in the membrane. Other types of phage must digest the cell wall
to make holes large enough to exit. These phage lyse their hosts in the
process of being released.

An illuminating example of endocytosis is the uptake of low density
lipoprotein, a 200 A diameter protein complex that carries about 1,500
molecules of cholesterol into cells. Pits coated with a receptor of the low
density lipoprotein form in the membrane. The shape of these pits is
guided by triskelions, an interesting structural protein consisting of
three molecules of clathrin. After receptors have been in a pit for about

Figure 1.9 Endocytosis of receptor-coated pits to form coated vesicles and the
recycling of receptor that inserts at random into the plasma membrane and
then clusters in pits.

= Coated
{ \\ vesicle
\ ./
Coated

pit /\ Clathrin
=~ cage

Plasma membrane



Diffusion within the Small Volume of a Cell 13

ten minutes, the pit pinches off and diffuses through the cytoplasm (Fig.
1.9). Upon reaching the lysosome, the clatherin cage of triskelions is
disassembled, cholesterol is released, and the receptors recycle.

Diffusion within the Small Volume of a Cell

Within several minutes of adding a specific inducer to bacteria or
eukaryotic cells, newly synthesized active enzymes can be detected.
These are the result of the synthesis of the appropriate messenger RNA,
its translation into protein, and the folding of the protein to an active
conformation. Quite obviously, processes are happening very rapidly
within a cell for this entire sequence to be completed in several minutes.
We will see that our image of synthetic processes in the cellular interior
should be that of an assembly line running hundreds of times faster than
normal, and our image for the random motion of molecules from one
point to another can be that of a washing machine similarly running
very rapidly.

The random motion of molecules within cells can be estimated from
basic physical chemical principles. We will develop such an analysis
since similar reasoning often arises in the design or analysis of experi-
ments in molecular biology. The mean squared distance R? that a
molecule with diffusion constant D will diffuse in time ¢ is R? = 6Dt (Fig.
1.10). The diffusion constants of many molecules have been measured
and are available in tables. For our purposes, we can estimate a value
for a diffusion constant. The diffusion constant is D = K7# , where K is
the Boltzmann constant, 1.38 x 107! ergs/degree, T is temperature in
degrees Kelvin, and f is the frictional force. For spherical bodies,
f=6mnr , where r is the radius in centimeters and 7 is the viscosity of
the medium in units of poise.

The viscosity of water is 10 poise. Although the macroviscosity of
the cell’s interior could be much greater, as suggested by the extremely
high viscosity of gently lysed cells, the viscosity of the cell’s interior with

\ Figure 1.10 Random motion of
a particle in three dimensions be-
ginning at the origin and the
definition of the mean squared

distance R

y
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respect to motion of molecules the size of proteins or smaller is more
likely to be similar to that of water. This is reasonable, for small
molecules can go around obstacles such as long strands of DNA, but
large molecules would have to displace a huge tangle of DNA strands.
A demonstration of this effect is the finding that small molecules such
as amino acids readily diffuse through the agar used for growing
bacterial colonies, but objects as large as viruses are immobile in the
agar, yet diffuse normally in solution.

Since D =KTsmnr, then D = 4.4 x 107 for a large spherical protein of
radius 50 A diffusing in water, and the diffusion constant for such a
protein within a cell is not greatly different. Therefore
R?=6x4.4x107t, and the average time required for such protein
molecules to diffuse the length of a 1 u bacterial cell is 1/250 second and
to diffuse the length of a 20 pu eukaryotic cell is about 2 seconds.
Analogous reasoning with respect to rotation shows that a protein
rotates about 1/8 radian (about 7°) in the time it diffuses a distance equal
to its radius.

Exponentially Growing Populations

Reproducibility from one day to the next and between different labora-
tories is necessary before meaningful measurements can be made on
growing cells. Populations of cells that are not overcrowded or limited
by oxygen, nutrients, or ions grow freely and can be easily reproduced.
Such freely growing populations are almost universally used in molecu-
lar biology, and several of their properties are important. The rate of
increase in the number of cells in a freely growing population is
proportional to the number of cells present, that is,
aN _ uN, or N =N®Oe",
at

In these expressions L is termed the exponential growth rate of the cells.

The following properties of the exponential function are frequently
useful when manipulating data or expressions involving growth of cells.

ednx _ ya

%(eoxzoeox

= yn
n!

n=0

eX=

Quantities growing with the population increase as e**, Throughout
this book we will use |1 as the exponential growth rate. The time required
for cells to double in number, T, is easier to measure experimentally as
well as to think about than the exponential growth rate. Therefore we
often need to interconvert the two rates T; and |. Note that the number
of cells or some quantity related to the number of cells in freely growing
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populations can be written as Q(t) = 2774, and since 2 = e, Q(t) can
also be written as Q(t) = e™Td)t, thereby showing that the relation
between T, and W is W = In2/Ty.

Composition Change in Growing Cells

In many experiments it is necessary to consider the time course of the
induction of an enzyme or other cellular component in a population of
growing cells. To visualize this, suppose that synthesis of an enzyme is
initiated at some time in all the cells in the population and thereafter
the synthesis rate per cell remains constant. What will the enzyme level
per cell be at later times?

The Relationship between Cell Doublings, Enzyme
Doublings, and Induction Kinetics

Time t=0 t=Tq t=2Tq t=3Tq4
Cell Mass 1 2 4 8
Enzyme present if synthesis began long ago A 2A 4A 8A
Enzyme synthesized during one doubling time A 2A 4A
Enzyme present if synthesis begins at =0 0 A 3A 7A

One way to handle this problem is to consider a closely related
problem we can readily solve. Suppose that synthesis of the enzyme had
begun many generations earlier and thereafter the synthesis rate per cell
had remained constant. Since the synthesis of the enzyme had been
initiated many cell doublings earlier, by the time of our consideration,
the cells are in a steady state and the relative enzyme level per cell
remains constant. As the cell mass doubles from 1 to 2 to 4, and so on,
the amount of the enzyme, A, also doubles, from A to 24 to 44, and so
on. The differences in the amount of the enzyme at the different times
give the amounts that were synthesized in each doubling time. Now
consider the situation if the same number of cells begins with no enzyme
but instead begins synthesis at the same rate per cell as the population
that had been induced at a much earlier time (see the last row in the
table). At the beginning, no enzyme is present, but during the first
doubling time, an amount A of the enzyme can be synthesized by the
cells. In the next doubling time, the table shows that the cells can
synthesize an amount 24 of the enzyme, so that after two doubling times
the total amount of enzyme present is 3A. After another doubling time
the amount of enzyme present is 7A. Thus at successive doublings after
induction the enzyme level is 12, 34, 74,... of the final asymptotic value.

Age Distribution in Populations of Growing Cells

The cells in a population of freely growing cells are not all alike. A newly
divided cell grows, doubles in volume, and divides into two daughter
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Problems

p(a)

Figure 1.11 Age distribution inan
exponentially growing population
in which all cells divide when they
reach age 1. Note that the popula-
0 1 > tion contains twice as many
Age zero-age cells as unit-age cells.

cells. Consequently, freely growing populations contain twice as many
cells that have just divided as cells about to divide. The distribution of
cell ages present in growing populations is an important consideration
in a number of molecular biology experiments, one of which is men-
tioned in Chapter 3. Therefore we will derive the distribution of ages
present in such populations.

Consider an idealized case where cells grow until they reach the age
of 1, at which time they divide. In reality most cells do not divide at
exactly this age, but the ages at which cell division occurs cluster around
a peak. To derive the age distribution, let N(a,t)da be the number of cells
with age betweena and a + da at time t. For convenience, we omit writing
the da. Since the number of cells of age a at time t must be the same as
the number of zero-age cells at time t-a, N(a,t) = N(0,t -a). Since the
numbers of cells at any age are growing exponentially, N(0,¢) = N(0,0)e""
and N(a,t) = N(0,t-a) = N(0,t)e**. Therefore the probability that a cell is
of age a, p(a), is p(0)e™ = p(0)2%™ (Fig. 1.11).

1.1. Propose an explanation for the following facts known about E.
coli: appreciable volume exists between the inner membrane and the
peptidoglycan layer; the inner membrane is too weak to withstand the
osmotic pressure of the cytoplasm and must be supported by a strong,
rigid structure; and no spacers have been discovered that could hold the
inner membrane away from the peptidoglycan layer.

1.2.If the E. coli interior were water at pH 7, how many H* ions would
exist within the cell at any instant?

1.3. If a population of cells growing exponentially with a doubling
time T, were contaminated at one part in 107 with cells whose doubling
time is 0.95 T4, how many doublings will be required until 50% of the
cells are contaminants?
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1.4. If an enzyme is induced and its synthesis per cell is constant,
show that there is a final upper-bound less than 100% of cellular protein
that this enzyme can constitute. When the enzyme has reached thislevel,
what is the relation between the rate of synthesis of the enzyme and the
rate of dilution of the enzyme caused by increase of cellular volume due
to growth?

1.5. In a culture of cells in balanced exponential growth, an enzyme
was induced at time ¢ = 0. Before induction the enzyme was not present,
and at times very long after induction it constituted 1% of cell protein.
What is the fraction of cellular protein constituted by this protein at any
time ¢ > 0 in terms of the cell doubling time? Ignore the 1 min or so lag
following induction until the enzyme begins to appear.

1.6. In a culture of cells in balanced exponential growth, an enzyme
was fully induced at some very early time, and the level of enzyme
ultimately reached 1% of total protein. At time ¢ = 0 the synthesis of
enzyme was repressed. What fraction of cellular protein is constituted
by the enzyme for ¢ > 0 (a) if the repressed rate of synthesis is 0 and (b)
if the repressed rate of synthesis is 0.01 of the fully induced rate?

1.7.If the concentration of a typical amino acid in a bacterium is 103
M, estimate how long this quantity, without replenishment, could
support protein synthesis at the rate that yields 1 x 1013 g of newly
synthesized protein with a cell doubling time of 30 min.

1.8. If a typical protein can diffuse from one end to the other of a cell
in 1/250 sec when it encounters viscosity the same as that of water, how
long is required if the viscosity is 100 times greater?

1.9. A protein of molecular weight 30,000 daltons is in solution of
200 mg/ml. What is the average distance separating the centers of the
molecules? If protein has a density of 1.3, what fraction of the volume
of such a solution actually is water?

1.10. How can the existence of the Na*-K* pump in eukaryotic cells
be demonstrated?

1.11. How can valinomycin be used to create a temporary membrane
potential in cells or membrane vesicles?

1.12. Suppose the synthesis of some cellular component requires
synthesis of a series of precursors Py, P, P, proceeding through a series
of pools S;.

Pi—=Po—Ps— =P,
S$—=5—>8— =5,

Suppose the withdrawal of a precursor molecule P; from pool S;, and
its maturation to S;,; is random. Suppose that at ¢ = 0 all subsequently
synthesized precursors P, are radioactively labeled at constant specific
activity. Show that at the beginning, the radioactive label increases
proportional to ¢ in pool S,.

1.13. Consider cells growing in minimal medium. Suppose a radio-
active amino acid is added and the kinetics of radioactivity incorpora-
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tion into protein are measured for the first minute. Assume that upon
addition of the amino acid, the cell completely stops its own synthesis
of the amino acid and that there is no leakage of the amino acid out of
the cell. For about the first 15 sec, the incorporation of radioactive
amino acid into protein increases as #° and thereafter as . Show how
this delayed entry of radioactive amino acids into protein results from
the pool of free nonradioactive amino acid in the cells at the time the
radioactive amino acid was added. Continue with the analysis and show
how to calculate the concentration of this internal pool. Use data of Fig.
2 in J. Mol. Bio. 27, 41 (1967) to calculate the molarity of free proline
in E. coli B/r.

1.14. Consider a more realistic case for cell division than was consid-
ered in the text. Suppose that cells do not divide precisely when they
reach age 1 but that they have a probability given by the function f(a)
of dividing when they are of agea. What is the probability that a cell is
of age a in this case?
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Nucleic Acid and
Chromosome Structure

2

Thus far we have considered the structure of cells and a few facts about
their functioning. In the next few chapters we will be concerned with
the structure, properties, and biological synthesis of the molecules that
have been particularly important in molecular biology—DNA, RNA, and
protein. In this chapter we consider DNA and RNA. The structures of
these two molecules make them well suited for their major biological
roles of storing and transmitting information. This information is
fundamental to the growth and survival of cells and organisms because
it specifies the structure of the molecules that make up a cell.

Information can be stored by any object that can possess more than
one distinguishable state. For example, we could let a stick six inches
long represent one message and a stick seven inches long represent
another message. Then we could send a message specifying one of the
two alternatives merely by sending a stick of the appropriate length. If
we could measure the length of the stick to one part in ten thousand,
we could send a message specifying one of ten thousand different
alternatives with just one stick. Information merely limits the alterna-
tives.

We will see that the structure of DNA is particularly well suited for
the storage of information. Information is stored in the linear DNA
molecule by the particular sequence of four different elements along its
length. Furthermore, the structure of the molecule or molecules—two
are usually used—is sufficiently regular that enzymes can copy, repair,
and read out the stored information independent of its content. The
duplicated information storage scheme also permits repair of damaged
information and a unified mechanism of replication.
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One of the cellular uses of RNA, discussed in later chapters, is as a
temporary information carrier. Consequently, RNA must also carry
information, but ordinarily it does not participate in replication or
repair activities. In addition to handling information, some types of
RNA molecules have been found to have structural or catalytic activities.
The ability of RNA to perform all these roles has led to the belief that in
the evolution of life, RNA appeared before DNA or protein.

The Regular Backbone Of DNA

The chemical structure of DNA is a regular backbone of 2’-deoxyriboses,
joined by 3’-5’ phosphodiester bonds (Fig. 2.1). The information carried
by the molecule is specified by bases attached to the 1’ position of the
deoxyriboses. Four bases are used: the purines adenine and guanine,
and the pyrimidines cytosine and thymine. The units of base plus ribose
or deoxyribose are called nucleosides, and if phosphates are attached to
the sugars, the units are called nucleotides.

The chemical structure of RNA is similar to that of DNA. The
backbone of RNA uses riboses rather than 2’-deoxyriboses, and the
methyl group on the thymine is absent, leaving the pyrimidine uracil.

Clearly the phosphate-sugar-phosphate-sugar along the backbones of
DNA and RNA are regular. Can anything be done to make the informa-
tion storage portion of the molecule regular as well? At first glance this
seems impossible because the purines and the pyrimidines are different
sizes and shapes. As Watson and Crick noticed however, pairs of these
molecules, adenine-thymine and guanine-cytosine, do possess regular
shapes (Fig. 2.2). The deoxyribose residues on both A-T and G-C pairs
are separated by the same distance and can be at the same relative
orientations with respect to the helix axis. Not only are these pairs
regular, but they are stabilized by strong hydrogen bonds. The A-T pair
generally can form two hydrogen bonds and the G-C base pair can form

Figure 2.1 The helical backbone
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Figure 2.2 Hydrogen bonding between adenine-thymine and guanine-cyto-
sine pairs.

three hydrogen bonds between the respective bases. Finally, the base
pairs A-T and G-C can stack via hydrophobic interactions.

Hydrogen bonds can form when a hydrogen atom can be shared by
a donor such as an amino group and an acceptor such as a carbonyl
group. The hydrogen bonds between the bases of DNA are strong
because in all cases the three atoms participating in hydrogen bond
formation lie in nearly straight lines. In addition to the familiar Wat-
son-Crick pairings of the bases, other interactions between the bases
have been observed and are also biologically important. These alterna-
tive structures frequently occur in tRNA and also are likely to exist in
the terminal structures of chromosomes, called telomeres.

Grooves in DNA and Helical Forms of DNA

Watson and Crick deduced the basic structure of DNA by using three
pieces of information: X-ray diffraction data, the structures of the bases,
and Chargaff’s findings that, in most DNA samples, the mole fraction of
guanine equals that of cytosine, as well as the mole fraction of adenine
equals that of thymine. The Watson-Crick structure is a pair of oppo-
sitely oriented, antiparallel, DNA strands that wind around one another
in a right-handed helix. That is, the strands wrap clockwise moving
down the axis away from an observer. Base pairs A-T and G-C lie on the
interior of the helix and the phosphate groups on the outside.

In semicrystalline fibers of native DNA at one moisture content, as
well as in some crystals of chemically synthesized DNA, the helix repeat
is 10 base pairs per turn. X-ray fiber diffraction studies of DNA in
different salts and at different humidities yield forms in which the
repeats vary from 9 13 base pairs per turn to 11 base pairs per turn.
Crystallographers have named the different forms A, B, and C (Table
2.1).

More recent diffraction studies of crystals of short oligonucleotides
of specific sequence have revealed substantial base to base variation in
the twist from one base to the next. Therefore, it is not at all clear
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Table 2.1 Parameters of Some DNA Helices

Helix Base Rotation  Rise, A/Base  Diameter
Pairs/turn per Base Pair
Pair
A 11 32.7 2.56 23
B 10 36 3.38 19
C 913 38.6 3.32 19
Z 12 30 3.63 18

whether it is meaningful to speak of the various forms of the DNA.
Nonetheless, on average, natural DNA, that is DNA with all four bases
represented in random sequence over short distances, has a conforma-
tion most closely represented by B-form DNA.

The A, B, and C forms of DNA are all helical. That is, as the units of
phosphate-deoxyribose-base:base-deoxyribose-phosphate along the
DNA are stacked, each succeeding base pair unit is rotated with respect
to the preceding unit. The path of the phosphates along the periphery
of the resulting structure is helical and defines the surface of a circular

cylinder just enclosing the DNA. The base pair unit is not circular,
however, and from two directions it does not extend all the way to the
enclosing cylinder. Thus a base pair possesses two indentations. Be-
cause the next base pair along the DNA helix is rotated with respect to
the preceding base, its indentations are also rotated. Thus, moving along
the DNA from base to base, the indentations wind around the cylinder
and form grooves.

Fig. 2.3 shows a helix generated from a rectangle approximating the
base pair unit of B DNA. Note that the rectangle is offset from the helix
axis. As a result of this offset, the two grooves generated in the helix are
of different depths and slightly different widths. The actual widths of
the two grooves can be seen more clearly from the side view of the three
dimensional helix in which the viewpoint is placed so that you are
looking directly along the upper pair of grooves.
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In actual DNA, the deoxyribose-phosphate units are not aligned
parallel to the base pairs as they were represented in the rectangle
approximation above. The units are both oriented toward one of the
grooves. This narrows one of the grooves on the helical DNA molecule
and widens the other. The two grooves are therefore called the minor
and major grooves of the DNA. Thus, the displacement of the base pair
from the helix axis primarily affects the relative depth of the two
grooves, and the twisted position of the phosphates relative to the bases
primarily affects the widths of the grooves.

The A-form of DNA is particularly interesting because the base pairs
are displaced so far from the helix axis that the major groove becomes
very deep and narrow and the minor groove is barely an indentation.
Helical RNA most often assumes conformations close to the A-form.
Additional factors such as twist and tilt of the base pairs which are

Figure 2.3 Generation of a helix by the stacking of rectangles. Each rectangle
is rotated 34° clockwise with respect to the one below. Left, the viewpoint and
the generating rectangle; right, a view along the major and minor grooves
showing their depths and shapes.

Major groove

Minor groove

View along
grooves
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present in the A and C-forms of DNA, but largely absent in the B-form,
have lesser effects on the width and depth of the grooves. Unexpectedly,
even a left-helical form can form under special conditions, but thus far
this Z-form DNA has not been found to play any significant biological
role.

Helical structures can also form from a single strand of RNA or DNA
if it folds back upon itself. The two most common structures are hairpins
and pseudoknots. In a pseudoknot, bases in the loop form additional
base pairs with nucleotides beyond the hairpin region.

Hairpin

5 Pseudoknot

Dissociation and Reassociation of Base-paired Strands

Heating DNA in solution breaks the hydrogen bonds between the A-T
and G-C base pairs, unstacks the bases, and destroys the double-helical
structure of the DNA. Such a process is called melting. Generally, not
all the bonds break at one temperature, and DNA exhibits a transition
zone between fully double-stranded DNA and fully melted DNA that
often is 15° wide. The midpoint of this melting zone is defined as the
melting temperature, which occurs at about 95° in 0.1 M NaCl. The
actual value of the melting temperature, however, depends on the base
composition of the DNA, for the three hydrogen bonds in G-C base pairs
provide more stability than the two found in A-T base pairs. The ionic
composition of the solution also affects the melting temperature. The
higher the concentration of an ion such as sodium, the greater the
shielding between the negatively charged phosphates and the higher the
melting temperature. A divalent ion such as magnesium is still more
effective in raising the melting temperature of DNA.

Figure 2.4 Increase in absor-
bance at 260 nm, A2¢0, of a DNA

— ! sample as the temperature is in-
| ‘ creased through the melting
i temperature.

260
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Melting can be observed in a variety of ways. One of the simplest is
based on the fact that unstacked bases have a higher absorbance in the
ultraviolet region of the spectrum than stacked, paired bases (Fig. 2.4).
Therefore the absorbance of DNA in the ultraviolet region increases as
the DNA melts, and by following the optical density of a DNA solution
as a function of temperature, a melting curve can be obtained.

A most remarkable property of denatured DNA is its ability to
renature in vitro to re-form double-stranded DNA. This re-formation of
double-stranded DNA usually is very precise and exactly in register. Two
strands may renature to the native double-helical form if their sequences
are complementary, that is, if their sequences permit extensive forma-
tion of hydrogen-bonded base pairs.

The ability of self-complementary sequences to hybridize together
and form a double helix is not unique to DNA; RNA can also do this,
and it is possible in vitro to form RNA-DNA hybrids or RNA-RNA
duplexes. The ability of nucleic acids to renature has been extremely
important in the development of molecular biology as it has provided
ways of detecting the presence of small quantities of specific sequences
of RNA or DNA and in some cases to determine their intracellular
locations through their ability to form sequence-specific duplexes.

Reading Sequence Without Dissociating Strands

Can the sequence of the DNA be recognized without destroying its
double helical structure? Since thousands of regulatory proteins must
bind to their cognate regulatory sequences near the genes they regulate,
it is crucial that these proteins be able to recognize their binding
sequences without requiring that the DNA strands be separated.

Sequence-dependent effects can be seen in the slight structural dif-
ferences found in crystallized oligonucleotides. It is possible that pro-
teins could utilize these structural differences and ignore the chemical
differences between the bases. For example, a protein might recognize
its correct binding site strictly by the locations of phosphates in space.
The regulator of the trp operon in Escherichia coli appears to recognize
its binding site utilizing such principles because it appears to make
almost no base-specific hydrogen bonds.

The second possibility for recognition of sequences is to read the
chemical structures of the bases. Hydrogen bonds can be made to
donors and acceptors in both the major and minor grooves as shown in
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Figure 2.5 Above, T-A and C-G base pairs. Below, schematic representation of
the bases in which the locations of the hydrogen bond donors (D), and acceptors
(A), in the major groove are shown above the line and those in the minor groove
are shown below the line.

the schematic (Fig. 2.5). Considering the typical flexibility in proteins,
it becomes apparent that distinguishing the four base pairs solely by the
presence or absence of hydrogen bonding capabilities of the four bases
requires a minimum of two hydrogen bonds per base pair in the major
groove. A-T and T-A base pairs cannot be distinguished in the minor
groove. In nature we can expect some proteins to recognize sequence
by structure determination, some proteins to recognize sequence by
hydrogen bonding to the portions of the bases exposed in the major
groove, some to utilize additional interactions to the methyl group of
thymine, and many to utilize a combination of all these methods.

Electrophoretic Fragment Separation

The phosphate backbones of DNA and RNA molecules give them a
uniform charge per unit length. Therefore, upon electrophoresis
through polyacrylamide or agarose gels, molecules will migrate at rates
largely independent of their sequences. The frictional or retarding forces
the gels exert on the migrating molecules increase sharply with the
length of the DNA or RNA so that the larger the molecule, the slower it
migrates through a gel. This is the basis of the exceptionally valuable
technique of electrophoresis. In general, two molecules whose sizes
differ by 1% can be separated. Polyacrylamide gels are typically used
for molecules from five to perhaps 5,000 base pairs, and agarose gels
are used for molecules 1,000 base pairs and larger.

Following electrophoresis, the locations of specific DNA fragments
can be located by staining or by autoradiography. Ethidium bromide is
a most useful stain for this purpose. The molecule is nonpolar and



Bent DNA Sequences 29

readily intercalates between bases of DNA. In the nonpolar environment
between the bases, its fluorescence is increased about 50 times. There-
fore a gel can be soaked in a dilute solution of ethidium bromide and
illumination with an ultraviolet lamp reveals the location of DNA as
bands glowing cherry-red. As little as 5 ng of DNA in a band can be
detected by this method. For detection of smaller quantities of DNA, the
DNA can be radioactively labeled before electrophoresis. A simple
enzymatic method of doing this is to use the enzyme polynucleotide
kinase to transfer a phosphate group from ATP to the 5’-OH of a DNA
molecule. After electrophoresis, a radioactive DNA band is located by
exposing a photographic film to the gel and developing. The radioactive
decay of the 3?P sensitizes the silver halide crystals in the film so that
upon development, black particles of silver remain to reveal positions
of radioactive DNA or RNA in the gel.

Above about 50,000 base pairs long, all DNA migrates in gels at about
the same rate. This results from the DNA assuming a conformation in
which its charge to frictional force ratio is independent of its length as
it snakes through the gel in a reptilian fashion. It was empirically found,
however, that brief periodic changes in the direction of the electric field
or polarity reverses often will separate still larger DNA molecules. This
techniques is called pulsed field electrophoresis. Overall, the major
motion of the DNA is in one direction, but it is punctuated by reversals
or changes in direction from once per second to once per minute. The
change in migration direction destroys the structure of the species
whose migration rates are independent of size, and for a short while,
the long DNA molecules migrate at rates related to their sizes. Additional
size separation is achieved in these electrophoretic techniques because
the larger the molecule, the longer it takes to achieve the steady-state
snaking state. By these means, molecules as large as 1,000,000 base pair
chromosomes can be separated by size.

Bent DNA Sequences

If a series of small bends in DNA are added coherently, together they
generate a significant bend. Most surprisingly, a short DNA fragment of

e RN

Random adding Coherent adding

several hundred base pairs containing such a bend migrates anomal-
ously slowly in electrophoresis. Such abnormally migrating fragments
were recognized soon after DNA sequencing became possible, but some
time passed before it was realized that the major contributor to bending
is a run of three or four A’s. Significant bends can be generated by
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Figure 2.6 Determining whether a DNA segment to be tested is straight or
bent. Top, segment is straight and a five base insertion generates no change in
migration rate. Bottom, insertion changes the migration rate if the segment is
bent.

spacing several AAAATTT elements an average of 10 to 11 base pairs
apart.

Bending of DNA is biologically important. Some DNA-binding pro-
teins bend DNA, and the natural bend of other sequences like some
origins of DNA replication appears to be essential. Many of the binding
sites of proteins are naturally bent, and the binding of the protein further
bends the DNA. Thus, the presence of a bend in the DNA helps the
binding of a protein which further bends the DNA.

The bending generated by a specific DNA sequence or by the binding
of a protein to a specific site can be tested even if the bend is small.
Suppose the DNA in question is connected to another segment of
“reference” DNA that is known to contain a bend. These bends may add
as shown in Fig. 2.6, or they may cancel. Now consider the consequences
of adding two, four, six, eight, and ten base pairs between the test and
reference regions. As the additional spacing DNA is added, one segment
is rotated with respect to the other. At some point in the process the two
bends are in the same direction and add and the migration rate of the

Figure 2.7 Relative migration po-
sitions in a gel of straight and bent
DNA fragments connected to a bent
Bent sequence  segment of DNA by various lengths

of a linker region.
~p=-=-=-0Straight sequence

T T T T
4 6 8 10

Size of insert
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segment will be low. At another position of relative rotation, the two
bends cancel one another and the migration rate of the DNA is faster.
Plotting the migration rate as a function of the relative rotation or spacer
DNA added (Fig. 2.7) can prove the existence of a bend, as well as
determine its direction and magnitude.

Measurement of Helical Pitch

It is not straightforward to determine the helical repeat of DNA under
in vivo conditions. Such measurements have been made, and will be
described later. Here we shall consider measuring the helical pitch in
vitro of linear DNA not bound to any proteins.

Klug and co-workers found that DNA can bind tightly to the flat
surface of mica or calcium phosphate crystals. While bound to such
surfaces, only a portion of the cylindrical DNA is susceptible to cleavage
by DNAse I, an enzyme that hydrolyzes the phosphodiester backbone
of DNA (Fig. 2.8). Consider the consequences of: 1. utilizing an homoge-
nous population of DNA molecules, 2. radioactively labeling each mole-
cule on one end with 3?PQy4, 3. rotationally orientating all the DNA
molecules similarly, i.e. the 5’ end of the labeled strand begins in contact
with the solid support, 4. performing a partial digestion with DNAse I,
so that on average, each DNA molecule is cleaved only once.

In the population, the labeled strand will be cleaved more frequently
at those positions where it is on the part of the helix up away from the
support, and thus cleavages will be concentrated at positions 12, 112,
214 etc. helical turns from the labeled end. A similar population of
labeled DNA digested while in solution will possess some molecules

Figure 2.8 Determination of the helical pitch of DNA while bound to a solid
support. While bound to the support, and while free in solution, the DNA is
lightly digested with DNAse, the denatured fragments are separated according
to size by electrophoresis and an autoradiograph is made of the gel. When the
DNA is on the solid support, DNAse has only limited access.
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cleaved at every position. Electrophoretic separation of the populations
yields the pattern shown (Fig. 2.8). In the sample cleaved while on the
flat support most cleavages, and hence the darkest bands, are separated
by 10 or 11 base pairs. The DNA cleaved in solution shows all sizes of
DNA fragments.

Topological Considerations in DNA Structure

Topology introduces a structural feature in addition to the base-paired
and helical aspects of DNA. The origin of this structure can best be
understood by considering a mathematical property of two closed rings.
The number of times that one ring encircles or links the other must be
an integral number. It cannot be changed without physically opening

one of the rings. That is, their linking number is a topological invariant.
Many types of DNA molecules found in cells are covalently closed circles
because each strand is circular. Hence the concept of a linking number
applies to DNA molecules obtained from many sources. The concept
also applies to linear DNA if the ends are prevented from freely rotating,
either because of the extreme length of the DNA or because the DNA is
attached to something else.

The forces tending to hold double-stranded DNA in a right-handed
helix with about 10.5 base pairs per turn add a dimension to the analysis
of the structures of covalently closed circles. These forces are suffi-
ciently great that the linking number, Lk, generally resolves itself into
two easily distinguished components: the twist, 7w, which in DNA’s
usual right-helical form has a value of 1 per each 10.5 base pairs, and
the writhe, Wr. Twist is the local wrapping of one of the two strands
about the other. If Lk does not equal Tw, then the discrepancy must be
made up from a global writhing of the molecule as such global effects
can alter the actual number of times one strand encircles the other.
These global effects are called supercoiling or superhelical turns. Their
computation is most difficult because the entire path of the DNA duplex
must be considered. To repeat, for any covalently closed double-
stranded DNA molecule, no matter how it is distorted, unless its phos-
phodiester backbone is broken, Lk = Tw + Wr. This equation sometimes
is written T = o + B where 1 = Lk, oo = Tw, and B = Wr. It is curious that
the topological invariant Lk equals the sum of two terms, each of which
is not invariant.

It is convenient to normalize the deviation of the linking number from
the normal, unconstrained value, Lky. Since the normal linking is 1 per
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10.5 base pairs of DNA, linking values other than this must change either
the twist, the writhe, or both. Rather than just give the linking number
deviation for a DNA molecule, it is more informative to give the linking
number deviation per unit length of the DNA, Lk - Lk, divided by Lk .
This value is denoted by o. Typical values of 6 in DNA extracted from
bacterial cells are -0.02 to -0.06. Colloquially ¢ is called supercoiling
density, but it must be remembered that part of the linking number
deviation goes into changing the twist of the DNA molecules and part
goes into generating writhe.

Generating DNA with Superhelical Turns

To understand how we may experimentally vary Lk, and consequently
the degree of supercoiling, let us consider the lambda phage DNA. The
molecules of this DNA are about 50,000 base pairs long and possess what
are called sticky ends; that is, the ends of the DNA duplex are not flush.
As shown in Fig. 2.9, the 5’ ends protrude in a single-stranded region of
12 bases. The sequence of the left end is complementary to the sequence
of the right end. These sticky ends can be reassociated together to form
a circle, which sometimes is called a Hershey circle after its discoverer.
The phosphodiester bonds are not contiguous around the Hershey
circle; hence its other name, a nicked circle. Circles having a break in
only one of their backbones also are called nicked.

Nicks can be covalently sealed with DNA ligase. This enzyme seals
the phosphodiester backbone of DNA between nicks that have a 5’-phos-
phate and a 3’-hydroxyl. Following ligation which forms circles, Lk
cannot be altered without breaking the backbone of one of the two
strands. Hence, the sum of Tw, the right-helical turns, and Wr, the
number of superhelical turns, is fixed. If under fixed buffer and tem-
perature conditions, we were to anneal the ends of the lambda DNA
together and then seal with ligase, the number of superhelical turns
would be zero and Lk would be about 5,000, about one turn per ten base

Figure 2.9 Association of the self-complementary single-stranded ends of
lambda phage DNA to form a nicked circle
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Figure 2.10 Intercalation of
a molecule of ethidium bro-
mide between two bases in the
( DNA duplex reduces their rela-

tive twist.

pairs. For convenience let us say that the number is exactly 5,000.
Furthermore, if we were to introduce distortion or even to wrap this
DNA around a protein, the sum of 7w and Wr must still remain 5,000.
Suppose instead, the annealing and sealing had been done in the
presence of ethidium bromide. Its intercalation between bases pushes
the bases apart and partly untwists the DNA in this region because the
phosphodiester backbone of the DNA cannot lengthen (Fig. 2.10). Hence
the amount by which one strand wraps around another is decreased by
the intercalation of the ethidium bromide. In the common B form of
DNA, the bases are twisted about 34° per base, but the intercalation of
an ethidium bromide molecule removes 24° of this twist. The number
of helical turns in a lambda DNA molecule sealed in the presence of a
particular concentration of ethidium bromide might be about 100 less
than the number contained in a lambda DNA molecule sealed in the
absence of ethidium bromide. Treating with DNA ligase under these
conditions would produce a molecule with no writhe, Wr = 0, and with
Lk = Tw = 4,900. If the ethidium bromide were then removed by
extraction with an organic solvent, 7w would return to near its standard
value of 5,000; but because of the requirement that 7w + Wr = 4,900 be
a constant, Wr would become -100 and the circular DNA would writhe.
It would have 100 negative superhelical turns, or ¢ or -100/5000 = -0.02.

Measuring Superhelical Turns

Superhelical turns in DNA may introduce distortions or torsion in the
molecules that assist or hinder processes we would like to study such as
recombination or the initiation of transcription. Supercoiling must be
easily measurable in order to be productively studied. One way to
measure superhelical turns might be to observe the DNA in an electron
microscope and see it twisted upon itself. Quantitation of the superheli-

>
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cal turns in DNA with more than a few turns is difficult however. More
convenient measurement methods exist. Consider the DNA molecule
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just described with 100 negative superhelical turns. Because it is so
twisted upon itself, the molecule is rather compact and sediments in the
ultracentrifuge at a high rate. If the sedimentation is performed in the
presence of a low concentration of ethidium bromide, a few molecules
will intercalate into the DNA. This will reduce the number of negative
superhelical turns, thereby opening up the DNA, which will sediment
more slowly than it would in the absence of ethidium bromide.

Consider a series of sedimentation measurements made in the pres-
ence of increasing concentrations of ethidium bromide. At higher and
higher concentrations of ethidium bromide, more and more will inter-
calate into the DNA and unwind the DNA more and more. Consequently
the DNA will become less and less compact and sediment more and
more slowly (Fig. 2.11). Finally a concentration of ethidium bromide
will be reached where the molecule is completely free of superhelical
turns. At this concentration, the DNA will sediment most slowly. If the
centrifugation is done in the presence of still higher concentrations of
ethidium bromide, the molecule will be found to sediment more rapidly
as the DNA acquires positive superhelical turns and becomes more
compact again. The concentration of ethidium bromide required to
generate the slowest sedimentation rate can then be related to the
number of superhelical turns originally in the DNA via the affinity of
ethidium bromide for DNA and the untwisting produced per interca-
lated ethidium bromide molecule.

Even more convenient than centrifugation for quantitation of super-
helical turns has been electrophoresis of DNA through agarose. Under
some conditions DNA molecules of the same length but with different
linking numbers can be made to separate from one another upon
electrophoresis. The separation results from the fact that two molecules
with different linking numbers will, on the average during the electro-
phoresis, possess different degrees of supercoiling and consequently
different compactness. Those molecules that are more greatly super-
coiled during the electrophoresis will migrate more rapidly. Not only
can agarose gels be used for quantitating species with different numbers
of superhelical turns, but any particular species can be extracted out of
the gel and used in subsequent experiments.
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The agarose gels show an interesting result. If DNA is ligated to form
covalently closed circles and then subjected to electrophoresis under
conditions that separate superhelical forms, it is found that not all of
the DNA molecules possess the same linking number. There is a distri-
bution centered about the linking number corresponding to zero super-
helical turns, Lky. This is to be expected because the DNA molecules in
solution are constantly in motion, and a molecule can be ligated into a
covalently closed circle at an instant when it possesses a linking number
unequal to Lky. These molecules are frozen in a slightly higher average
energy state than those with no superhelical turns. Their exact energy
depends on the twisting spring constant of DNA. The stiffer the DNA,
the smaller the fraction of molecules that will possess any superhelical
turns at the time of sealing. Quantitation of the DNA molecules in the
bands possessing different numbers of superhelical turns permits evalu-
ation via statistical mechanics of the twisting spring constant of DNA.

The ability to measure accurately the number of superhelical turns
in DNA allows a determination of the amount of winding or unwinding
produced by the binding of molecules. For example, unwinding meas -
urements first indicated that RNA polymerase melts about 8 bases of
DNA when it binds tightly to lambda DNA. Later, more precise meas-
urements have shown that the unwinding is closer to 15 base pairs. This
unwinding was shown directly by binding RNA polymerase to nicked
circular DNA and then sealing with ligase to form covalently closed
circles, removing the RNA polymerase, and measuring the number of
superhelical turns in the DNA. The first measurements were done by
accurately comparing the sedimentation velocity of the DNA sealed in
the presence and in the absence of RNA polymerase. Later experiments
have used a better DNA substrate and have used gel electrophoresis.

Another way to measure the winding produced by binding of a
molecule to DNA is to measure the affinity of a molecule for DNA
samples containing different numbers of superhelical turns. This
method is based on the fact that a protein which introduces negative
superhelical turns as it binds to DNA will bind much more tightly to a
DNA molecule already containing negative superhelical turns. From the
thermodynamics of the situation, this type of approach is very sensitive.

Determining Lk, Tw, and Wrin Hypothetical Structures

A number of the fundamental processes in molecular biology involve
the binding and interactions of proteins with DNA, and the covalent
cutting and rejoining of DNA. Much insight into these processes is
provided by learning whether a portion of the DNA duplex is melted,
and how the cutting and rejoining is performed. Often these processes
affect the linking number or twist of the DNA, and both can be measured
before and after the reaction. Then the effects of possible models on
these numbers can be compared to experimental results. The determi-
nation of linking number, twist, and superhelical turns in a structure
can sometimes be tricky, and in the general situation is a relatively
difficult mathematical problem. At our level of analysis, we can proceed
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Figure 2.12 Example of a structure with zero twist but a linking number of 2
and hence containing two superhelical turns.

with straightforward approximations based on the fact that the linking

number is the number of times that one DNA strand encircles the other.
It is useful for this number to have a sign that is dependent on the
orientation of the strands. Therefore, to determine the linking number
of a structure, draw arrows on the two strands pointing in opposite
directions, for example, pointing in the 5’ to 3’ direction on each. At each
point where the two different strands cross, assign a + or - value
dependent on the orientation. If the upper strand at a crossover can be
brought into correspondence with the lower strand with a clockwise

T <
. -

+
Clockwise Counterclockwise

rotation, assign a +; if a counterclockwise rotation is required, assign a
-. The linking number equals the sum of these values divided by 2, as
shown in Fig. 2.12.

Viewing the DNA duplex as a ribbon provides one way to picture
twist. Consider a straight line drawn perpendicular to the axis of the
ribbon and through both edges. The rotation of this line as it is moved
down the axis gives the twist. For a given structure, the writhing or
superhelical turns is most easily given by whatever value Wr must have
to make Lk = Tw + Wr.

Altering Linking Number

Cells have enzymes that alter the linking numbers of covalently closed
DNA molecules. Wang, who found the first such protein, called it omega,
but now it is often called DNA topoisomerase I. Astoundingly, this
enzyme removes negative superhelical turns, one at a time, without
hydrolyzing ATP or any other energy-rich small molecule. It can act on
positively supercoiled DNA, but only if a special trick is used to generate
a single-stranded stretch for the enzyme to bind to. No nicks are left in
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Figure 2.13 Reduction in the number of negative superhelical turns contained
in lambda phage DNA as a function of the time of incubation with DNA
topoisomerase I.

the DNA after omega has acted. Purified, covalently closed lambda
phage DNA extracted from lambda-infected cells is found to possess
about 120 negative superhelical turns. Incubation of omega with this
DNA increases the linking number until only about 20 negative super-
helical turns remain (Fig. 2.13). The enzyme appears to remove twists,
and hence superhelical turns, in a controlled way. It binds to the DNA
and then interrupts the phosphodiester backbone of one strand by a
phosphotransfer reaction that makes a high-energy phosphate bond to
the enzyme. In this state the enzyme removes one twist and then
re-forms the phosphodiester bond in the DNA.

Additional enzymes capable of altering the linking number of DNA
have also been discovered. The topoisomerase from eukaryotic cells can
apparently bind double-stranded DNA and will remove positive super-
helical turns as well as negative. Cells possess another remarkable
enzyme. This enzyme, DNA gyrase or DNA topoisomerase II, adds
negative superhelical turns; as expected, energy from the hydrolysis of
ATP is required for this reaction.

Studies of the activity of topoisomerases I and II, omega and gyrase,
have shown that these enzymes can best be thought of as functioning
by strand passage mechanisms. Where two DNA duplexes cross, gyrase,
with the consumption of an ATP molecule, can permit the duplex lying
below to be cut, to pass the first, and to be rejoined. Topoisomerase I

>

can proceed by the same sort of pathway, but it passes one strand of a
duplex through the other strand, having first denatured a region where

X
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Figure 2.14 The strand inversion pathway as applied by DNA topoisomerase
I in which a region of DNA is melted and one strand is broken, passed by the
other, and rejoined.

strand crossing is to occur (Fig. 2.14). These are known as sign-inversion
pathways because they change the sign of the linking number that is
contributed by a point of crossing of the two DNA strands.

The sign-inversion pathway has a particularly useful property: it
permits DNA duplexes to interpenetrate one another. Gyrase is an
enzyme that can untangle knots in DNA! Undoubtedly this property is
of great value to the cell as the DNA is compressed into such a small
volume that tangles seem inevitable. In general, enzymes that cut and
rejoin DNA are topoisomerases.

Biological Significance of Superhelical Turns

As explained above, supercoiling results from a linking number deficit
in covalently closed, double-stranded circles. If such DNA did not form
supercoils, it would possess a twist of less than one per 10.5 base pairs.
It might be one twist per 11 base pairs, for example. Since DNA can
wrap upon itself globally as it tries to attain a local twisting of once per
10.5 base pairs, it forms supercoils. Of course, the DNA resists the
introduction of too many superhelical turns. Therefore, not all the
linking number deficit is taken up by supercoiling. The deficit is parti-
tioned between supercoiling and reducing the local twist of the DNA.
The greater the linking number deficit, the greater the supercoiling and
the greater the untwisting of the DNA. Untwisting DNA helps separate
its strands. Therefore, negative supercoiling assists the formation of
melted sections of DNA. This is the situation in vitro with pure DNA
possessing a linking number deficit. What about in vivo?

Does the same DNA in vivo feel such a torsion, or are there unmelted
regions of the DNA here and there, perhaps formed by bound proteins,
that generate the overall linking number deficit? When these proteins
are removed, we would find the linking number deficit. Despite its
topological linking number deficit, such DNA in vivo would not feel the
torsion described above.

The considerations discussed above can also apply to linear DNA
molecules if its ends are prevented from free rotation. DNA may be
constrained from free rotation because it is attached to a cellular
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structure or because free rotation is hindered due to its great length or
the bulkiness of proteins that may be bound to it.

Several experiments suggest that DNA in bacteria not only possesses
superhelical turns but also is under a superhelical torsion. The in vitro
integration reaction of lambda phage, in which a special set of enzymes
catalyzes the insertion of covalently closed lambda DNA circles into the
chromosome, proceeds only when the lambda DNA possesses negative
superhelical turns. In fact, tracking down what permitted the in vitro
reaction to work led to the discovery of DNA gyrase. Presumably the
enzymology of the in vitro and in vivo integration reactions is the same,
and the supercoiling requirement means that in vivo the chromosome
possesses superhelical turns.

A second experiment also suggests that DNA in normally growing E.
coli contains superhelical torsion. Adding inhibitors of the DNA gyrase,
such as nalidixic acid or oxolinic acid, which block activity of the A
subunit of the enzyme, or novobiocin or coumermycin, which inhibit
the B subunit, alters the rates of expression of different genes. The
activities of some genes increase while the activities of others decrease.
This shows that the drug effects are not a general physiological response
and that the DNA must be supercoiled in vivo. Yet another indication
of the importance of supercoiling to cells is shown by the behavior of
DNA topoisomerase I mutants. Such mutants grow slowly, and faster-
growing mutants frequently arise. These are found to possess mutations
that compensate for the absence of the topoisomerase I by a second
mutation that reduces the activity of gyrase, topoisomerase II. A third
line of experimentation also suggests that the DNA in bacteria, but not
eukaryotic cells, experiences an unwinding torsion from the linking
number deficit. This is the rate at which an intercalating drug called
psoralen intercalates and reacts with DNA when irradiated with UV
light. The reaction rate is torsion-dependent. Altogether, it seems rea-
sonable to conclude that the DNA in bacterial cells not only is super-
coiled but also is under a supercoiling torsion.

The Linking Number Paradox of Nucleosomes

A paradox is raised by the structure of nucleosomes. As mentioned in
Chapter 1, the DNA in eukaryotic cells is wrapped around nucleosomes.
DNA in the B conformation wraps about 1.8 times around a core
consisting of pairs of the four histones, H2A, H2B, H3 and H4. In the

presence of the histone H1, the wrapping is extended to just about two
complete turns. This histone both serves to complete the wrapping as
well as to connect from one nucleosome to the next. Superficially, the
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wrapped nucleosome structure appears to possess two superhelical
turns, and yet when the protein is removed, the DNA is found to possess
only about one superhelical turn for each nucleosome it had contained.

One explanation for the paradox could be that the path of the DNA
between nucleosomes negates part of the writhe generated by the
wrapping. Because electron microscopy suggests that the connection
from one nucleosome to the next is regular, tricky topology connecting
nucleosomes seems not to be the explanation.

Another explanation for the paradox is that while the DNA is wrapped
on the nucleosome, it is overwound. Upon removal of the nucleosome,
the winding of the DNA returns to normal, reducing the twist of the
DNA, so that writhe or negative supercoiling is reduced in magnitude
from an average of two per nucleosome to an average of one negative
superhelical turn per nucleosome. The linking number, twist, and
writhe might be the following while the DNA is wrapped on one
nucleosome, Lk = 20, Tw = 22, Wr = -2, and after removing from the
nucleosome, the same DNA might have the following values, Lk = 20,
Tw = 21, Wr =-1. The evidence, in fact, suggests this is part of the
explanation.

Analysis of the sequences of DNA found on nucleosomes indicates
that the bends introduced by runs of A’s as described earlier tend to lie
with the minor grooves of such runs in contact with the nucleosomes.
Thus nucleosomes appear to bind to DNA to regions that already are
partially bent. Analysis of the locations of these runs of A’s shows that
they are spaced an average of 10.17 base pairs apart, not 10.5 base pairs
apart. This then partially, but not fully, explains the linking number
paradox. When this overwound DNA returns to its natural twist of 10.5
base pairs per turn, part of the supercoiling is eliminated. Although this
reduces the supercoiling discrepancy, a new question is raised about the
cause of the overwinding of the DNA.

General Chromosome Structure

The DNA in eukaryotic cells is largely contained in nucleosomes. Sets
of these nucleosomes form solenoids, and the solenoids wrap together
to form yet a larger structure. Within all this compaction, the DNA must
remain accessible to regulatory proteins, to RNA polymerase for tran-
scription, to DNA repair enzymes, and to any other proteins that have
a need for access to the DNA. If a nucleosome is bound to the promoter
for a given gene, RNA polymerase would be denied access, and neces-
sary transcription would not occur. Are there any special mechanisms
that either remove nucleosomes from important regions of DNA or
which prevent their binding there in the first place? The next section
shows how nucleosome positions on DNA can be determined.

Southern Transfers to Locate Nucleosomes on Genes

Southern transfers are a versatile technique of molecular genetics that
combines electrophoresis and DNA-DNA or RNA-DNA hybridization
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Figure 2.15 Use of Southern transfer technology to determine the locations of
nuclease hypersensitive and hyposensitive sites in the vicinity of a gene. Gently
extracted DNA is lightly digested with DNAse, cleaved with a restriction enzyme
at specific sites, denatured, separated by electrophoresis, transferred to a
membrane, and then hybridized to a short radioactive oligonucleotide that
hybridizes near the gene in question. Finally, an autoradiograph is made of the
membrane.

(Fig. 2.15). The application of Southern transfers to various questions
will be mentioned a number of this throughout the book. The power of
the transfer and hybridization technology as applied to examining
nucleosome positioning is that it permits determination of the suscep-
tibility to DNAse cleavage in the region of whatever gene we are
interested in. This can be done in the presence of DNA from thousands
of other genes. Here we shall consider the application of this technology
to the problems of ascertaining whether nucleosomes near a specific
gene occupy fixed positions and whether nucleosomes cover regulatory
sequences just ahead of genes. The approach has shown that in front of
many genes are areas apparently not occupied by nucleosomes. This
leaves these regions hypersensitive to hydrolysis by nucleases added to
gently lysed nuclei. The nuclease sensitivity within the genes is much
less due to the presence of nucleosomes. Often such nucleosomes tend
to occupy specific positions.

The DNA for nucleosome position measurements is gently extracted
from nuclei and lightly treated with a nuclease like DNAse I to generate
about one nick per one thousand base pairs. Different molecules will be
nicked in different places, but very few molecules will be nicked in areas
covered by nucleosomes. After the digestion, protein is removed by
extraction with phenol and all the DNA molecules are digested by an
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ARS Elements,

enzyme that cleaves DNA at specific sequences. These enzymes are
known as restriction enzymes and will be discussed more fully later.

Suppose that such a cleavage site lies several hundred base pairs in
front of the gene we are considering. After the cleavage steps, the DNA
fragments are denatured and the single-stranded fragments are sepa-
rated according to size by electrophoresis. After the electrophoresis, the
fragments are transferred to a sheet of nylon membrane. The transfer
to the membrane preserves the pattern of size-separated fragments. The
membrane can then be incubated in a solution containing radioactive
oligonucleotide possessing a sequence complementary to sequence
from the gene of interest near to the cleavage site. The oligonucleotide
will hybridize to just those DNA fragments possessing this complemen-
tary sequence. Hence the membrane will be radioactive in the areas
containing the fragments. In any area of the DNA that was protected
from DNAse I nicking by the presence of a nucleosome, no cleavages
will occur. Hence, there will be no fragments of the size extending from
the position of the restriction enzyme cleavage site to the area occupied
by the nucleosome. Conversely, in areas readily cleaved by the nuclease,
many different molecules will be cleaved, and therefore many DNA
fragments will exist of a length equal to the distance from the restriction
cleavage site to the nuclease-sensitive, nucleosome free, region.

Nucleosome protection experiments show that several hundred nu-
cleotides in regions ahead of genes in which regulatory proteins are
expected to bind frequently are devoid of nucleosomes. Two factors are
responsible. First, regulatory proteins can bind to these regions and
prevent nucleosomes from binding there. Another reason is natural
bending of the DNA. As discussed earlier, DNA is not straight, and most
DNA possesses minor bends. Such bends greatly facilitate the wrapping
of DNA around the histones in the formation of a nucleosome. Thus,
bends in the DNA can position a nucleosome, and this in turn partially
positions its neighbors, generating a region of phased nucleosomes.
Such phasing can leave gaps where they are necessary for the binding
of regulatory proteins.

Centromeres, and Telomeres

Survival of a chromosome requires three basic properties-replication,
proper segregation upon DNA replication and cell division, and replica-
tion and protection of the ends of the chromosome. Multiple origins of
replication exist in the chromosomes of cells. These origins are called
autonomously replicating sequences, ARS, because they can be cloned
into DNA that will replicate on its own in other cells. Such DNA,
however, does not properly partition itself into daughter cells because
it lacks the necessary signals for segregation. Frequently the daughters
fail to receive a copy of the DNA replicating under ARS control.
Classical cell biology has identified the portion of the chromosome
that is responsible for segregation of the chromosomes into daughter
cells. This is the centromere. As cells divide, the centromeres are pulled
into the two daughter cells by microtubules. It has been possible to
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Problems

identify a centromere by seeking a DNA segment from a chromosome
that confers the property of more correct segregation on a DNA element
containing an ARS element.

A third necessary part to a normal chromosome is the telomere.
Telomeres also have been identified by classical biology as being special.
First, most chromosomes of eukaryotic cells are linear. This poses a
problem in DNA replication as the normal DNA polymerase cannot
elongate to the ends of both strands because it replicates only in a 5" to
3’ direction. The end of one strand can’t be reached. Something else
must extend the portion of the strand that cannot be completely repli-
cated. Secondly, since chromosome breakage occasionally occurs, and
has dire consequences to cells, they have evolved a way to try to rescue
broken chromosomes by fancy recombination processes. The normal
ends of chromosomes are inert in these rescue processes by virtue of
special markers called telomeres. These telomeres have been identified
by their properties of permitting the existence of linear artificial chro-
mosomes that contain ARS elements and centromeres. Interestingly,
telomeres are repeated sequences of five to ten bases, largely of C’s and
G’s. A special enzyme adds these sequences onto single-stranded DNA
possessing the same telomeric sequence. These unusual enzymes must
first recognize the sequence to which they will make additions, and then
they add nucleotides, one at a time, to generate the correct telomeric
structure. They do this making use of an internal RNA molecule that
provides the sequence information needed for the additions.

2.1. In textbooks it is possible to find the phosphodiester backbone
of DNA or RNA drawn in either of two ways (Fig. 2.16.). Which is
correct?

2.2. DNA is stable at pH 11, whereas RNA is degraded by alkali to
nucleosides. Look up the reason in chemistry or biochemistry textbooks.

2.3. Estimate in centimeters the total length of the DNA in a human
cell.

2.4. How much base pair discrimination can be performed from the
minor groove of B-form DNA, that is, can A-T be distinguished from T-A
and distinguished from G-C and C-G, etc?

Ribose or Ribose or Figure 2.16 Two text-
deoxyribose deoxyribose book drawings of the
(I) o (l) structure of the phos-
\P or N phate in phosphodiester
N\ P\ backbones of DNA and
0 (l) o 0 RNA.
|
Ribose or Ribose or

deoxyribose deoxyribose
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Figure 2.17 Data for
problem 2.7.

2.5. During transcription RNA polymerase winds around the DNA. If
the trailing RNA cannot wind around the DNA, show that transcription
tends to generate positive supercoils ahead of the polymerase and
negative supercoils behind the polymerase.

2.6. Consider DNA 50,000 base pairs long containing sticky ends, such
as phage lambda. If the sticky ends are annealed together and the circle
is covalently closed by ligase, several species of superhelically twisted
DNA are formed. These differ from one another by single superhelical
twists, and they can be separated from one another by electrophoresis
through agarose in the presence of moderate concentrations of
ethidium bromide. How does the resultant ladder pattern change if
lambda DNA containing an internal deletion of five base pairs is used
in the experiment? How can this method be extended to determine the
helical repeat distance of DNA in solution?

2.7. A double-stranded DNA fragment 300 base pairs long was labeled
at the 5’ end of one of the strands. This sample was then subjected to a
treatment that removed one nucleotide from a random location from
each duplex. Upon electrophoresis the sample generated a significantly
broadened band. The front quarter of this band and the trailing quarter
of this band were then run on high resolution denaturing gels with the
results shown in Fig. 2.17. Explain.

Figure 2.18 Bases for problem 2.11.
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2.8. Is the activity of DNA topoisomerase I on negative superhelical
DNA and not on positive superhelical DNA proper for this enzyme to
act as the protein to unwind the twisting ahead of the replication fork
that is introduced by DNA replication?

2.9. Show that negative superhelicity but not positive superhelicity
increases the number of base pairs per helical turn and assists the
melting out of a few base pairs.

2.10. In a lambda phage DNA molecule, a sequence of nine base pairs
was followed by three base pairs, and then the complement of the
sequence was repeated in reverse order. Show the results of intrastrand
base pairing of these sequences, known as a cruciform. In a covalently
closed duplex, how much would the formation of the cruciform, as
defined here, change the number of superhelical turns?

2.11. Which pair of bases in Figure 2.18 could be used to extend the
genetic alphabet from A, G, C, and T?

2.12. Show that a sign-inversion pathway such as that proposed for
gyrase changes the number of superhelical twists in a covalently closed
circular DNA molecule by two.

2.13. One method for determining the approximate number of super-
helical turns in a proposed structure is to build it without twists from a
ribbon, to pull the ends taut, and to count the twists. Why does this
work?

2.14. Ethidium bromide fluoresces 50 to 100 times more strongly
when it has intercalated into DNA. How could this property be used to
determine whether DNA from a phage was a covalently closed circle?

2.15. How many bonds per base pair are there about which rotation
is possible, neglecting those of the deoxyribose ring?

2.16. Assume that the B form of DNA possesses 10.4 base pairs per
turn and the Z form possesses 12 base pairs. Suppose that a large
plasmid contains a 156-base pair insert of alternating dG, dC. Show that
the conversion of the insert DNA from the B to the Z form will add 28
superhelical turns to the plasmid.

2.17. Suppose electrophoresis on agarose is performed such that the
twist of DNA is the same as it is in solution. A sample of circular DNA
molecules of the same length but possessing -1, 0, and +1 superhelical
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turns is to be electrophoresed. How many bands will appear? How can
the +1 and -1 species be separated?

2.18. DNA sequences are normally written 5’ to 3’, e.g., 5-AAG-3’. In
Figure 2.19 this sequence has been imposed on the lower strand in the
major groove. By reference to a detailed structural drawing of DNA,
determine whether it should it be represented as on the left or the right.

This is equivalent to determining the 5’ and 3’ ends of the two DNA
strands.

2.19. Devise an assay for catenation and an assay for decatenation of
DNA.

2.20. Sketch the top and side view of a DNA molecule that has a writhe
of about 0.5. Don’t worry about the sign. It could be + 0.5 or - 0.5.
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3

One fundamental approach in the study of complex systems is to

determine the minimal set of purified components that will carry out

the process under investigation. In the case of DNA synthesis, the

relatively loose association of the proteins involved created problems.

How can one of the components be assayed so that its purification can
be monitored if all the components must be present for DNA synthesis

to occur? We will see in this chapter that the problem was solved, but

the purification of the many proteins required for DNA synthesis was a
monumental task that occupied biochemists and geneticists for many

years. By contrast, the machinery of protein synthesis was much easier
to study because most of it is bound together in a ribosome.

A basic problem facing an organism is maintaining the integrity of
its DNA. Unlike protein synthesis, in which one mistake results in one
altered protein molecule, or RNA synthesis, in which one mistake
ultimately shows up just in the translation products of a single messen-
ger RNA, an uncorrected mistake in the replication of DNA can last
forever. It affects every descendant every time the altered gene is
expressed. Thus it makes sense for the mechanism of DNA synthesis to
have evolved to be highly precise. There is only one real way to be
precise, and that is to check for and correct any errors a number of
times. In the replication of DNA, error checking of an incorporated
nucleotide could occur before the next nucleotide is incorporated, or
checking for errors could occur later. Apparently, checking and correct-
ing occurs at both times. In the case of bacteria, and at least in some
eukaryotes, the replication machinery itself checks for errors in the
process of nucleotide incorporation, and an entirely separate machinery
detects and corrects errors in DNA that has already been replicated.
Retroviruses like HIV are an interesting exception. These have small
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genomes and they need a high spontaneous mutation rate in order to
evade their host’s immunological surveillance system.

Generally, DNA must also maintain its structure against environ-
mental assaults. Damage to the bases of either DNA strand could lead
to incorrect base-pairing upon the next round of DNA replication. A
number of enzymes exist for recognizing, removing, and replacing
damaged bases.

Since many cell types can grow at a variety of rates, sophisticated
mechanisms have developed to govern the initiation of DNA replication.
In both bacteria and eukaryotic cells, it is the initiation of replication
that is regulated, not the elongation. Although such a regulation system
seems difficult to coordinate with cell division, the alternative mecha-
nisms for regulating the rate of DNA synthesis are more complicated.
In principle, the DNA elongation rate could be adjusted by changing the
concentrations of many different substrates within the cell. This, how-
ever, would be most difficult because of the interconnected pathways
of nucleotide biosynthesis. Alternatively, the elongation rate of the DNA
polymerase itself could be variable. This too, would be most difficult to
manage and still maintain high fidelity of replication. Another problem
closely tied to DNA replication is the segregation of completed chromo-
somes into daughter cells. Not surprisingly, this process requires a
complicated and specialized machinery.

In this chapter we begin with the process of DNA synthesis itself. After
examining the basic problems generated by the structure of DNA, we
discuss the enzymology of DNA synthesis. Then we mention the meth-
ods cells use to maximize the stability of information stored in DNA.
The second half of the chapter concerns physiological aspects of DNA
synthesis. Measurement of the number of functioning replication areas
per chromosome, the speed of DNA replication, and the coupling of cell
division to DNA replication are covered.

Proofreading, Okazaki Fragments, and DNA Ligase

As already discussed in Chapter 2, a single strand of DNA possesses a
polarity resulting from the asymmetric deoxyribose-3’-phosphate-5’-de-
oxyribose bonds along the backbone. Most DNA found in cells is
double-stranded; a second strand is aligned antiparallel to the first
strand and possesses a sequence complementary to the first. This
self-complementary structure solves problems in replication because

ATT
/ TAA
ATT
TAA
\ ATT
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the product of replication is two daughter molecules, each identical to
one of its parents. As a result of the structural similarity between the
parent and daughter duplexes, the mechanisms necessary for readout
of the genetic information or replication of the DNA need not accom-
modate multiple structures. Further, the redundancy of the stored
information permits DNA with damage in one strand to be repaired by
reference to the sequence preserved in the undamaged, complementary
strand.

As is often the case in biology, numerous illustrative exceptions to the
generalizations exist. Single-stranded DNA phage exist. These use a
double-stranded form for intracellular replication but encapsidate only
one of the strands. Apparently, what they lose in repair abilities they
gain in nucleotides saved.

Generally, DNA is double-stranded, and both strands are replicated
almost simultaneously by movement of a replication fork down the

. Movement of
5" replication fork

5 @ N\ —> 3
3 5 5{f——5

DNA. In this case, the opposite polarities of the strands require that as
a replication fork moves down the DNA, overall, one daughter strand
grows in a 3’-to-5" direction and the other daughter strand grows in a

Figure 3.1 DNA could theoretically be elongated in both the 5-to-3" and the
3’-t0-5" directions with the use of only nucleoside 5’ triphosphates.
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Figure 3.2 Exonucleolytic removal of the final nucleotide from a chain elon-
gating in the 5-to-3’ direction, a 3’-5’ exonucleolytic activity, regenerates the
3-OH.

5-to-3” direction. We shall see that the requirements of high speed and
high accuracy in the replication process complicates matters.

Although cells have been found to possess 5-nucleoside triphos-
phates and not 3’-nucleoside triphosphates, the two daughter DNA
strands could be elongated nucleotide by nucleotide in both the 5’-to-3’,
and the 3’-to-5 directions using just 5’-nucleoside molecules (Fig. 3.1).
This latter possibility is largely excluded, however, by the need for
proofreading to check the accuracy of the latest incorporated nucleo-
tide.

If the nucleotide most recently incorporated into the elongating
strand does not correctly pair with the base on the complementary
strand, the misincorporated nucleotide ought to be excised. Ultimately
such editing to remove a misincorporated base must generate a DNA
end precisely like the end that existed before addition of the incorrectly
paired nucleotide. Removal of the final nucleotide from the strand
growing in the 5'-to-3’ direction immediately regenerates the 3’-OH that
is normally found at the end (Fig. 3.2). A strand growing in the 3’-to-5’
direction utilizing 5’ triphosphates will possess a triphosphate on its 5’
end. Simple excision of the final nucleotide from such a strand does not
regenerate the 5’ triphosphate end. Creation of the end normally seen
by the polymerase elongating such a strand would then require another
enzymatic activity. This, in turn, would require dissociation of the
polymerase from the DNA and the entry of the other enzyme, a process
that would drastically slow the process of DNA elongation.

It is worthwhile examining why DNA polymerase must remain bound
to the complex of template strand and elongating strand through thou-
sands of elongation cycles. Such a processive behavior is essential since
elongation rates per growing chain must be hundreds of nucleotides per
second. If the polymerase dissociated with the addition of each nucleo-
tide, it would have to bind again for the next nucleotide, but even with
moderately high concentrations of polymerase, the binding rate of a
protein to a site on DNA in cells is about one per second to one per 0.1
second, which is far below the necessary elongation rate. Consequently,
accurate DNA synthesis prohibits elongation in the 3’-to-5" direction.
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Figure 3.3 Nomenclature of the leading and lagging strands.

A variety of experiments show that both strands are synthesized at
replication forks. This means that overall, one strand grows in the
5’-to-3’ direction and the other in the 3’-to-5’ direction. One strand can
be synthesized continuously in the 5’-to-3’ direction. The other strand
cannot. It must grow in the 3’-to-5" direction by the synthesis of short
segments which themselves are elongated in the 5’-to-3’ direction. These
are ligated together so that the net growth of this strand is 3’-to-5’ (Fig.
3.3). These fragments are called Okazaki fragments after their discov-
erer. The strand synthesized continuously is called the leading strand,
and the discontinuously synthesized strand is the lagging strand.

The above-mentioned considerations suggest that DNA polymerases
should have the following properties. They should use 5’-nucleoside
triphosphates to elongate DNA strands in a 5’-to-3’ direction, and they
should possess a 3’-to-5’ exonuclease activity to permit proofreading.
Additionally, cells should possess an enzyme to join the fragments of
DNA that are synthesized on the lagging strand. This enzyme is called
DNA ligase.

Detection and Basic Properties of DNA Polymerases

Use of a purified enzyme is one requirement for careful study of DNA
synthesis. In the early days of molecular biology, important experiments
by Kornberg demonstrated the existence in cell extracts of an enzyme
that could incorporate nucleoside triphosphates into a DNA chain. This
enzymatic activity could be purified from bacterial extracts, and the
resultant enzyme was available for biochemical studies. Naturally, the
first question to be asked with such an enzyme was whether it utilized
a complementary DNA strand to direct the incorporation of the nucleo-
tides into the elongating strand via Watson-Crick base-pairing rules.
Fortunately the answer was yes. As this enzyme, DNA pol I, was more
carefully studied, however, some of its properties appeared to make it
unlikely that the enzyme synthesized the majority of the cellular DNA.

Cairns tried to demonstrate that pol I was not the key replication
enzyme by isolating a bacterial mutant lacking the enzyme. Of course,
if the mutant could not survive, his efforts would have yielded nothing.
Remarkably, however, he found a mutant with much less than normal
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Figure 3.4 Four ways of generating 3’-OH groups necessary for DNA elonga-
tion, a deoxyribonucleotide oligomer, a ribonucleotide oligomer, a hydroxyl
provided by a protein, and a nick.

activity. Such a result appeared to prove that cells must possess other
DNA-synthesizing enzymes, but until a mutant could be found com-
pletely lacking DNA pol I, the demonstration was not complete.

Another way to show the existence of the DNA polymerases other
than DNA pol I is to detect and purify them biochemically. Previously
such attempts had proved futile because DNA pol I masked the presence
of other polymerases. Once Cairns’s mutant was available, however, it
was a matter of straightforward biochemistry to examine bacterial
extracts for the presence of additional DNA-polymerizing enzymes. Two
more such enzymes were found: DNA pol IT and DNA pol III.

None of the three polymerases is capable of initiating DNA synthesis
on a template strand. They are able to elongate growing polynucleotide
chains, but they cannot initiate synthesis of a chain. This inability is not
surprising, however, because initiation must be carefully regulated and
could be expected to involve a number of other proteins that would not
be necessary for elongation. For initiation, all three polymerases require
the presence of a hydroxyl group in the correct position. The hydroxyl
group can derive from a short stretch of DNA or RNA annealed to one
strand, from cleavage of a DNA duplex, or even from a protein, in which
the hydroxyl utilized is on a serine or threonine residue (Fig. 3.4).

The Okazaki fragments from which the lagging strand is built have
been found to be initiated by a short stretch of RNA. This can be
demonstrated by slowing elongation by growing cells at 14°. To maxi-
mize the fraction of radioactive label in newly synthesized Okazaki
fragments, the DNA is labeled with radioactive thymidine for only
fifteen seconds. Then it is extracted, denatured, and separated according
to density by equilibrium centrifugation in CsCl. RNA is more dense
than DNA in such gradients, and the ten to fifteen ribonucleotides at the
end of the Okazaki fragments somewhat increase their density. Diges-
tion with RNAse or alkali removes the RNA and the density of the
fragments shifts to that of normal DNA. Therefore, one function of the



Detection and Basic Properties of DNA Polymerases 59

Pol Il . .
Ribonucleotides

\U/O N Por i A
-

Figure 3.5 Conversion of elongating Okazaki fragments to a completed chain
by the dissociation of DNA pol III, nick translation through the RNA by DNA
pol I and sealing by DNA ligase.
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replication machinery is to lay down the RNA primers of the Okazaki
fragments. This activity is called primase.

In bacteria, DNA pol III is the main DNA replication enzyme. DNA
pol Ifills in the gaps in lagging strand synthesis and assists during repair
of damaged DNA. No function is known for DNA pol II. Both DNA pol
I and DNA pol III possess the 3’-to-5" exonuclease activity that is
necessary for proofreading removal of misincorporated nucleotides.

DNA pol I also possesses a 5-to-3” exonuclease activity not found in
the other polymerases. This activity permits pol I to bind to a nick in
the DNA, remove the nucleotide on the 3’ side, incorporate a nucleotide
on the 5’ side and perform this process over and over again without
dissociating from the DNA after each nucleotide. Thus pol I can proc-
essively translate a nick down the DNA in the 5’-to-3’ direction. This
process is used to remove the RNA that primes synthesis of the Okazaki
fragments (Fig. 3.5). When pol III reaches such a primer it dissociates
from the DNA. Then DNA pol I can bind and nick translate through the
stretch of RNA. DNA pol I is less processive than DNA pol III, so that
when pol I dissociates at some point after nick translating through the
RNA primer, the resulting DNA-DNA nick can be sealed by DNA ligase.
This ends the elongation process for this Okazaki fragment.

The two exonuclease activities and the polymerizing activity of DNA
pol I reside on the single polypeptide chain of the enzyme. DNA pol III
is not so simple. Two slightly different forms of the enzyme appear to
function as a dimer, one which synthesizes the leading strand, and one
which synthesizes the lagging strand. Most likely the complete complex,
the holoenzyme, actually consists of at least nine different polypeptide
chains. The o subunit possesses the polymerizing activity, and the €
subunit contains the 3’-5" exonuclease activity. The unit of o, €, and 6
forms an active core that is capable of synthesizing short stretches of
DNA. Remaining associated with the template strand and being highly
processive is conferred by the complex ofy, 8, &', %, and v which facilitate
the addition of a dimer of . The dimer of B encircles the DNA and forces
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the complex to remain associated with the same DNA molecule through-
out the replication cycle.

Not surprisingly, eukaryotic cells also possess multiple DNA polym -
erases which contain multiple subunits. These polymerases, not the
subunits, often are named o, B, v, 6, and €. The o polymerase was long
thought to be the general polymerizing enzyme, with the small B enzyme
considered to be a repair enzyme. The y enzyme is mitochondrial. We
now know that a is likely to initiate synthesis on both the leading and
lagging strands since only it possesses priming activity. Further elonga-
tion on the leading strand is performed by 8, and on the lagging strand
by € or a. The B enzyme could complete the lagging strands by filling
the same role as is played by DNA pol I in bacteria.

In vitro DNA Replication

The mere incorporation of radiolabeled nucleotides into polymers of
DNA is far from the complete biological process of DNA replication. The
initial experiments seeking polymerization activities from cell extracts
used nicked and gapped DNA as a template. This yielded polymerases
capable of elongating DNA, but did not provide an assay for any of the
DNA initiating components. To seek the cellular machinery necessary
for initiating replication, DNA templates were required that contained
sequences specifying origins of replication. The most convenient source
of such origins was small DNA phages since each molecule must contain
an origin. The results of experiments with several different phage
templates revealed the astounding fact that the proteins required for
initiating replication varied from one DNA origin to another. At first it
was not possible to discern the biochemical principles underlying initia-
tion of replication. Therefore, when DNA cloning became possible,
attention turned to a replication origin of greater generality and impor-
tance, the origin of replication of the E. coli chromosome. Later, when
it became possible to work with animal viruses and to isolate and study
replication origins from eukaryotic cells, these also were studied.

Kornberg and his collaborators were able to find conditions in which
a cell extract prepared from E. coli could replicate DNA from the E. coli
origin, oriC. Such an extract undoubtedly possessed many different
proteins acting in concert to replicate the DNA. Once this step was
working, it was then possible to seek to identify specific proteins
involved in the reaction. Geneticists assisted this difficult step through
their isolation of temperature-sensitive mutations that blocked DNA
synthesis in growing cells. For example, extracts prepared from cells
with a temperature-sensitive dnaA mutation were inactive. This, of
course, is a biochemist’s dream, for it provides a specific assay for the
DnaA protein. Extracts prepared from wild-type cells can supplement
extracts prepared from temperature-sensitive dnaA mutant cells. This
supplementation results from the wild-type DnaA protein in the wild-
type extract. Next, the wild-type extract can be fractionated and the in
vitro complementation assay detects which fraction contains the DnaA
protein. With such an assay the DnaA protein was purified.
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Figure 3.6 The initiation of DNA replication from OriC by the combined
activities of DnaA, DnaB, DnaC, and Dna pol III.

The strategy used with the DnaA protein is straightforward, and it
can be used to purify proteins by making use of any replication mutant
whose cell extracts are inactive. The work required for this approach is
immense, and therefore it helps to try to guess proteins required for
replication and to add these as purified components. If the assay doesn’t
replicate DNA, cell extracts are added and the resulting activity can be
used to guide purification of the remaining components. Ultimately, the
following components were identified as necessary for in vitro replica-
tion from oriC: DnaA protein, DnaB protein, DnaC protein, DnaG
protein, DNA polymerase III holoenzyme, DNA gyrase, single-stranded
binding protein, and ATP. Analogous experiments using replication
origins from animal viruses have also permitted the detection, purifica-
tion and study of the complete set of proteins necessary for their activity.

In vitro initiation and synthesis reactions have permitted the replica-
tion process at the E. coli oriC to be dissected into several steps.
Initiation begins with 20 to 40 molecules of DnaA protein binding to
four sites in the 260 base pair oriC region (Fig. 3.6). The complex of
DnaA and oriC contains the DNA wrapped around the outside and the
protein in the middle. The large number of protein molecules required

Figure 3.7 The activities in the vicinity of a DNA replication fork. Also shown
are the rotations generated by movement of a replication fork.
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for the first step of initiation makes the step critically dependent on the
concentration of the protein. Such a step is ideal for tight regulation of
the initiation process. In the second step, DnaB plus DnaC bind. DnaB
possesses a helicase activity which separates the DNA strands with the
consumption of energy. DnaA binds to three additional sites inoriC and
several regions of single-stranded DNA are generated. Finally, DnaG
protein lays down RNA primers that are used by the pol ITI holoenzyme.

During the elongation process the single-stranded binding protein
SSB binds to single-stranded regions opened by the helicase activities
of DnaB (Fig. 3.7). DNA gyrase also is required for elongation. It
untwists the rotations that are generated ahead of the moving replica-
tion fork. In vivo the twists that are generated behind the moving
replication fork are removed by topisomerase 1.

Several other proteins are also involved with replication. The histone-
like protein, HU, seems to assist the process, but its mechanism is
unknown. RNAse H digests the RNA from RNA-DNA hybrids left over
from transcription and prevents initiation from points other than the
origin.

Error and Damage Correction

The bacterial DNA polymerases I and III, but not the eukaryotic DNA
polymerases, as they are commonly purified, possess the ability to
correct mistakes immediately upon misincorporation of a nucleoside
triphosphate. The subunit of the eukaryotic DNA polymerases required
for this 3’-to-5" exonuclease activity must be similar to the prokaryotic
error correcting unit, but is less tightly bound to the polymerizing
subunit. We know this because adding the bacterial protein to the
eukaryotic polymerase confers an error correcting 3’-to-5" exonuclease
activity to the eukaryotic enzyme.

Cells also possess the ability to correct replication mistakes that have
eluded the editing activity of the polymerases. Enzymes recognize
mispaired bases and excise them. The gap thus produced is filled in by
DNA polymerase I, or in eukaryotic cells by DNA polymerase B, and
sealed with DNA ligase. At first glance, such arepair mechanism would
not seem to have much value. Half the time it would correct the
nucleotide from the incorrect strand. How can the cell restrict its repair
to the newly synthesized strand? The answer is that DNA repair enzymes
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Figure 3.8 The interaction of MutS at a mispaired base with MutH and MutL
activates resynthesis of the newly synthesized daughter strand from the GATC
sequence past the mispaired base.

distinguish old from new DNA strands with methyl groups. Only after
a newly synthesized strand has been around for some time does it
become methylated and thereby identified as “old.” By this means the
repair enzymes can tell which of the strands should be repaired. Since
the methyl groups involved are not densely spaced along the DNA, the
repair enzymes find the mispaired bases by binding at appropriate sites
and moving along the DNA to the mispaired base, all the while keeping
track of which strand is parental and which is the newly synthesized
daughter that should be corrected. In Escherichia coli, the ages of
strands are identified by the attachment of methyl groups to the ade-
nines of the sequence GATC.

At least one class of mismatched bases that may exist in Escherichia
coli following DNA replication is detected by the MutS protein. This
protein binds directly to the mismatched base (Fig. 3.8). Two other
proteins of the Mut system, MutH and MutL, bind to the hemimethy-
lated GATC sequence. Apparently, MutH, MutL, and MutS then interact,
generating a nick at the GATC site on the unmethylated strand. The
unmethylated daughter strand is digested from this point and resynthe-
sized by nick translation past the mispaired base, thereby correctly
repairing the original mismatch.

The information stored in the DNA can also be compromised by
damage that occurs subsequent to synthesis. For example, DNA can be
alkylated by chemicals in the environment. As a number of positions in
DNA may be alkylated, a number of proteins exist for removing these
groups. This class of repair system was discovered by the observation
that prior exposure of cells to low concentrations of the mutagen
nitrosoguanidine, which alkylates DNA, greatly reduced the lethality
and mutagenicity caused by subsequent exposure to higher concentra-
tions of the agent. This shows that resistance was induced by the first
exposure. Furthermore, the resistance could not be induced in the
presence of protein synthesis inhibitors, also showing that synthesis of
a protein had to be induced to provide resistance.
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Additional investigation of the alkylation repair system has shown
that E. coli normally contains about 20 molecules of a protein that can
remove methyl groups from O%methylguanine. The protein transfers
the methyl group from DNA to itself, thereby committing suicide, and
at the same time generating a conformational change so that the protein
induces more synthesis of itself. The methylated protein acts as a
transcription activator of the gene coding for itself. Another domain of
this same protein can transfer methyl groups from methyl phosphotri-
ester groups on the DNA. Additional proteins exist for removal of other
adducts.

Ultraviolet light can also damage DNA. One of the major chemical
products of UV irradiation is cyclobutane pyrimidine dimers formed
between adjacent pyrimidines, for example between thymine and
thymine as shown in Fig. 3.9. These structures inhibit transcription and
replication and must be removed. The UvrA, UvrB, and UvrC gene
products perform this task in E. coli. In humans, defects in analogs of
these enzymes lead to a condition called Xeroderma pigmentosum,
which produces unusual sensitivity to sunlight.

The repair process for UV damaged DNA requires making nicks in
the damaged DNA strand flanking the lesion, removing the damaged
section, and repair synthesis to fill in the gap. Exposure to UV has long
been known to generate mutations. Although the repair process itself
could be inaccurate and generate the mutations, the actual situation is
a bit more complicated. It appears that the existence of the damaged
DNA turns off at least one of the normal error correction pathways. Thus
mutations accumulate, even in portions of chromosomes not damaged
by irradiation, if somewhere in the cell there exists damaged DNA.
Ordinarily, pol III utilizes its 3’-5" exonuclease activity to correct mis-
paired bases, but RecA protein can turn off this repair activity. Appar-
ently, RecA protein binds to a damaged site in the DNA, and as
replication passes the point, the protein binds to the polymerase. The
bound RecA then inhibits the normal 3’-5" exonuclease activity of the
enzyme. Perhaps the relaxation of the fidelity of pol IIT helps the enzyme
replicate past sites of UV damage. On the other hand, it is possible that
the cell merely utilizes the opportunity of excessive DNA damage to
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increase its spontaneous mutation rate. Such a strategy of increasing
mutation rates during times of stress would be of great evolutionary
value. Recent experiments suggest that similar increased mutation
frequencies occur during times of nutrient starvation.

Simple chemical degradation can also compromise the information
stored in DNA. The amino group on cytosine is not absolutely stable.
Consequently, it can spontaneously deaminate to leave uracil (Fig. 3.10).
DNA replication past such a point would then convert the former G-C
base pair to an A-T base pair in one of the daughters because uracil has
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the base-pairing properties of thymine. Enzymes exist to repair deami-
nated cytosine. The first enzyme of the pathway is a uracil-DNA glycosi-
dase that removes the uracil base, leaving the deoxyribose and
phosphodiester backbone. Then the deoxyribose is removed and the
resulting gap in the phosphodiester backbone is filled in. The fact that
deaminated cytosine can be recognized as alien may be the reason
thymine rather than uracil is used in DNA. If uracil were a natural
component, cytosine deaminations could not be detected and corrected.
An interesting example demonstrates the efficiency of the deami-
nated cytosine repair system. As mentioned above, and as we examine
more carefully in Chapter 10, some cells methylate bases found in
particular sequences. In E. coli one such sequence is CCAGG, which is
methylated on the second C. Should this cytosine deaminate, its extra
methyl group blocks the action of the uracil-DNA glycosidase. As a
result, spontaneous deamination at this position cannot be repaired.
Indeed, this nucleotide has been found to be at least ten times as
susceptible to spontaneous mutation as adjacent cytosine residues.
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B. Physiological Aspects

DNA Replication Areas In Chrommosomes

After considering the enzymology of the DNA replication and repair
processes, we turn to more biological questions. As a first step, it is
useful to learn the number of DNA synthesis regions per bacterial or
eukaryotic chromosome. To see why this is important, consider the two
extremes. On one hand, a chromosome could be duplicated by a single
replication fork traversing the entire stretch of a DNA molecule. On the
other hand, many replication points per chromosome could function
simultaneously. The requisite elongation rates and regulation mecha-
nisms would be vastly different in the two extremes. Furthermore, if
many replication points functioned simultaneously, they could be either
scattered over the chromosome or concentrated into localized replica-
tion regions.

The most straightforward method for determining the number of
replication regions on a chromosome is electron microscopy. This is
possible for smaller bacteriophage or viruses, but the total amount of
DNA contained in a bacterial chromosome is far too great to allow
detection of the few replication regions that might exist. The situation
is even worse for chromosomes from eukaryotes because they contain
as much as one hundred times the amount of DNA per chromosome as
bacteria. The solution to this problem is not to look at all the DNA but
to look at just the DNA that has been replicated in the previous minute.
This can easily be done by autoradiography. Cells are administered
highly radioactive thymidine, and a minute later the DNA is extracted
and gently spread on photographic film to expose a trail which, upon
development, displays the stretches of DNA that were synthesized in the
presence of the radioactivity.

The results of such autoradiographic experiments show that cultured
mammalian cells contain DNA synthesis origins about every 40,000 to
200,000 base pairs along the DNA. In bacteria, the result was different;
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administration of a short pulse of radioactive thymidine was unneces-
sary. When thymidine was provided for more than one doubling time,
the entire chromosome of the bacterium could be visualized via the
exposed photographic grains. Two startling facts were seen: the chro-
mosome was circular, and it possessed only one or two replication
regions (Fig. 3.11).

The existence of a circular DNA molecule containing an additional
segment of the circle connecting two points, the theta form, was inter-
preted as showing that the chromosome was replicated from an origin
by one replication region that proceeded around the circular chromo-
some. It could also have been interpreted as demonstrating the existence
of two replication regions that proceeded outward in both directions
from a replication origin. Some of the original autoradiographs pub-
lished by Cairns contain suggestions that the DNA is replicated in both
directions from an origin. This clue that replication is bidirectional was
overlooked until the genetic data of Masters and Broda provided solid
and convincing data for two replication regions in the E. coli chromo-
some.

Bidirectional Replication from E. coli Origins

Marker frequency

Monodirectional Bidirectional

The Masters and Broda experiment was designed to locate the origin of
replication on the genetic map. It is primarily a genetic experiment, but
it utilizes the fact discussed in the first chapter that an exponentially
growing population contains more young individuals than old individu-
als. Chromosomes can be considered in the same way. Correspondingly,
a population of growing and dividing chromosomes contains more
members just beginning replication than members just finishing repli-
cation. The Cairns autoradiograph experiments show that the chromo-

Figure 3.12 Left: Monodirec-
tional replication from point X
generates a step plus gradient
of marker frequencies. Right:
Bidirectional replication origi-
nating from X generates two
gradients of marker frequen-
cies. In the drawings,
successive initiations have
taken place on the single chro-
mosome.
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Figure 3.13 Transduction of genetic markers by phage P1 infecting an X" cell
and carrying the X* marker into an X" cell.

some is replicated sequentially. A population of cells or chromosomes
that is growing exponentially will contain more copies of genes located
near the origin of replication than genes located at the terminus of
replication. This same idea was used to locate the replication origin and
demonstrate bidirectional replication of the SV40 animal virus.

Determining whether the bacterial chromosome is replicated in one
direction from a unique origin or in both directions from a unique origin
becomes a question of counting gene copies. If we could count the
number of copies of genes A, B, C, D, and E, we could determine whether
the cell uses monodirectional or bidirectional DNA replication initiating
from point X (Fig. 3.12).

Several methods exist for counting the relative numbers of copies of
different genes or chromosome regions. Here we shall consider a bio-
logical method for performing such counting that utilizes the phage P1.
This method depends upon the fact that after P1 infection, a cell
synthesizes about 100 new P1 particles. Most of these package their own
DNA. A few phage particles package E. coli DNA instead. If a P1 lysate
that was prepared on one type of cells is then used to infect a second
culture of cells, most of the infected cells will proceed to make new
phage P1. Those few cells that are infected with a P1 coat containing E.
coli DNA from the first cells may be able to recombine that particular
stretch of E. coli DNA into their chromosomes. By this means they can
replace stretches of chromosomal DNA with chromosomal DNA
brought into them by the phage particles (Fig. 3.13). This process is
termed transduction.

The numbers of these defective phage particles carrying different
genes from the infected cells is related to the numbers of copies of these
genes present at the time of phage infection. Transduced cells can be
made to reveal themselves as colonies, thereby permitting their simple
and accurate quantitation. Consequently the use of phage P1 enabled
counting of the relative numbers of copies within growing cells of
various genes located around the chromosome. The results together
with the known genetic map indicated that E. coli replicates its chro-
mosome bidirectionally and determined the genetic location of the
replication origin.



The DNA Elongation Rate 69

Origins

Granules from DNA synthesized in
the presence of radioactive label

Figure 3.14 Schematic of an electron micrograph of an autoradiograph pre-
pared from mouse DNA extracted after 30 seconds of labeling with radioactive
thymidine. DNA is replicated bidirectionally from the multiple origins.

On the opposite side of the chromosome from the origin lies a
terminus region. A protein called Tus binds to the terminus. It blocks
elongation by inactivating the oncoming helicase of the replication fork.

Autoradiographic experiments have also suggested that mammalian
DNA also replicates bidirectionally from origins (Fig. 3.14). Multiple
replication forks or “eyes” could be shown to derive from a single DNA
duplex. The replication trails indicated that two forks originated from
a single origin. Furthermore, the rate of elongation of labeled strands
showed that the synthesis rate of mammalian DNA is about 200 nucleo-
tides per second.

The DNA Elongation Rate

It seems reasonable that half the single bacterial chromosome should
be replicated by a single replication region traversing the chromosome
in about one doubling time. If such a replication region does not contain
multiple points of DNA elongation, then the speed of DNA chain elon-
gation must be on the order of 1,000 nucleotides per second to replicate
the chromosome’s 3 x 10° bases in a typical doubling time for rapidly
growing bacteria of 30 minutes. Measuring such a rate is very difficult,
but fortunately it is possible to reduce its value by about a factor of 5 by
growing the cells at 20° instead of 37°, the temperature of most rapid
growth.

If radioactive DNA precursors are added to the cell growth medium
and growth is stopped soon thereafter, the total amount of radioactivity,
T, incorporated into DNA equals the product of four factors: a constant
related to the specific activity of the label, the number of growing chains,
the elongation rate of a chain, and the time of radioactive labeling
T=cxNxR xt. Similarly, the total amount of radioactivity incorpo-
rated into the ends of elongating chains, E, equals the product of two
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factors: the same constant related to the specific activity and the number
of elongating chains E = ¢ x N. The ratio of T to E yields

T T
E_I?xf, or R= X E

Determination of the T radioactivity is straightforward, but determi-
nation of the end radioactivity is not so obvious. Furthermore, careful
experimentation would be required so that losses from either T or E
samples do not introduce errors. These problems can be solved by
digesting the DNA extracted from the labeled cells with a nuclease that
cleaves so as to leave a phosphate on the 3’ position of the deoxyribose.
After the digestion, the terminal deoxyribose from the elongating chain
lacks a phosphate, whereas the internal deoxyriboses all possess phos-
phate groups (Fig. 3.15). Hence separation and quantitation of the
radioactive nucleosides and nucleotides in a single sample prepared
from cells following a short administration of the four radioactive DNA
precursors yield the desired T and E values.

If the elongation rate is several hundred bases per second, then one
second of synthesis will label several hundred bases, and a separation
of nucleosides and nucleotides will then need to be better than one part
in several hundred. Also, it is difficult to add label suddenly and then to
stop the cells’ DNA synthesis quickly. Finally, the specific activity of
intracellular nucleoside triphosphate pools does not immediately jump
to the same specific activity as the label added to the medium. Fortu-
nately the effect of a changing specific activity can be simply accounted
for by taking a series of samples for analysis at different times after the
addition of radioactive label.

The sample from the first point that could be taken from the cells
after the addition of radioactive label possessed little radioactivity. It
had counts of 17-20 cpm in ends and 2-20 x 10> cpm in total DNA.
Samples taken later possessed greater amounts of radioactivity. This
experiment yielded elongation rates of 140-250 bases/sec in cells with a
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doubling time of 150 minutes. This corresponds to a rate of 400 to 800
bases/sec in cells growing at 37° with a doubling time of 45 minutes.
Therefore, only about two elongation points exist per replication region.
The effects on this type of measurement of discontinuous DNA replica-
tion on the lagging strand are left as a problem for the reader.

The primary conclusion that should be drawn from the direct meas-
urement of the DNA elongation rate is that a small number of enzyme
molecules are involved. The cell does not utilize an extensive factory
with many active DNA polymerase molecules in a growing region. What
happens when cells grow at 37° but at different growth rates due to the
presence of different growth media?

Constancy of the E. coli DNA Elongation Rate

Determining the strategy that cells use to adjust DNA replication to
different growth rates once again utilizes measurement of the numbers
of gene copies. Consider two cell types, one with a doubling time of 1
hour and one with a doubling time of 2 hours. If each cell type requires
the full doubling time to replicate its chromosome, then the distribu-
tions of structures of replicating chromosomes extracted from random
populations of cells growing at the two different rates would be identical
(Fig. 3.16.). However, if both cell types replicate their chromosomes in
1 hour, then the cells with the 1-hour doubling time will possess a
different distribution of chromosome structures than the cells with the
2-hour doubling time (Fig. 3.17). The problem, once again, is that of
counting copies of genes. Measuring the number of copies of genes
located near the origin and of genes located near the terminus of
replication permits these two possible DNA replication schemes to be
distinguished.

Instead of measuring numbers of copies of genes by transduction
frequencies, the more precise method of DNA hybridization could be
used because the locations of the origin and terminus were known. DNA

Figure 3.16 States of chromosomes of cells with 1-hour and 2-hour doubling
times assuming 1 hour or 2 hours are required to replicate the DNA. The ratio
of copies of genes near the replication origin and replication terminus are the
same for cells growing with the two rates.
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Age 2- hr doubling time
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Figure 3.17 States of chromo-
somes in cells with a 2-hour

doubling time, assuming only 1
30 min >7 hour is required for replication of
the chromosome. The ratio of the

number of copies of genes near the

60 min replication origin and terminus is

90 min

different than if 2 hours were re-
quired for replication of the DNA.

was extracted from the cells, denatured, and immobilized on filter
paper. Then an excess of a mixture of 3H-labeled DNA fragment from
the origin and '*C-labeled DNA fragment from the terminus region was
added and allowed to hybridize to the single-stranded DNA on the filters.
When all hybridization to the immobilized DNA was completed, the
filters were washed free of unannealed DNA and the ratio of bound *H
to '“C radioactivity was determined by liquid scintillation counting. This
ratioreflects the ratio of the number of origins and termini in the culture
of cells from which the DNA was extracted. The ratio could be measured
using DNA extracted from cells growing at various growth rates. It
showed that for cell doubling times in the range of 20 minutes to 3 hours
the chromosome doubling time remained constant at about 40 minutes.

The constancy of the chromosome doubling time raises new prob-
lems, however. How do the cells manage to keep DNA replication and
cell division precisely coordinated, and how can DNA replication, which
requires 40 minutes, manage to keep up with cell division if cells are
dividing in less than 40 minutes?

Regulating Initiations

Helmstetter and Cooper have provided an explanation for the problem
of maintaining a strain of Escherichia coli cells in balanced growth
despite a difference between the cellular division time and the chromo-
some replication time. Even though other strains and organisms may
differ in the details of their regulation mechanisms, the model is of great
value because it summarizes a large body of data and provides a clear
understanding of ways in which cell division and DNA replication can
be kept in step.

The model applies most closely to cells growing with a doubling time
less than 1 hour. One statement of the model is that a cell will divide 7
+ C + D minutes after the start of synthesis of an initiator substance,
which is DnaA protein itself. I can be thought of as the time required
for the I protein to accumulate to a level such that replication can initiate
on all origins present in the cell. In our discussions, we will call this
critical level 1. That is, when a full unit of I has accumulated, all
chromosomes present in the cell initiate replication, a round of replica-
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Figure 3.18 Application of the Helmstetter-Cooper model to cells with a dou-
bling time of 20 minutes. At 60 minutes, cell division is possible and the resulting
state of the cells is the same as cells shown at 40 minutes in the diagram.

tions begins, and the I substance present at this time is consumed so
that its accumulation begins again from a value of zero.

C is the time required for complete synthesis of the chromosome. It
is independent of the growth rate of the cells as long as they grow at 37°,
and it has a value of 40 minutes. D is a constant equal to 20 minutes.
This is the time following completion of a round of DNA synthesis until
the cell divides. It should be emphasized that in this model a cell must
divide D minutes after completion of a round of DNA replication. D can
be considered to be the time required for segregation of the daughter
chromosomes into opposite ends of the cell and for growth of the
septum that separates the cells.

The only parameter in the model that is responsive to the growth rate
of the cells is the rate at which I accumulates. If the growth rate doubles
as a result of a richer nutrient medium, the rate of accumulation of 7
doubles. The time required for accumulation of a full unit of I is the
doubling time of the cells.

To illustrate the model, we will consider cells growing with a doubling
time of 20 minutes (Fig. 3.18). For convenience, consider the bidirec-
tional replication of the cell’s circular chromosome to be abstracted to
a forked line. We use a dot to represent the replication fork, and we
encircle the chromosome to represent cell division. Since the model is
stable, analysis of a cell division cycle can begin from a point not in a
normal division cycle, and continued application of the model’s rules
should ultimately yield the states of cells growing with the appropriate
doubling times.

We begin in Fig. 3.18 from a point at which replication of a chromo-
some has just begun and the value of I is zero. After 10 minutes, the
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chromosome is one-quarter replicated, and I=12. At 20, 40, and 60
minutes after the start of replication, full units of 1 have accumulated,
new rounds of replication begin from all the origins present, and the
chromosomes become multiforked. The first cell division can occur at
60 minutes after the start of replication, and divisions occur at 20-min-
ute intervals thereafter. The DNA configuration and quantity of I present
in cells just after division at 60 minutes is the same as in cells at 40
minutes. Therefore the cell cycle in this medium begins at 40 minutes
and ends at 60 minutes. This means that zero-age cells in this medium
possess two half-replicated chromosomes.

How can the multiple origins which exist within rapidly growing cells
all initiate at precisely the same instant, or do they initiate at the same
instant? A related question is what keeps an origin of replication from
being reused immediately after it has initiated a round of synthesis? The
answer is known in general terms, and could well apply to the analogous
problems in eukaryotic cells. We know that a sizeable number of DnaA
protein molecules are required to initiate replication from an origin.
This large number makes the reaction critically dependent upon the
concentration of DnaA. When it is a little too low, there is a very low
probability of initiation, but the moment the critical concentration is
reached, initiation can occur. Then, to keep the origin from being used
again, it is promptly buried in the membrane. The signal for burying is
that it be half methylated. Before initiation, both strands of the origin
are methylated on the multiple GATC sequences contained in bacterial
origins. After initiation, the new daughter strand is not methylated, and
the hemimethylated DNA is bound to the membrane and therefore
inaccessible to the initiation machinery. On a time scale of ten minutes
or so, the newly synthesized strand becomes methylated and the origin
is released from the membrane. In the meantime, either the level of
DnaA or some other critical component has been reduced, and the origin
is in no danger of firing again until the proper time.

Gel Electrophoresis Assay of Eukaryotic Replication Origins

It has been possible to construct artificial yeast chromosomes by com-
bining isolated centromeres, telomeres, and autonomously replicating
sequences known as ARS sequences. Although ARS sequences function
in the artificial chromosomes, it is interesting to know whether they also
normally function as origins. A gel electrophoresis technique based on
the Southern transfer technology as described in the previous chapter
permits examination of this question.

Experiments have shown that ordinarily gel electrophoresis sepa-
rates DNA according to molecular weight. If, however, the voltage
gradient is increased five-fold above normal to about 5 V/cm, and higher
than normal concentrations of agarose are used, then the separation
becomes largely based on shape of the DNA molecules rather than their
total molecular weight. Normal electrophoresis and this shape-sensitive
electrophoresis can be combined in a two dimensional electrophoretic
separation technique that is particularly useful in the analysis of repli-
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Figure 3.19 The various structures resulting from a replication fork entering
the 1 kb region from the left. The arc shown indicates the positions of the various
structures after 2D electrophoresis.

cation origins. The DNA fragments necessary for the analysis are gen-
erated by cleaving DNA extracted from cells with restriction enzymes.
These cut at specific sequences, and will be discussed more extensively
in a later chapter. A DNA sample obtained by cutting chromosomal DNA
with such a restriction enzyme is first separated according to size by
electrophoresis in one direction. Then it is separated according to shape
by electrophoresis in a direction perpendicular to the first. After the
electrophoresis, the locations of the fragments containing the sequence
in question are determined by Southern transfer.

Let us first consider the two-dimensional electrophoretic pattern of
DNA fragments that would be generated from DNA extracted from a
large number of growing cells if replication origins were to enter a 1000
base pair region from the left (Fig. 3.19). In the majority of the cells no
replication origin will be on the 1000 base pair stretch of DNA. There-

Figure 3.20 The various structures resulting from a replication fork originat
ing from the center of the 1 kb ARS region. The arc of the positions reached by
the various structures does not reach the 2 kb point because none of the
structures approaches a linear 2 kb molecule.
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fore, after cutting with the restriction enzyme these stretches will be
simple 1000 base pair pieces of DNA. After the Southern transfer, these
molecules will show up as a spot at 1000 base pairs. Some of the cells
would contain replication origins in the 1000 base pair region. After
cutting with the restriction enzyme, these molecules not only would
possess a mass larger than the 1000 base pair molecules, but also they
would be more asymmetric. The extreme of asymmetry would occur in
those molecules in which the replication origin was 500 base pairs from
the end. These would generate the peak shown in Fig. 3.19. Those
molecules for which the replication origin was nearly at the right end
would, again, be like simple DNA molecules, but molecules 2000 base
pairs long. Thus, the collection of molecular species would generate the
arc shown upon two dimensional electrophoresis.

If the region of DNA we are considering contains a replication origin,
quite a different pattern is generated. Suppose the origin is exactly in
the middle of the region. Then the various replication forms are as
shown in Fig. 3.20 and the pattern that will be found after Southern
transfer is as shown. It is left as a problem to deduce the pattern expected
if the origin is located to one side of the center of the DNA segment.

How Fast Could DNA Be Replicated?

In the preceding sections we have seen that the bacterial chromosome
is replicated by two synthesis forks moving away from a replication
origin at a chain elongation speed of about 500 nucleotides per second
for cells growing at 37°. How does this rate compare to the maximum
rate at which nucleotides could diffuse to the DNA polymerase? This
question is one specific example of a general concern about intracellular
conditions. Often it is important to know an approximate time required
for a particular molecule to diffuse to a site.

Consider a polymerase molecule to be sitting in a sea of infinite
dimensions containing the substrate. Even though the polymerase
moves along the DNA as it synthesizes, we will consider it to be at rest
since the processes of diffusion of the nucleotides which we are consid-
ering here are much faster. We will consider that the elongation rate of
the enzyme is limited by the diffusion of nucleotides to its active site.
Under these conditions, the concentration of substrate is zero on the
surface of a sphere of radius r¢ constituting the active site of the enzyme
(Fig. 3.21). Any substrate molecules crossing the surface into this region
disappear. At great distances from the enzyme, the concentration of
substrate remains unaltered. These represent the boundary conditions
of the situation, which requires a mathematical formulation to deter-
mine the concentrations at intermediate positions.

The basic diffusion equation relates time and position changes in the
concentration C of a diffusible quantity. As diffusion to an enzyme can
be considered to be spherically symmetric, the diffusion equation can
be written and solved in spherical coordinates involving only the radius
r, the concentration C, the diffusion coefficient D, and time ¢:
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Figure 3.21 A DNA polymerase possessing an active site of radius ro into which
nucleotides disappear as fast as they can reach the enzyme and the expected
nucleotide concentration as a function of distance from the enzyme.
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The solution to this equation, which satisfies the conditions of being
constant at large » and zero at r = ro, is

dc_,d’C_ 2DdC

Q= Coll =2

The flow rate J of substrate to the enzyme can now be calculated from
the equation, giving the flux J:
ac

The total flow through a sphere centered on the enzyme yields
Flow = 4nr2J
= 47‘cDI’oCo.

The final result shows that the flow is independent of the size of the
sphere chosen for the calculation. This is as it should be. The only place
where material is being destroyed is at the active site of the enzyme.
Everywhere else, matter must be conserved. In steady state there is no
change of the concentration of substrate at any position, and hence the
net amount flowing through the surface of all spheres must be equal.
To calculate the flow rate of nucleoside triphosphates to the DNA
polymerase, we must insert numerical values in the final result. The
concentration of deoxynucleoside triphosphates in cells is between 1
mM and 0.1 mM. We will use 0.1 mM, which is 10 moles per liter or
107 moles per cm?. Taking the diffusion constant to be 107 cm?/sec and
7o to be 10 A, we find that the flow is 102° moles/sec or about 6,000
molecules/sec. The rate of DNA synthesis per enzyme molecule of about
500 nucleoside triphosphates per second is less than 10% of the upper
limit on the elongation rate set by the laws of diffusion. Considering that
the actual active site for certain capture of the triphosphate might be
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Problems

much smaller than 10 A, the elongation rate of DNA seems remarkably
high.

3.1. Why is it sensible for regulatory purposes to have a large rather
than a small number of DnaA protein molecules involved in initiating
DNA replication?

3.2. By looking up the appropriate papers, write a brief summary of
how the DNA polymerase I mutant in E. coli was found.

3.3. Design a substrate that would be useful in assaying the editing
activity of DNA polymerase.

3.4. What would you say about a claim that the only effect of a
mutation was an increase in the 3’-5" exonuclease activity of DNA pol I,
both for a correctly and an incorrectly paired nucleotide and that this
reduced the spontaneous mutation frequency?

3.5. How best could an autoradiography experiment with E. coli be
performed to demonstrate bidirectional replication of the chromo-
some?

3.6. Masters and Broda, Nature New Biol. 232, 137 (1970), report that
the normalization of gene transduction frequency by P1 is unnecessary;
in fact, the raw data support their conclusions better than the normal -
ized data. What is a possible explanation for this result and what
experiment could test your proposal?

3.7. Cells that have been growing for many generations with a
doubling time of 20 minutes are shifted to medium supporting a
doubling time of 40 minutes. Assume that there are no nutritional
starvations as a result of this shift. Sketch the DNA configurations and
indicate cell divisions at 10-minute intervals of cells whose age at the
time of the shift was 0 minutes and 10 minutes. Continue the analysis
until cells have fully adapted to growth at the slower growth rate.

3.8. If the dam methylase methylates DNA for use in error correction
of newly synthesized DNA strands, why would mutations increasing or
decreasing dam methylase synthesis be mutagenic?

3.9. A DNA elongation rate experiment yielded the data in the follow-
ing table. What is the DNA chain elongation rate in these cells?

t(sec) cpm(nucleosides) cpm(nucleotides)
5 43 24,000
10 110 91,000
15 140 200,000
20 205 410,000

25 260 650,000
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3.10. Why should or shouldn’t the existence of Okazaki fragments
interfere with a Manor-Deutscher measurement as DNA labeling times
become short?

3.11. In the chromosome replication time measurements of Chan-
dler, Bird, and Caro, a constant replication time of 40 minutes was
found. Does their result depend on when in the cell cycle this 40 minutes
of replication occurs?

3.12. An exponentially growing population was used to start a syn-
chrony experiment. After loosely bound cells have been washed off the
filter and only newly divided cells are being eluted in a synchrony
experiment, the concentration of cells in the eluate is found to oscillate
for several cycles with a period about equal to the cell doubling time.
What is the explanation for this oscillation? You should assume that the
probability that a cell initially binds to the filter is independent of its
age.

3.13. What is the shape expected in a two-dimensional size-shape
separation experiment as described in the text for an ARS element
containing a bidirectional replication element asymmetrically located
in a 1,000 base pair fragment?

3.14. Show by differentiation that the solution C = Co(1 - ro/r) satisfies
the diffusion equation in spherical coordinates.

3.15. Escherichia coli deleted of their origin, OriC, are inviable unless
they possess a second mutation in RNAseH. How does being RNAseH
defective permit viability?

3.16. What kind of a substrate would you use to assay the 3’-to-5’
exonuclease activity of a DNA polymerase?
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RNA Polymerase and
RNA Initiation

4

The previous two chapters discussed DNA and RNA structures and the
synthesis of DNA. In this chapter we consider RNA polymerase and the
initiation of transcription. The next chapter considers elongation, ter-
mination, and the processing of RNA.

Cells must synthesize several types of RNA in addition to the thou-
sands of different messenger RNAs that carry information to the ribo-
somes for translation into protein. The protein synthesis machinery
requires tRNA, the two large ribosomal RNAs, and the small ribosomal
RNA. Additionally, eukaryotic cells contain at least eight different small
RNAs found in the nucleus. Because these contain protein also, they are
called small ribonucleoprotein particles, snRNPs. Eukaryotic cells use
three types of RNA polymerase to synthesize the different classes of
RNA, whereas E. coli uses only one. All these polymerases, however, are
closely related.

Experiments first done with bacteria and then with eukaryotic cells
have shown that the basic transcription cycle consists of the following:
binding of an RNA polymerase molecule at a special site called a
promoter, initiation of transcription, further elongation, and finally
termination and release of RNA polymerase. Although the definition of
promoter has varied somewhat over the years, we will use the term to
mean the nucleotides to which the RNA polymerase binds as well as any
others that are necessary for the initiation of transcription. It does not
include disconnected regulatory sequences which are discussed below,
that may lie hundreds or thousands of nucleotides away.

Promoters from different prokaryotic genes differ from one another
in nucleotide sequence, in the details of their functioning, and in their
overall activities. The same is true of eukaryotic promoters. On some
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prokaryotic promoters, RNA polymerase by itself is able to bind and
initiate transcription. In eukaryotic cells, the analog of such an unregu-
lated system is a promoter that requires no auxiliary proteins bound to
sites separated from the promoter. On many promoters, RNA polym-
erase requires the assistance of one or more auxiliary proteins for
binding, to displace histones, or for the initiation of transcription. That
other proteins should be involved is logical as the activities of some
promoters have to be regulated in response to changing conditions in
the cell or in the growth medium. These auxiliary proteins sense these
conditions and appropriately modulate the activity of RNA polymerase
in initiating from some promoters. Occasionally, the regulated step is
after initiation. Part of this chapter discusses measurements of the
differences between promoters because this information ultimately
should assist learning the functions of these auxiliary proteins.

Measuring the Activity of RNA Polymerase

Studies on protein synthesis in E. coli in the 1960s revealed that a
transient RNA copy of DNA is sent to ribosomes to direct protein
synthesis. Therefore cells had to contain an RNA polymerase that was
capable of synthesizing RNA from a DNA template. This property was
sufficient to permit enzymologists to devise assays for detection of the
enzyme in crude extracts of cells.

The original assay of RNA polymerase was merely a measurement of
the amount of RNA synthesized in vitro. The RNA synthesized was easily
determined by measuring the incorporation of a radioactive RNA pre-
cursor, usually ATP, into a polymer (Fig. 4.1). After synthesis, the
radioactive polymer was separated from the radioactive precursor nu-
cleotides by precipitation of the polymer with acid, and the radioactivity
in the polymer was determined with a Geiger counter.

The precipitation procedure measures total incorporated radioactiv-
ity. It is adequate for the assay of RNA polymerase activity and can be
used to guide steps in the purification of the enzyme, but it is indiscrimi-

Figure 4.1 Assay of RNA polymerase by incorporation of radioactive nucleo-
tides into RNA in a reaction containing buffer, NaCl, MgSOs, and triphosphates.
After transcription, radioactive RNA and radioactive nucleotides remain. These
are separated by addition of trichloroacetic acid and filtration. The filter paper
then contains the RNA whose radioactivity is quantitated in a Geiger counter
or scintillation counter.

ATP*
CTP
GTP Measure
RNA uTp radioactivity
Acid, Filter _RNA
{ \ —_— AV
Filter paper
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Figure 4.2 Assaying for specific transcription by using a template and DNA for
hybridization whose only sequences in common are the region whose transcript
is to be assayed.

nate. Only the total amount of RNA synthesized in the reaction tube is
quantitated. Since many of the convenient DNA templates contain more
than one promoter and since in vitro transcription frequently initiates
from random locations on the DNA in addition to initiating from the
promoters, a higher-resolution assay of transcription is required to
study specific promoters and the proteins that control their activities.
Several basic methods are used to quantitate the activities of specific
promoters. One is to use DNA that contains several promoters and
specifically fish out and quantitate just the RNA of interest by RNA-DNA
hybridization (Fig. 4.2). Run-off transcription is another method that is
often used for examining the activity of promoters. This permits the
simultaneous assay of several promoters as well as nonspecific tran-
scription. Small pieces of DNA 200 to 2,000 base pairs long and contain-

Figure 4.3 Assaying specific transcription by electrophoresis on polyacry-
lamide gels. The radioactive RNAs of different sizes are synthesized using
radioactive nucleoside triphosphates. Then the DNAs are separated according
to size by electrophoresis and their positions in the gel found by autoradiogra-

phy.
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Figure 4.4 Assay for the presence of an RNA sequence by elongation with
reverse transcriptase.

ing the promoter in question can be isolated. Transcription initiating
from the promoter on these templates begins at the promoter and
usually extends to the end of the DNA. This produces a small transcript
of a unique size. Transcription initiating from other sites on the DNA
generates other sizes of RNA transcripts. The resultant RNA molecules,
whose sizes vary from 10 to 1,000 nucleotides, may easily be separated
from one another by electrophoresis in polyacrylamide gels in the
presence of high concentrations of urea (Fig. 4.3). These denaturing
agents reduce the formation of transient hairpins in the RNA resulting
from partial complementarity between portions of the molecules.
Therefore the RNA polymers migrate at velocities dependent on their
length and independent of their sequences. If a-3?POj triphosphates
have been used during the transcription, the locations of RNA molecules
in the gel can subsequently be determined by autoradiography.

The third basic approach for examining the activity of a particular
promoter became possible through improvements in recombinant DNA
technology. Small DNA fragments several hundred nucleotides long can
be isolated and used as templates in transcription assays. Quantitation
of the total RNA synthesized in these reactions permits assay of a single
promoter since the small DNA templates usually contain only one
promoter.

Assaying transcription from an in vitro reaction is relatively easy if
purified proteins can be used. Obtaining the purified proteins is not so
easy, however, since often their very purification requires assaying
crude extracts for the transcriptional activity. The presence of nucleo-
tides in the extracts precludes radioactive labeling of the RNA synthe-
sized in vitro. Therefore an assay is required that can utilize
nonradioactive RNA. Primer extension meets the requirements for such
an assay (Fig. 4.4). RNA that was initiated in vitro and which transcribed
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off the end of a DNA template is purified away from proteins and some
of the DNA. This RNA is hybridized to a short DNA fragment. Then
reverse transcriptase, an enzyme utilized by RNA viruses to make DNA
copies of themselves, and radioactive deoxynucleotide triphosphates
are added. The reverse transcriptase synthesizes a radioactive DNA copy
of the RNA. This can be separated from extraneous and nonspecific DNA
fragments by electrophoresis and be quantitated by autoradiography.

Concentration of Free RNA Polymerase in Cells

It is necessary to know the concentration of free intracellular RNA
polymerase to design meaningful in vitro transcription experiments.
One method of determining the concentration utilizes the fact that the
B and B’ subunits of the E. coli RNA polymerase are larger than most
other polypeptides in the cell. This permits them to be easily separated
from other cellular proteins by SDS polyacrylamide gel electrophoresis.
Consequently, after such electrophoresis, the amount of protein in the
B and B’ bands is compared to the total amount of protein on the gel.
The results are that a bacterial cell contains about 3,000 molecules of
RNA polymerase. A calculation using the cell doubling time and
amounts of messenger RNA, tRNA, and ribosomal RNA in a cell leads
to the conclusion that about 1,500 RNA molecules are being synthesized
at any instant. Hence half the cell's RNA polymerase molecules are
synthesizing RNA. Of the other 1,500 RNA polymerase molecules, fewer
than 300 are free of DNA and are able to diffuse through the cytoplasm.
The remainder are temporarily bound to DNA at nonpromoter sites.
How do we know these numbers? On first consideration, a direct
physical measurement showing that 300 RNA polymerase molecules are
free in the cytoplasm seems impossible. The existence, however, of a
special cell division mutant of E. coli makes this measurement straight-
forward (Fig. 4.5). About once per normal division, these mutant cells
divide near the end of the cell and produce a minicell that lacks DNA.
This cell contains a sample of the cytoplasm present in normal cells.
Hence, to determine the concentration of RNA polymerase free of DNA
in cells, it is necessary only to determine the concentration of Bf’ in the
DNA-less minicells. Such measurements show that the ratio of Bp’ to
total protein has a value in minicells of one-sixth the value found in

Figure 4.5 The generation of a minicell lacking a chromosome.

Nucleus Normal cell with

a chromosome Minicell
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whole cells. Thus, at any instant, less than 20% of the RNA polymerase
in a cell is free within the cytoplasm.

The RNA Polymerase in Escherichia coli

Once biochemists could assay and purify an RNA polymerase from E.
coli, it was important to know the biological role of the enzyme. For
example, the bacterial cell might possess three different kinds of RNA
polymerase: one for the synthesis of messenger RNA, one for the
synthesis of tRNA, and one for the synthesis of ribosomal RNA. If that
were the case, much effort could have been wasted in studying in vitro
transcription from a gene if the wrong RNA polymerase had been used.
Enzymologists’ failures to find more than one type of RNA polymerase
in E. coli were no proof that more did not exist, for, as we have seen in
Chapter 3, detection of an enzyme in cells can be difficult. In other
words, what can be done to determine the biological role of the enzyme
that can be detected and purified?

Fortunately, a way of determining the role of the E. coli RNA polym-
erase finally appeared. It was in the form of a very useful antibiotic,
rifamycin, which blocks bacterial cell growth by inhibiting transcription
initiation by RNA polymerase. If many cells are spread on agar medium
containing rifamycin, most do not grow. A few do, and these rifamycin-
resistant mutants grow into colonies. Such mutants exist in populations
of sensitive cells at a frequency of about 107. Examination of the
resistant mutants shows them to be of two classes. Mutants of the first
class are resistant because their cell membrane is less permeable to
rifamycin than the membrane in wild-type cells. These are of no interest
to us here. Mutants of the second class are resistant by virtue of an
alteration in the RNA polymerase. This can be demonstrated by the fact
that the RNA polymerase purified from such rifamycin-resistant cells
has become resistant to rifamycin.

Since rifamycin-resistant cells now contain a rifamycin-resistant
polymerase, it would seem that this polymerase must be the only type
present in cells. Such need not be the case, however. Consider first the
hypothetical possibility that cells contain two types of RNA polymerase,
one that is naturally sensitive to rifamycin, and one that is naturally
resistant. We might be purifying and studying the first enzyme when we
should be studying the naturally resistant polymerase. This possibility
of this situation can be excluded by showing that rifamycin addition to
cells stops all RNA synthesis. Therefore cells cannot contain a polym-
erase that is naturally resistant to rifamycin. A second possibility is that
cells contain two types of polymerase and both are sensitive to rifamy-
cin. Because mutants resistant to rifamycin can be isolated, both types
of polymerase would then have to be mutated to rifamycin resistance.
Such an event is exceedingly unlikely, however. The probability of
mutating both polymerases is the product of the probability of mutating
either one. From other studies we know that the mutation frequency for
such an alteration in an enzyme is on the other of 107. Therefore, the
probability of mutating two polymerases to rifamycin resistance would
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Figure 4.6 Mutation of a single RNA polymerase to rifamycin resistance
occurs at a frequency of 107, whereas if two independent mutational events are
required to mutate two different polymerases to rifamycin resistance, the
frequency is 107 x 107= 1074

be about (107)? (Fig. 4.6), which is far below the frequency of 10”7 that
is actually observed.

Thus far, then, we know these facts: The target of rifamycin is a single
type of RNA polymerase in bacteria. This RNA polymerase synthesizes
at least one essential class of RNA, and this polymerase is the one that
biochemists purify. How do we know that this RNA polymerase synthe-
sizes all the RNAs? Careful physiological experiments show that rifamy-
cin addition stops synthesis of all classes of RNA, mRNA, tRNA, and
rRNA. Therefore the same RNA polymerase molecule must be used for
the synthesis of these three kinds of RNA, and this RNA polymerase
must be the one that the biochemists purify.

Unfortunately there is an imperfection in the reasoning leading to the
conclusion that E. coli cells contain only a single type of RNA polym-
erase molecule. That imperfection came to light with the discovery that
the prokaryotic RNA polymerase is not a single polypeptide but in fact
contains four different polypeptide chains. Therefore, the rifamycin
experiment proves that the same polypeptide is used by whatever
polymerases synthesize the different classes of RNA. Much more ardu-
ous biochemical reconstruction experiments have been required to
exclude the possibility that bacteria contain more than one single basic
core RNA polymerase.

Three RNA Polymerases in Eukaryotic Cells

Investigation of eukaryotic cells shows that they do contain more than
one type of RNA polymerase. The typical protein fractionation schemes
used by biochemists to purify proteins yield three distinct types of RNA
polymerase from a variety of higher cells. These three species are called
RNA polymerases I, II, and III for the order in which they elute from an
ion exchange column during their purification.
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Figure 4.7 Three eukaryotic RNA polymerases, their sensitivities to a-amani-
tin, and the products they synthesize.

RNA polymerase I synthesizes ribosomal RNA. It is found in the
nucleolus, an organelle in which ribosomal RNA is synthesized. Further
confirmation of this conclusion is the finding that only purified RNA
polymerase I is capable of correctly initiating transcription of ribosomal
RNA in vitro. A simple experiment demonstrating this is to use DNA
containing ribosomal RNA genes as a template and then to assay the
strand-specificity of the resulting product. RNA polymerase I synthe-
sizes RNA predominantly from the correct strand of DNA, whereas RNA
polymerases II and III do not.

RNA polymerase II is the polymerase responsible for most synthesis
of messenger RNA. In vitro experiments show that, of the three, this
polymerase is the most sensitive to a toxin from mushrooms, o-amanitin
(Fig. 4.7). The addition of low concentrations of c-amanitin to cells or
to isolated nuclei blocks additional synthesis of just messenger RNA.
Further, o-amanitin-resistant cells possess a toxin-resistant RNA polym-
erase II.

RNA polymerase III is less sensitive to a-amanitin than is RNA
polymerase II, but it is sufficiently sensitive that itsin vivo function can
be probed. The sensitivity profile for synthesis of tRNA and 5S RNA
parallels the sensitivity of RNA polymerase III. In vitro transcription
experiments with purified polymerase III also show that this enzyme
synthesizes tRNA and 5S ribosomal RNA as well as some of the RNAs
found in spliceosomes as discussed in the next chapter.

Multiple but Related Subunits in Polymerases

How can one be sure that an enzyme contains multiple subunits? One
of the best methods for detection of multiple species of polypeptides in
a sample is electrophoresis through a polyacrylamide gel. If the protein
has been denatured by boiling in the presence of the detergent sodium
dodecyl sulfate, SDS, and the electrophoresis is performed in the pres-
ence of SDS, polypeptides separate according to size. This results from
the fact that the charged SDS anions that bind to the polypeptides
completely dominate the charge as well as force all polypeptides to
adopt a rodlike shape whose length is proportional to the molecular
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weight of the protein. Therefore, in most cases two polypeptides of the
same size will migrate at the same rate and two of different molecular
weight will migrate at different rates. Following electrophoresis, the
positions of proteins in the gel can be visualized by staining. Each band
on a gel derives from a different-sized polypeptide species.

When purified E. coli RNA polymerase is subjected to SDS polyacry-
lamide gel electrophoresis, five distinct bands are seen (Fig. 4.8). The
mere presence of multiple polypeptides in purified enzyme doesn’t
prove that all the peptides are necessary for activity. Do all the bands
on the gel represent subunits of RNA polymerase or are some of the
bands extraneous proteins that adventitiously copurify with RNA po-
lymerase? A reconstitution experiment provides the most straightfor-
ward demonstration that the four largest polypeptides found in RNA
polymerase are all essential subunits of the enzyme. The four bands
from an SDS polyacrylamide gel are cut out, the proteins eluted, and
SDS removed. RNA polymerase activity can be regained only if all four
of the proteins are included in the reconstitution mixture.

RNA polymerase from E. coli consists of subunits B’ and B of molecu-
lar weights 155,000 and 151,000, two subunits of o, whose molecular
weight is 36,000, a low molecular weight subunit ® whose presence is
not necessary for activity, and one somewhat less tightly-bound subunit,
o of 70,000 molecular weight. Measurement of the amounts of each of
the five proteins on SDS polyacrylamide gels shows that the enzyme
contains two copies of the o subunit for every single copy of the others,
that is, the subunit structure of RNA polymerase is ooz o.

The reconstitution experiments permit pinpointing the actual target
of rifamycin. RNA polymerase from rifamycin-sensitive and rifamycin-
resistant cells is subjected to SDS polyacrylamide gel electrophoresis.
Then reconstitution experiments with the two sets of proteins can be
performed in all possible combinations to determine which of the four
subunits from the rifamycin-resistant polymerase confers resistance to
the reconstituted enzyme. The B subunit was found to be the target of
rifamycin.

If we view the RNA polymerase as a biochemical engine, then it is
reasonable to expect each subunit to have a different function. As
discussed below, rifamycin inhibits initiation by RNA polymerase, but
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Figure 4.9 The dark bands indicate the similarities among the B’ subunits of
RNA polymerase from E. coli, vaccinia virus, and yeast polymerases II, and III.

it has no effect on the steps of elongation of the polynucleotide chain.
A different antibiotic, streptolydigin, has also been found to inhibit RNA
polymerase. This blocks elongation steps, and therefore we might have
expected to find a subunit other than [ to be the target of this drug. Alas,
however, the B subunit is also the target of streptolydigin. Some spe-
cialization exists. The B subunit binds ribonucleotides and possesses the
catalytic site while the ' subunit binds DNA. Most likely the larger two
subunits are comprised of a number of domains, each playing a different
role in the initiation and elongation of RNA. Evolution seems to have
conserved the structures and functions of some of these different do-
mains. The larger subunits from prokaryotic and the three types of
eukaryotic RNA polymerase all share significant homology. Regions of
homology are also found amongst the other subunits as well.

The combined molecular weights of the subunits of RNA polymerase
total nearly one half million, but from a mechanistic viewpoint it is not
at all clear why the polymerase should be so large. Phage T7, which
grows in E. coli, encodes its own RNA polymerase, and this enzyme has
a molecular weight of only about 100,000. Apparently the actual RNA
initiation and elongation steps do not require an enzyme as large as the
E. coli polymerase. Perhaps the large size of the cellular polymerases
permits them to initiate from a wider variety of promoters and to
interact with a variety of auxiliary regulatory proteins.

The eukaryotic RNA polymerases are also large and possess multiple
subunits. RNA polymerase II from many different organisms has been
shown to contain 12 different polypeptides. The largest three are ho-
mologous to B, B, and o of the E. coli RNA polymerase. Fig. 4.9 shows
the shared homology of the B’ subunit among the E. coli, vaccinia virus,
and Saccharomyces cerevisiae polymerases II and III. The RNA polym-
erases I and III possess five subunits in common with RNA polymerase
1I.

The eukaryotic polymerases contain more subunits than the E. coli
RNA polymerases. Part of the differences may merely be in the tightness
with which subunits cling together. For example, a protein from E. coli
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that is involved with RNA chain termination, the nusA gene product,
could be considered a part of RNA polymerase because it binds to the
polymerase after initiation has occurred and after the ¢ subunit has
been released from the core complex of B, B, and o. Since however, it
does not copurify with the RNA chain elongating activity that is con-
tained in the core, it usually is not classified as part of RNA polymerase.
Some of the peptides in the eukaryotic polymerase might just stick
together more tightly.

One notable difference between the prokaryotic and eukaryotic po-
lymerases is that the largest subunit of RNA polymerase II possesses at
its C-terminal end a heptad of (Tyr-Ser-Pro-Thr-Ser-Pro-Ser) repeated
25 to 50 times. This C-terminal domain, or CTD, can be multiply
phosphorylated by any of several proteins known to activate transcrip-
tion on various promoters. It appears that the unphosphorylated form
of the CTD helps RNA polymerase bind and interact with the auxiliary

proteins necessary for transcription initiation, but that the CTD must
be phosphorylated before it can release from the initiation proteins and
allow the polymerase to elongate freely. Cells constructed so as to lack
the CTD, or cells in which the CTD is too short are sick or inviable.

Multiple Sigma Subunits

Invitro transcription experiments with the E. coli RNA polymerase have
shown that the ¢ subunit is required for initiation at promoters, but that
o is not required for elongation activity. In fact, thec subunit comes off
the polymerase when the transcript is between 2 and 10 nucleotides
long. Polymerase lacking the ¢ subunit, core polymerase, binds ran-
domly to DNA and initiates nonspecifically or from nicks, but it rarely
initiates from promoters. These results raise an interesting question: If
the ¢ subunit is required for promoter recognition, then could different
o subunits be used to specify transcription from different classes of
genes? The answer is yes.

Although many years of searching were required, sigma subunits
specific for more than five different specific classes of genes have been
found in E. coli. Most transcription is initiated by the ¢’° subunit. Not
only in E. coli, but in all types of cells, heat shock induces the synthesis
of about 40 proteins that aid in surviving the stressful conditions. One
of the proteins induced in E. coli by heat shock is a ¢ factor that
recognizes promoters located in front of other heat shock responsive
genes. Other ¢ factors are used for transcription of nitrogen regulated
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genes, the flagellar and chemotaxis genes, and genes induced under
oxidative stress.

Developmentally regulated genes are another area in which the
specificity provided by o factors proves useful. Bacillus subtilis forms
spores under some conditions. Synthesizing a spore requires conversion
of one cell into two drastically different cells. One ultimately becomes
the spore, and the other completely surrounds the maturing spore and
synthesizes the protective cell wall of the spore. Cascades of different
sigma factors turn on the appropriate genes in these two cell-types.

Eukaryotic polymerases appear to contain an analog of the ¢ subunit.
This protein is required for correct initiation, reduces nonspecific
initiation, and competes for binding to the polymerase with the bacterial
6 subunit.

The Structure of Promoters

Some proteins in the cell are needed in high quantities and their
messenger RNAs are synthesized at a high rate from active promoters.
Other proteins are required in low levels and the promoters for their
RNAs have low activity. Additionally, the synthesis of many proteins
must respond to changing and unpredictable conditions inside or out
side the cell. For this last class, auxiliary proteins sense the various
conditions and appropriately modulate the activities of the promoter.
Such promoters must not possess significant activity without the assis-
tance of an auxiliary protein. Not surprisingly, then, the sequences of
promoters show wide variations. Yet behind it all, there could be
elements of a basic structure or structures contained in all promoters.
As the first few bacterial promoters were sequenced, considerable
variation was observed between their sequences, and their similarities
could not be distinguished. When the number of sequenced promoters
reached about six, however, Pribnow noticed that all contained at least
part of the sequence TATAAT about six bases before the start of mes-
sengers, that is, 5’XXXTATAATXXXXXAXXXX-3’, with the messenger
often beginning with A. This sequence is often called the Pribnow box.
Most bacterial promoters also possess elements of a second region of
conserved sequence, TTGACA, which lies about 35 base pairs before the
start of transcription. Examination of the collection of E. coli ¢7°
promoters reveals not only the bases that tend to be conserved at the
-35 and -10 regions, but also three less well conserved bases near the
transcription start point (Fig. 4.10). The figure also shows that the
spacing between the -35 and -10 elements is not rigidly retained, al-
though the predominant spacing is 17 base pairs. To a first approxima-
tion, the more closely a promoter matches the -10 and -35 sequences
and possesses the correct spacing between these elements, the more
active the promoter. Those promoters that utilize regulatory proteins to
activate transcription deviate from the consensus sequences in these
regions. These activating proteins must help the polymerase through
steps of the initiation process that it can do by itself on “good” promot-
ers. The promoters that are activated by other ¢ factors possess other
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Figure 4.10 Consensus of all E. coli promoters in which the height of a base
at each position is proportional to the frequency of occurrence of that base.
Similarly, the heights of the numbers represent the frequency of the indicated
spacings between the elements.

sequences in both the -35 and -10 regions. This implies that the 6 subunit
contacts both regions of the DNA. Direct experiments have shown this
is the case. Perhaps the most elegant was the generation of a hybrid
promoter with a -35 region specific for one type of 6 and a -10 region
specific for a different 6. The hybrid promoter could be activated only
by a hybrid ¢ subunit containing the appropriate regions from the two
normal ¢ subunits.

Protection of promoters from DNAse digestion, chemical modifica-
tion, and electron microscopy have shown that polymerase indeed is
bound to the -35 and -10 regions of DNA before it begins transcription
and that it contacts the DNA in these areas. Experiments of the type
described in Chapters 9 and 10 have permitted direct determination of

Figure 4.11 The consensus sequences found in E. coli promoters and the
helical structure of the corresponding DNA. The majority of the contacts
between RNA polymerase and DNA are on one side of the DNA.
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the bases and phosphates contacted in the promoter region that E. coli
RNA polymerase contacts. These areas are clustered in the regions of
the conserved bases in the -35, -10, and +1 areas (Fig. 4.11). These
regions all may be contacted by RNA polymerase binding to one face of
the DNA. More complicated experiments have attempted to answer the
reverse question of which polymerase subunits contact these bases.
Study of eukaryotic promoters reveals relatively few conserved or
consensus sequences. Most eukaryotic promoters possess a TATA se-
quence located about 30 base pairs before the transcription start site.
In yeast, however, this sequence is found up to 120 base pairs ahead of

Upstream Upstream TATA
activator activator
site site box mMRANA
L L L t
- 200 - 100 + 1
Capping owwwwwww

Processing
MWW= Poly A tail

the transcription start point, but its presence does not affect strongly
the overall activity of the promoter.

The eukaryotic minimal RNA polymerase II promoter consists of the
TATA box and additional nucleotides around the transcription start

Figure 4.12 The binding order and approximate location of the transcription
factors TFIIA, B, D, and E, and RNA pol II.
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Enhancers

point. The apparatus required for initiation is the polymerase plus at
least six additional proteins or protein complexes (Fig. 4.12). The first
to bind is TFIID. This is a complex of about ten different proteins. The
one that binds the TATA sequence is called TATA-binding protein, and
the others are called TATA associated factors or TATA associated
proteins. Although TFIID was first recognized as necessary for initiating
transcription by RNA polymerase II, at least the TATA-binding protein
of TFIID is now known to be required for initiation by all three types of
RNA polymerase, I, I1, and III. At the promoters served by RNA polym-
erase II, after TFIID binds, then TFIIA and B bind followed by RNA
polymerase II. After this TFIIE, F, G and still others bind. The order of
protein binding in vitro and the approximate location of binding of the
proteins was assayed using DNAse footprinting and the migration
retardation assay. In this assay, a piece of DNA about 200 base pairs
long is incubated with various proteins and then subjected to electro-
phoresis under conditions that increase the tightness of proteins bind-
ing to the DNA. The DNA migrates at one rate, and the protein-DNA
complex migrates more slowly through the gel, thereby permitting
detection and quantitation of protein binding to DNA.

The proteins mentioned in the previous section are termed basal factors.
They are required on all promoters and constitute a core of the tran-
scription activity. Additionally, eukaryotic promoters often also possess
one or more 8-t0-30 base-pair elements located 100 to 10,000 base pairs
upstream or downstream from the transcription start point. Similar
elements are found with prokaryotic promoters, but less frequently.
These elements enhance the promoter activity by five to a thousand-fold.
They were first found in animal viruses, but since then have been found
to be associated with nearly all eukaryotic promoters. The term, en-
hancer, is shifting slightly in meaning. Originally it meant a sequence
possessing such enhancing properties. As these enhancers were dis-
sected, frequently they were found to possess binding sites for not just
one, but sometimes up to five different proteins. Each of the proteins
can possess enhancing activity, and now the term enhancer can mean
just the binding site for a single enhancer protein.

Remarkably, enhancer elements still function when their distances
to the promoter are altered, and frequently they retain activity when the
enhancers are turned around, or even when they are placed downstream
from the promoter. Proteins bound to the enhancer sequences must
communicate with the RNA polymerase or other proteins at the pro-
moter. There are two ways this can be done, either by sending signals
along the DNA between the two sites as was first suggested, or by looping
the DNA to permit the two proteins to interact directly (Fig. 4.13). Most
of the existing data favor looping as the method of communication
between most enhancers and their associated promoter.

A second remarkable property of enhancers is their interchangeabil-
ity. Enhancers frequently confer the appropriate regulation properties
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Figure 4.13 How DNA looping permits a protein bound to DNA to contact an
initiation complex bound hundreds of nucleotides away.

on multiple promoters. That is, an enhancer-binding protein senses the
cellular conditions and then stimulates appropriately whatever pro-
moter is nearby. Enhancers confer specific responses that are sensitive
to tissue-type, developmental stage, and environmental conditions. For
example, when an enhancer that provides for steroid-specific response
of a gene is placed in front of another gene and its promoter, the second
gene acquires a steroid-specific response. That is, enhancers are general
modulators of promoter activity, and in most cases a specific enhancer
need not be connected to a specific promoter. Most enhancers are able
to function in association with almost any promoter. Not surprisingly,
a promoter that must function in many tissues, for example, the pro-
moter of a virus that grows in many tissues, has many different en-
hancers associated with it.

Enhancer-Binding Proteins

Some enhancer-binding proteins like the glucocorticoid receptor pro-
tein have been purified and studied in vitro. Other enhancer-binding
proteins, like the GAL4 and GCN4 proteins from yeast, can be engi-
neered and studied in vivo without ever purifying the protein. Both types
of studies indicate that enhancer proteins possess multiple independent
domains. The DNA-binding domain of the GAL4 enhancer protein can
be replaced with the DNA-binding domain of a bacterial repressor
protein, LexA (Fig. 4.14). When the LexA-binding sequence is placed in
front of some other yeast gene, the gene acquires the ability to be
induced by the GAL4-LexA hybrid protein when galactose is present.
The glucocorticoid receptor protein possesses DNA-binding, steroid-
binding, and activation domains. These too can be separated and
interchanged.

The regions of enhancer proteins necessary for activation can be
explored. By progressively deleting protein from an activating domain,
both Ptashne and Struhl have found that stretches of negatively charged
amino acids on some activator proteins are required for activation. In
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Figure 4.14 Hybrid enhancer proteins can activate transcription if they are
held in the right areas of DNA.

GCN4, two such regions are required for full activation abilities. It
appears necessary that these negatively charged amino acids all lie on
one face of an alpha helix. The other side of the helix can be hydropho-
bic. Activating helices can be designed de novo if they follow these
principles, but if the charged amino acids are shuffled, they do not
activate. Other structures in addition to negatively charged surfaces of
o-helices also function to activate RNA polymerase. Some enhancer-
binding proteins lack significant negatively charged regions and instead
possess large quantities of proline or glutamine.

Many enhancer proteins may be relatively simple. They can possess
nearly independent domains for DNA-binding, for binding a small
molecule like a hormone, and for activating RNA polymerase or the
basal machinery. The binding of a hormone may unmask the DNA-bind-
ing domain or the activation domain of the protein. In some cases the
activating domain may be little more than a high concentration of
negative charge whose interaction with TFIID activates transcription.

Activation in eukaryotes has to contend with the presence of histones
tightly-bound to the DNA. Undoubtedly, their presence interferes with
transcription. Some activator proteins therefore overcome the repres-
sive effects of bound histones. Other activator proteins can be expected
to go beyond overcoming repression, and will stimulate transcription.

The number of different enhancer-binding proteins appears to be
remarkably small in nature. Repeatedly, researchers are finding that
some of the enhancer proteins from one gene are highly similar to one
that controls another gene, either in that same organism or in a different
organism. Not only are the sequences of such proteins similar, but they
are functionally interchangeable. Heterologous in vitro transcription
systems can be constructed in which enhancer proteins from yeast
activate transcription from a human system. The yeast GCN4 protein is
similar to the AP-1, c-myc, c-jun, and c-fos proteins. AP-1 is a mammal-
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Figure 4.15 Enhancer proteins can interact with the TFIID complex directly
or through other proteins, shown in red.

ian protein that binds upstream from promoters, and c-myc, c-jun, and
c-fos are proteins that sometimes mutate and induce oncogenic growth
of cells.

Many of the enhancer-binding proteins interact with the TFIID
complex. Because gene regulation is so important to the cell and
because many different genes in a cell must be regulated, we can expect
a wide diversity of interaction modes (Fig. 4.15). The enhancer-binding
proteins can interact directly, via adapters, or in cooperation with
coadapters. Additionally, proteins that are part of the TFIID complex or
the other proteins may be required for some interactions and interfere
with others. That is, a protein may play an activating role in the
expression of some genes and a repressing role in the expression of
others.

DNA Looping in Regulating Promoter Activities

DNA looping is a reasonable way enhancers can interact with the
transcription apparatus. The available data say that this, indeed, is one
of the ways they work. For example, an enhancer can be placed on one
DNA circle, and the promoter it stimulates on another DNA circle. When
the DNA rings are linked, the enhancer functions. This shows that the
enhancer must be close to the promoter in three-dimensional space. The
linking experiment also shows that a protein or signal doesn’t move
down the DNA from the enhancer to the promoter.

DNA looping solves two physical problems in gene regulation. The
first concerns space. Regulatory proteins must do two things. They sense
intracellular conditions, for example, the presence of a growth hor-
mone. They then must turn on or turn off the expression of only those
genes appropriate to the conditions. These responses require that a
signal be transmitted from a sensor part of the regulatory protein to the
cellular apparatus responsible for transcribing or initiating transcrip-
tion from the correct gene. The phrase “correct gene” is the key here.
How can the regulatory protein confine its activity to the correct gene?
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Figure 4.16 The limited number of sites immediately adjacent to an RNA
polymerase molecule.

The easiest, and virtually the only general way for a regulatory protein
to recognize the correct gene is for the protein to recognize and bind to
a DNA sequence near or within the correct gene.

If a regulatory protein is bound adjacent to an RNA polymerase
molecule or adjacent to an auxiliary protein required for initiating
transcription, we can imagine direct protein-protein contacts for com-
munication of the necessary signals. The space problem arises since
only a limited number of proteins may bind immediately adjacent to the
transcription initiation complex (Fig. 4.16). The limit seems to be two
to four proteins. Since the regulatory pattern of many genes is complex
and likely to require the combined influence of more than two or three
regulatory proteins, we have a problem.

How can more than a couple of proteins directly influence the RNA
polymerase? DNA looping is one answer. A regulatory protein can be
bound within several hundred or several thousand base pairs of the
initiation complex and directly touch the complex by looping the DNA.
With DNA looping a sizeable number of proteins can simultaneously
affect transcription initiation via multiple loops. Additional possibilities
exist. For example, proteins could regulate by helping or hindering loop
formation or alternative looping could exist in the regulation scheme of
a gene.

A second reason for DNA looping is the cooperativity generated by a
system that loops. Consider a system in which a protein can bind to two
DNA sites separated by several hundred base pairs and then the proteins
can bind each other, thus forming a DNA loop. A different reaction
pathway can also be followed. A molecule of the protein could bind to
one of the sites and a second molecule of the protein could bind to the
first. By virtue of the potential for looping, the concentration of the
second protein in the vicinity of the second DNA site has been increased.

Such a concentration change increases the occupancy at the second
site above the value it would have in the absence of looping. Hence, the
presence of one site and looping increases occupancy of the second site.
Such a cooperativity can substantially facilitate binding at low concen-
trations of regulatory proteins. It also eliminates any time lags upon
gene induction associated with diffusion of a protein to its DNA-binding
site.

Increasing the local concentration of a regulatory protein near its
binding site solves a serious problem for cells. Thousands of regulatory
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proteins must be present in a bacterial cell and tens of thousands of
regulatory proteins may have to be present in the nucleus of some
eukaryotic cells. Since the total protein concentration possible in the
cell or nucleus is limited to about 200 mg/ml, and since the same space
must be shared with the chromosome and housekeeping proteins as
well, the concentration possible for any one type of regulatory protein
is strictly limited.

How then can the requisite binding of the regulatory protein to its
DNA target sequence be achieved? Basically, the effective concentration
of the protein must be high relative to the dissociation constant from
the site. If the affinity is too high, however, the tightness of binding may
make the dissociation rate from the site so slow that the protein’s
presence interferes with normal cellular activities like DNA replication,
recombination, and repair. A nice solution to these contradictory re-
quirements is to build a system in which the affinity of the protein for
the site is not too high, the overall concentration of the protein in the
cell is not too high, but the local concentration of the protein just in the
vicinity of the binding sites is high. DNA looping provides a simple
mechanism for increasing the local concentrations of regulatory pro-
teins.

Steps of the Initiation Process

The beginning state for initiation by RNA polymerase is a polymerase
molecule and a promoter free in solution, and the end state is a
polymerase molecule bound to DNA elongating an RNA chain. In this
state the DNA is partially melted so that base-pairing of ribonucleotides
to the template strand of the DNA can be used to determine the
nucleotides to be incorporated into the RNA. The initiation process that
separates the two states must be continuous, but it may well be approxi-
mated as consisting of discrete steps. Can any of these be detected and
quantitated and, if so, can measurement of the rates of proceeding from
one such state to the next during the initiation process provide useful
information? Ultimately we would hope that studies like these could
explain the differences in activities between promoters of different
sequence as well as provide the information necessary to design pro-
moters with specific desired activities or properties.

The first biochemical characterizations of the binding and initiation
rates of RNA polymerase on promoters were performed on highly active
promoters of bacterial origin. Such a choice for a promoter is natural
because it maximizes the signal-to-noise ratio in the data. The data
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Figure 4.17 Binding of an RNA polymerase to form a closed complex and the
near irreversible formation of an open complex.

obtained by Chamberlin with these promoters indicated that the initia-
tion process could be dissected into two steps: a rapid step during which
polymerase binds to DNA and a slower “isomerization” step in which
RNA polymerase shifts to an active form capable of immediately initi-
ating transcription (Fig. 4.17). Later studies on a wide variety of pro-
moters indicates that this approximation is generally useful. Some
promoters possess additional discernible steps in the initiation process.

It is natural to expect that the first step would be the point for
regulation of transcription. Since cells need to have promoters of widely
differing activity as well as promoters whose activities can be controlled,
it seems sensible that the binding step would vary among promoters,
and if auxiliary proteins are required for initiation at a promoter, they
would alter the binding rate. If the regulation of initiation by auxiliary
proteins occurred after the binding step, for example in the isomeriza-
tion step, then many polymerase molecules in cells would be nonpro-
ductively bound at promoters. This would be a waste of substantial
numbers of polymerase molecules. Apparently we lack important infor-
mation, for nature actually has it both ways. Some weak promoters have
good binding of polymerase, but slow isomerization, whereas the re-
verse is true with others. Similarly, on some regulated promoters
regulation is at the binding step, and on others the regulation occurs at
the isomerization step or at a step subsequent to isomerization.

Measurement of Binding and Initiation Rates

What experiments can be done to resolve unambiguously questions
about binding and initiation rates? One of the easiest measurements to
perform with RNA polymerase is quantitation of the total RNA synthe-
sized. It is tempting to try to adapt such measurements to the determi-
nation of binding and activation rates of RNA polymerase. The
execution of the experiments and the interpretation of the data are
difficult, however, and many misleading experiments have been done.
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Figure 4.18 Generation of abortive initiation products by provision of only the
first two nucleoside triphosphates required by a promoter.

Somewhat more direct measurements on the initiation of transcrip-
tion are possible. Such measurements were first performed by McClure,
who discovered that as RNA polymerase initiates in vitro it often goes
through several cycles of abortive initiation in which a short two or three
nucleotide, or sometimes longer polynucleotide is synthesized. The
sequence of these abortive initiation products is the same as the 5’ end
of the normal RNA transcript. RNA, like DNA, is elongated in the 5’-to-3’
direction. After one short polynucleotide is made, RNA polymerase does
not come off the DNA, but it remains bound at the promoter, and
another attempt is made at initiation. Additionally, two conditions lead
to the exclusive synthesis of the short polynucleotides: the presence of
rifamycin or the absence of one or more of the ribonucleoside triphos-
phates (Fig. 4.18). If nucleotides are omitted, those present must permit
synthesis of a 5" portion of the normal transcript. Under these condi-
tions, a polymerase molecule bound to a promoter and in the initiation
state will continuously synthesize the short, abortive initiation polynu-
cleotides.

Assay of the short polynucleotides synthesized under conditions
where longer polynucleotides cannot be synthesized provides a good
method of assaying initiation by RNA polymerase on many promoters.
The measurement is free of complexities generated by multiple initia-
tions at a single promoter or of the difficulties in interpretation gener -
ated by the addition of inhibitors. All that is necessary is the omission
of the appropriate nucleoside triphosphates. Once RNA polymerase
initiates on a promoter, it begins production of short polynucleotides,
but nothing else happens at this copy of the promoter.

Let us consider the possibility that the time required for RNA polym-
erase molecules to locate and bind to the promoters is a significant
fraction of the total time required for binding and initiation. An experi-
ment can be performed by mixing RNA polymerase, DNA containing a
promoter, and two or three of the ribonucleoside triphosphates and
measuring the kinetics of appearance of the short polynucleotides that
signal initiation. Suppose that the same experiment is repeated but with
the RNA polymerase at twice the original concentration (Fig. 4.19). In
this case the time required for RNA polymerase to find and bind to the
promoter should be half as long as in the first case, but the time required
for the isomerization part of the initiation process will remain the same.
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Figure 4.19 The kinetics of synthesis of dinucleotides following the mixing
RNA polymerase and DNA at two polymerase concentrations differing by a
factor of two.

Overall, the synthesis of the short polynucleotides should begin sooner
when polymerase is provided at a higher concentration.

By varying the concentration of polymerase in a set of experiments
and appropriately plotting the results, we can extrapolate to determine
the results that would have been seen if polymerase had been added at
infinite concentration. In such a situation, the delay of polymerase
binding to promoter should be zero. The residual delay in the appear-
ance of polynucleotides is the time required for isomerization of the
polymerase and DNA to the active state. Knowing this, we can then work
back and determine the rate of binding of RNA polymerase to the
promoter.

Consider now the possibility that the initial binding of RNA polym-
erase to promoters is fast and that the conversion of the bound polym-
erase to the active state is slow. If only a fraction of the promoters are
occupied by RNA polymerase. Increasing the concentration of RNA
polymerase in this situation will also increase the rate of the initial
appearance of the polynucleotides. The reason is that the initial concen-
tration of polymerase in the bound state increases with increasing
concentrations of polymerase in the reaction. The polynucleotide assay
permits quantitation of the apparent binding constant and of the
isomerization rate for this situation as well. Most importantly, the assay
may also be used to determine how an auxiliary protein assists initiation
on some promoters.

Relating Abortive Initiations to Binding and Initiating

The binding and initiation reactions explained in the previous section
are described by the following equation:
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Dinucleotides released

ki lg
R+P 2 RP-2 RP,
& Ko
where R is RNA polymerase free in solution, P is uncomplexed promoter
RP, is promoter with RNA polymerase bound in an inactive state defined
as “closed,” and RPy is promoter with RNA polymerase bound in an
active state called “open” because it can immediately begin transcrip-
tion if provided nucleotides.

If RNA polymerase and DNA containing a promoter are mixed
together, then the concentration of RPy at all times thereafter can be
calculated in terms of the initial concentrations R and P and the four
rate constants; however, the resulting solution is too complex to be of
much use. A reasonably close mathematical description of the actual
situation can be found by making three approximations. The first is that
R be much greater than P,. This is easily accomplished because the
concentrations of R and P added are under the experimentalist’s control.
The second is known to enzymologists as the steady-state assumption.
Frequently the rate constants describing reactions of the type written
above are such that, during times of interest, the rate of change in the
amount of RP,, is small, and the amount of RP, can be considered to be
in equilibrium with R, P, and RP.. That is,

dRP.
at

The third assumption is that k_; is much smaller than k. Experiments
show this to be a very good approximation. RNA polymerase frequently
takes hours or days to dissociate from a promoter. Straightforward
solution of the equations then yields RP, as a function of time in a useful
form:

= kiR x P— k 1RP: — koRP + k oRP, = 0.

RPo = (Pitia)(1 — @ kel
kikoR or
k]/?+ k_1 + kzl

1 :l+k_1+k2
Kobs ko = kikoR *

kobs =

Figure 4.20 Determination of the
parameter kops from the kinetics of
incorporation of radioactivity into
dinucleotides.

1K ops t (sec)
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Figure 4.21 Determination of the kinetic parameters describing initiation by
DNA polymerase from a series of kops values obtained at different RNA polym-
erase concentrations,

After starting the binding initiation assay, the total amount of oli-
gonucleotides synthesized by any time can be measured by removing a
sample from the synthesis mixture and chromatographically separating
nucleoside triphosphates from the short oligonucleotides. Since the rate
of oligonucleotide production is proportional to RPy, the total amount
of oligonucleotides synthesized as a function of time is given by

f
JO RPo(H)alt’ = (Pritio)(F— Viops + Viops© o).

Atvery large ¢ this increases linearly as P;jsiq ( £ — Ykqps ). Hence extrapo-
lating the linear portion of the curve to the point of zero oligonucleotides
gives 1/kops (Fig. 4.20). As seen above, 1/kops in the limit of high R yields
1/k>. At other concentrations, (k.1 + ka/kik,) is a linear function of 1/R.
Performing the abortive initiation reaction at a variety of concentrations
of R and measuring the kinetics of synthesis of oligonucleotides permits
straightforward evaluation of k» (Fig. 4.21). Often, k.1 is much greater
than k;, in which case the ratio ki/k.1, called Kp, or equivalently, k.1/k;
which is called Kjy, is obtained as well.

A variety of promoters have been examined by these techniques.
Highly active promoters must bind polymerase well and must perform
the initiation “isomerization” quickly. Less active promoters are poor
in binding RNA polymerase or slow in isomerization.

Roles of Auxiliary Transcription Factors

A strong promoter must have both a high affinity for polymerase and
also a high isomerization rate. The reverse is true of the weakest
promoters. They have low affinity and slow isomerization rates. Me-
dium-activity promoters are weak binders or slow at isomerization (Fig.
4.22). An auxiliary factor that stimulates RNA polymerase can change
either the binding constant or the isomerization rate. The lac operon
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promoter is stimulated by the cyclic AMP receptor protein called CAP
or CRP. Characterization of the lac promoter with and without CAP
shows that the protein primarily accelerates the isomerization step.

Melted DNA Under RNA Polymerase

One of the first steps of transcription is the binding of RNA polymerase
to the proper sequence on the DNA. The best evidence at present
supports the notion that RNA polymerase reads the sequence of the DNA
and identifies the promoter in a double-stranded unmelted structure. It
is theoretically possible that the bases of the growing RNA could be
specified by double-stranded unmelted DNA, but it seems vastly easier
for these bases to be specified by Watson-Crick base pairing to a partially
melted DNA duplex.

Direct experimental evidence shows that during the initiation proc-
ess, RNA polymerase melts at least 11 base pairs of DNA. For example,
positions on adenine rings normally occupied in base pairs become
available for chemical reaction if the pairs are disrupted, and their exact
positions along a DNA molecule can then be determined by methods
analogous to those used in DNA sequencing. Results obtained from this
type of measurement reveal that 11 base pairs of DNA from about the
middle of the Pribnow box to the start site of transcription are melted
when the RNA polymerase binds to a promoter.

A different method has also been used to measure the amount of DNA
that is melted by the binding of RNA polymerase. This method consists
of binding RNA polymerase to a nicked circular DNA molecule, sealing
the nick with polymerase still bound, and determining the change in the
supercoiling generated by the presence of the polymerase. If we assume
that the melted DNA strands are held parallel to the helix axis, this
method yields 17 base pairs melted. The problem is that no method has
been developed to determine whether the melted region contains any
twist. If it does, then the size of the region that is melted cannot be
precisely determined (Fig. 4.23).

The melting of 10 to 15 base pairs of DNA under physiological
conditions requires appreciable energy because this length of oligomers
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Figure 4.23 Topological measurements cannot give the exact number of base
pairs opened by binding of a protein. In each of the three cases, 13 base pairs
are broken, but only if the melted region is not twisted does the DNA contain
one less twist.

hybridize together with a very high binding constant. The tight hybridi-
zation derives from the same source that pushes DNA to the double
helical structure, base stacking interactions and hydrogen bonds. Since
a large amount of energy is required to melt the DNA and a limited
amount of energy is available from the binding of RNA polymerase,
thermal motion in the solution provides the activation energy for the
melting. Once this occurs, polymerase binds tightly to parts of the
separated strands and maintains the bubble. At low temperatures, and
therefore lower thermal motion, an RNA polymerase-DNA duplex is
much less likely to possess the requisite activation energy, and the
melting rate at lower temperatures is much reduced. At 0° virtually no
RNA polymerase bound to phage T7 DNA is able to initiate in reasonable
periods of time, while at 30° almost 100% has isomerized and is able to
initiate within a few minutes. Similarly, the melting rate is affected by
the salt concentration.

Problems

4.1. If RNA polymerase subunits B and ’ constitute 0.005 by weight
of the total protein in an E. coli cell, how many RNA polymerase
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molecules are there per cell, assuming each B and B’ within the cell is
found in a complete RNA polymerase molecule?

4.2. A typical E. coli cell with a doubling time of 50 minutes contains
10,000 ribosomes. If RNA is elongated at about 70 nucleotides per
second, how many RNA polymerase molecules must be synthesizing
ribosomal RNA at any instant?

4.3. Proteins can protect the DNA sequence to which they have bound
from modification by some chemicals. What is a logical conclusion of
the fact that some bases in the -35 region of a promoter are not protected
by the presence of RNA polymerase, and yet their modification prior to
addition of RNA polymerase prevents open complex formation?

4.4, In Summers, Nature 223, 1111 (1969), what are the experimental
data that suggest the model proposed in the paper is incorrect and
instead that phage T7 synthesizes its own RNA polymerase?

4.5. Why should DNA in front of a transcribing RNA polymerase
molecule be less negatively supercoiled than in the absence of the
polymerase, and why should the DNA behind the polymerase be more
negatively supercoiled?

4.6. In light of the size and necessary DNA contacts made by the
subunit of RNA polymerase, comment on its probable shape.

4.7. From the definition of optical density, OD, and the fact that
passage of a charged particle through a crystal of silver halide renders
it capable of being developed into a silver particle, estimate the number
of P3? decays that are necessary in an autoradiograph experiment to
blacken an area equal to the size of a penny to an OD of 1.0. To solve
this, it will be necessary to look up some fundamental information on
photographic emulsions.

4.8. Why does urea or methyl mercury denature RNA?

4.9. When one copy of an enhancer sequence was placed in any
position upstream from a reporter gene, the expression level of the
reporter was one. The enhancer sequence was fully occupied by the
enhancer protein. When two copies of the enhancer were placed up-
stream of the reporter, the expression level was not two as expected, but
was five to ten. What would the value of two have meant, and what does
the expression value of five to ten mean about the target of the enhancer-
binding proteins?

4.10. In one orientation an enhancer could work when placed any
distance from a promoter, but when inverted, it could work only if it
was located at greater than a critical minimum distance from the
promoter. Why?

4.11. Suppose in vitro transcription from a promoter located on a
400-base-pair piece of DNA requires an auxiliary protein A in addition
to RNA polymerase. In experiments to determine A’s mechanism of
action, order of addition experiments were performed (Fig. 4.24 ). Pro-
pose an explanation consistent with these data and an experiment to
confirm your hypothesis.
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Figure 4.24 Data for Problem 4.11. Additions are made to the reaction mix-
tures as indicated on the horizontal time lines, and samples are taken at various
times according to the two protocols. The resultant kinetics of RNA chains
initiated per minute are indicated.

4.12. How might you attack the question of whether transcription of
DNA in eukaryotes displaces nucleosomes from the transcribed DNA?

4.13. Suppose we have a repressor that can prevent the binding of
RNA polymerase if it is bound to a site overlapping the RNA polymerase-
binding site, and which can completely block the progress of an RNA
polymerase if an elongating polymerase runs into it. Why would you
expect the effectiveness of the repressor to be higher when its binding
site overlaps the polymerase binding site than when its binding site is
located at, say, +50? Assume all the relevant kinetic parameters are
identical in the two cases.

Recommended Readings

The Molecular Topography of RNA Polymerase Promoter Interaction, R.
Simpson, Cell 18, 277-285 (1979).

Topography of Transcription: Path of the Leading End of Nascent RNA
Through the Escherichia coli Transcription Complex, M. Hanna, C.
Meares, Proc. Nat. Acad. Sci. USA 80, 4238-4242 (1983).

Five Intermediate Complexes in Transcription Initiation by RNA Polym-
erase II, S. Buratowski, S. Hahn, L. Guarente, and P. Sharp, Cell 56,
549-561 (1989).

A Transcriptional Enhancer Whose Function Imposes a Requirement that
Proteins Track Along DNA, D. Hesendeen, G. Kassavetis, E.
Geiduschek, Science 256, 1298-1303 (1992).



114 RNA Polymerase and RNA Initiation

RNA Polymerase and Core Transcription Factors

Amber Mutations of E. coli RNA Polymerase, S. Austin, I. Tittawella, R. S.
Hayward, J. Scaife, Nature New Biology 232, 133-136 (1971).

Invivo Distribution of RNA Polymerase Between Cytoplasm and Nucleoid
in E. coli, W. Runzi, H. Matzura, J. Bact. 125, 1237-1239 (1976).

Systematic Nomenclature for the RNA Polymerase Genes of Prokaryotes,
R. Hayward, J. Scaife, Nature 260, 646-647 (1976).

Extensive Homology Among the Largest Subunits of Eukaryotic and
Prokaryotic RNA Polymerases, L. Allison, M. Moyle, M. Shales, C.
Ingles, Cell 42, 599-610 (1985).

A Unique Structure at the Carboxyl Terminus of the Largest Subunit of
Eukaryotic RNA Polymerase II, J. Corden, D. Cadena, J. Ahearn, M.
Dahmus, Proc. Natl. Acad. Sci. USA 82, 7934-7938 (1985).

Homology between RNA Polymerases of Poxviruses, Prokaryotics, and
Eukaryotes: Nucleotide Sequence and Transcriptional Analysis of Vac-
cinia Virus Genes Encoding 147-kDa and 22-kDa Subunits, S. Broyles,
B. Moss, Proc. Natl. Acad. Sci. USA 83, 3141-3145 (1986).

Phosphorylation of RNA Polymerase by the Murine Homologue of the
Cell-cycle Control Protein CDC2, J. Cisek, J. Corden, Nature 339,
679-684 (1989).

A Protein Kinase that Phosphorylates the C-terminal Repeat Domain of
the Largest Subunit of RNA Polymerase II, J. Lee, A. Greenleaf, Proc.
Natl. Acad. Sci. USA 86, 3624-3628 (1989).

rpoZ, Encoding the Omega Subunit of Escherichia coli RNA Polymerase,
is in the Same Operon as spoT, D. Gentry, R. Burgess, J. Bact. 171,
1271-1277 (1989).

Altered Promoter Recognition by Mutant Forms of the 67° Subunit of
Escherichia coli RNA Polymerase, D. Siegele, J. Hu, W. Walter, C. Gross,
J. Mol. Biol. 206, 591-603 (1989).

Cloning and Structure of a Yeast Gene Encoding a General Transcription
Initiation Factor TFIID that Binds to the TATA Box, M. Horikoshi, C.
Wang, H. Fujii, T. Cromlish, P. Weil, R. Roeder, Nature 3417, 299-303
(1989).

RNA Polymerase II C-terminal Repeat Influences Response to Transcrip-

tional Enhancer Signals, C. Scafe, D. Chao, J. Lopes, J. Hirsch, S. Henry,
R. Young, Nature 347, 491-494 (1990).

Structural Study of the Yeast RNA Polymerase A, P. Schultz, H. Célia, M.
Riva, S. Darst, P. Colin, R. Kornberg, A. Sentenac, P. Oudet, J. Mol. Biol.
216, 353-362 (1990).

Spatial Arrangement of o-Factor and Core Enzyme of Escherichia coli
RNA Polymerase, A Neutron Solution Scattering Study, H. Lederer, K.
Mortensen, R. May, G. Baer, H. Crespi, D. Dersch, H. Heumann, J. Mol.
Biol. 219, 747-755 (1991).

Three-Dimensional Structure of Yeast RNA Polymerase II at 16 A Reso-
lution, S. Darst, A. Edwards, E. Kabalek, R. Kornberg, Cell 66, 121-128
(1991).

DNA Repair Helicase: A Component of BTF2(TFIIH) Basic Transcription
Factor, L. Schaeffer, R. Roy, S. Humbert, V. Moncollin, W. Vermenlen,
J. Hoeijmakers, P. Chambon, J. Egly, Science 250, 58-63 (1993)

Identification of a 3’-5" Exonuclease Activity Associated with Human RNA

Polymerase II, D. Wang, D. Hawley, Proc. Natl. Acad. Sci. USA 90,
843-847 (1993).



References 115

Transcript Cleavage Factors from E. coli, S. Borukhov, V. Sagitov, A.
Goldfarb, Cell 72, 459-466 (1993).

Promoters

Nucleotide Sequence of an RNA Polymerase Binding Site at an Early T7
Promoter, D. Pribnow, Proc. Nat. Acad. Sci. USA 72, 784-788 (1975).

Bacteriophage T7 Early Promoters: Nucleotide Sequences of Two RNA
Polymerase Binding Sites, D. Pribnow, J. Mol. Biol. 99, 419-443 (1975).

Distinctive Nucleotide Sequences of Promoters Recognized by RNA Po-
lymerase Containing a Phage-Coded “Sigma-like” Protein, C. Talk-
ington, J. Pero, Proc. Nat. Acad. Sci. USA 76, 5465-5469 (1979).

Sequence Determinants of Promoter Activity, P. Youderian, S. Bouvier,
M. Susskind, Cell 30, 843-853 (1982).

A lac Promoter with a Changed Distance between -10 and -35 Regions, W.
Mandecki, W. Reznikoff, Nuc. Acids Res. 10, 903-911 (1982).

Compilation and Analysis of Escherichia coli Promoter DNA Sequences,
D. Hawley, W. McClure, Nucleic Acids Res. 11, 2237-2255 (1983).

Each of the Three “TATA Elements” Specifies a Subset of the Transcrip-
tion Initiation Sites of the CYC-1 Promoter of Saccharomyces cerevisiae,
S. Hahn, E. Hoar, L. Guarente, Proc. Nat. Acad. Sci. USA 82, 8562-8566
(1985).

Several Distinct “CCAAT” Box Binding Proteins Coexist in Eukaryotic
Cells, M. Raymondjean, S. Cereghini, M. Yaniv, Proc. Nat. Acad. Sci.
USA 85, 757-761 (1988).

Periodic Interactions of Yeast Heat Shock Transcriptional Elements, R.
Cohen, M. Messelson, Nature 332, 856-857 (1988).

Human CCAAT-Binding Proteins Have Heterologous Subunits, L. Cho-
dosh, A. Baldwin, R. Carthew, P. Sharp, Cell 53, 11-24 (1988).

Defining the Consensus Sequences of E. coli Promoter Elements by
Random Selection, Nuc. Acids Res. 16, 7673-7683 (1988).

Synthetic Curved DNA Sequences Can Act as Transcriptional Activators
in Escherichia coli, L. Bracco, D. Kotlarz, A. Kolb, S. Diekmann, H. Buc,
EMBO Journal 8, 4289-4296 (1989).

Weight Matrix Descriptions of Four Eukaryotic RNA Polymerase II Pro-

moter Elements Derived from 502 Unrelated Promoter Sequences, P.
Bucher, J. Mol. Biol. 212, 563-578 (1990).

Enhancers, Regulatory Proteins, and Function

Expression of a B-Globin Gene is Enhanced by Remote SV40 DNA Se-
quences, J. Banerji, S. Rusconi, W. Schaffner, Cell 27, 299-308 (1981).

A Small Segment of Polyoma Virus DNA Enhances the Expression of a
Cloned B-Globin Gene Over a Distance of 1400 Base Pairs, J. de Villiers,
L. Olson, J. Banerji, W. Schaffner, Nuc. Acids Res. 9, 6251-6264 (1981).

A 12-base-pair DNA Motif that is Repeated Several Times in Metal-
lothionein Gene Promoters Confers Metal Regulation to a Heterolo-
gous Gene, G. Stuart, P. Searle, H. Chen, R. Brinster, R. Palmiter, Proc.
Nat. Acad. Sci. USA 81, 7318-7322 (1984).

Distinctly Regulated Tandem Upstream Activation Sites Mediate Catabo-

lite Repression in the CYCI Gene of S. cerevisiae, L. Guarente, B.
Salonde, P. Gifford, E. Alani, Cell 36, 503-511 (1984).



116 RNA Polymerase and RNA Initiation

GCN4 Protein, Synthesized In vitro, Binds HIS3 Regulatory Sequences:
Implications for General Control of Amino Acid Biosynthetic Genes in
Yeast, I. Hope, K. Struhl, Cell 43, 177-188 (1985).

Products of Nitrogen Regulatory Genes ntrA and ntrC of Enteric Bacteria
Activate glnA Transcription in vitro: Evidence that the ntrA Product is
a o Factor, J. Hirschman, P. Wong, K. Keener, S. Kustu, Proc. Nat. Acad.
Sci. USA 82, 7525-7529 (1985).

Transcription of the Human B-Globin Gene Is Stimulated by an SV40
Enhancer to Which it is Physically Linked but Topologically Uncou-
pled, S. Plon, J. Wang, Cell 45, 575-580 (1986).

Heat Shock Regulatory Elements Function as an Inducible Enhancer in
the Xenopus hsp 70 Gene and When Linked to a Heterologous Pro-
moter, M. Bienz, H. Pelham, Cell 45, 753-760 (1986).

Transcription of glnA in E. coli is Stimulated by Activator Bound to Sites
Far from the Promoter, L. Reitzer, B. Magasanik, Cell 45, 785-792
(1986).

Functional Dissection of a Eukaryotic Transcriptional Activator Protein,
GCN4 of Yeast, I. Hope, K. Struhl, Cell 46, 835-894 (1986).

Multiple Nuclear Factors Interact with the Immunoglobulin Enhancer
Sequences, R. Sen, D. Baltimore, Cell 46, 705-716 (1986).

A Cellular DNA-binding Protein that Activates Eukaryotic Transcription
and DNA Replication, K. Jones, J. Kadonaga, P. Rosenfeld, T. Kelly, R.
Tjian, Cell 48, 79-89 (1986).

Diversity of Alpha-fetoprotein Gene Expression in Mice is Generated by a
Combination of Separate Enhancer Elements, R. Hammer, R. Krum-
lanf, S. Campter, R. Brinster, S. Tilghman, Science 235, 53-58 (1987).

Transcription in Yeast Activated by a Putative Amphipathic alpha Helix
Linked to a DNA Binding Unit, E. Giniger, M. Ptashne, Nature 330,
670-672 (1987).

The JUN Oncoprotein, a Vertebrate Transcription Factor, Activates Tran-
scription in Yeast, K. Struhl, Nature 332, 649-650 (1987).

GAL4 Activates Gene Expression in Mammalian Cells, H. Kakidoni, M.
Ptashne, Cell 52, 161-167 (1988).

The Yeast UASg is a Transcriptional Enhancer in Human HeLaCells in
the Presence of the GAL4 Trans-activator, N. Webster, J. Jin, S. Green,
M. Hollis, P. Chambon, Cell 52, 169-178 (1988).

v-jun Encodes a Nuclear Protein with Enhancer Binding Properties of
AP-1, T. Bos, D. Bohmann, H. Tsuchie, R. Tjian, P. Vogt, Cell 52,
705-712 (1988).

The JUN Oncoprotein, a Vertebrate Transcription Factor, Activates Tran-
scription in Yeast, K. Struhl, Nature 332, 649-650 (1988).

A Yeast and a Human CCAAT-binding Protein Have Heterologous
Subunits That are Functionally Interchangeable, L. Chodosh, J. Olesen,
S. Hahn, A. Baldwin, L. Guarente, P. Sharp, Cell 53, 25-35 (1988).

Yeast Activators Stimulate Plant Gene Expression, J. Ma, E. Przibilla, J.
Hu, L. Bogorad, M. Ptashne, Nature 334, 631-633 (1988).

Chromosomal Rearrangment Generating a Composite Gene for Develop-
mental Transcription Factor, P. Stragier, B. Kuenkel, L. Kroos, R.
Losick, Science 243, 507-512 (1989).

Yeast GCN4 Transcriptional Activator Protein Interacts with RNA Polym-
erase 11 in vitro, C. Brandl, K. Struhl, Proc. Natl. Acad. Sci. USA 86,
2652-2656 (1989).



References 117

An Enhancer Stimulates Transcription in trans When Attached to the
Promoter via a Protein Bridge, H. Muller, J. Sogo, W. Schaffner, Cell
56, 767-777 (1989).

Direct and Selective Binding of an Acidic Transcriptional Activation
Domain to the TATA-box Factor TFIID, K. Stringer, J. Ingles, J. Green-
blatt, Nature 345, 783-786 (1990).

Evidence for Interaction of Different Eukaryotic Transcriptional Activa-
tors with Distinct Cellular Targets, K. Martin, J. Lille, M. Green, Nature
346, 199-202 (1990).

Stringent Spacing Requirements for Transcription Activation by CRP, K.
Gaston, A. Bell, A. Kolb, H. Buc, S. Busby, Cell 62, 733-743 (1990).

A Mediator Required for Activation of RNA Polymerase II Transcription
in vitro, P. Flanagan, R. Kelleher III, M. Sayre, H. Tschochner, R.
Kornberg, Nature 350, 436-438 (1991).

A New Mechanism for Coactivation of Transcription Initiation: Reposi-
tioning of an Activator Triggered by the Binding of a Second Activator,
E. Richet, D. Vidal-Ingigliardi, O. Raibaud, Cell 66, 1185-1195 (1991).

Suppressor Mutations in7poA Suggest that OmpR Controls Transcription
by Direct Interaction with the o Subunit of RNA Polymerase, J. Slauch,
F. Russo, T. Silhavy, J. Bact. 173, 7501-7510 (1991).

Sequence-specific Antirepression of Histone H1-mediated Inhibition of
Basal RNA Polymerase II Transcription, G. Croston, L. Kerrigan, L.
Lira, D. Marshak, J. Kadonaga, Science 251, 643-649 (1991).

TFIID Binds in the Minor Groove of the TATA Box, B. Star, D. Hawley,
Cell 67, 1231-1240 (1991).

The TATA-binding Protein is Required for Transcription by All Three
Nuclear RNA Polymerases in Yeast Cells, B. Cormack, K. Struhl, Cell
69, 685-696 (1992).

Variants of the TATA-binding Protein Can Distinguish Subsets of RNA
Polymerase I, II, and IIT Promoters, M. Schultz, R. Reeder, S. Hahn,
Cell 69, 697-702 (1992).

A Carboxyl-terminal-domain Kinase Associated with RNA Polymerase 11
Transcription Factor § from Rat Liver, H. Serizawa, R. Conaway, J.
Conaway, Proc. Natl. Acad. Sci. USA 89, 7476-7480 (1992).

Human General Transcription Factor ITH Phosphorylates the C-terminal
Domain of RNA Polymerase II, H. Lu, L. Zawel, L. Fisher, J. Egly, D.
Reinberg, Nature 358, 641-645 (1992).

Stimulation of Phage APL Promoter by Integration Host Factor Requires
the Carboxyl Terminus of the a-subunit of RNA Polymerase, H. Giladi,
K. Igarashi, A. Ishihama, A. Oppenheim, J. Mol. Biol. 227, 985-990
(1992).

Genetic Evidence that an Activation Domain of GAL4 Does not Require
Acidity and May Form a 8 Sheet, K. Leuther, J. Salmeron, S. Johnston,
Cell 72, 575-585 (1993).

The Initiation Process

Studies of Ribonucleic Acid Chain Initiation by E. coli Ribonucleic Acid
Polymerase Bound to T7 Deoxyribonucleic Acid I. An Assay for the Rate
and Extent of RNA Chain Initiation, W. F. Mangel, M. J. Chamberlin,
J. Biol. Chem. 249p, 2995-3001 (1974).



118 RNA Polymerase and RNA Initiation

Physiochemical Studies on Interactions Between DNA and RNA Polym-
erase: Unwinding of the DNA Helix by E. coli RNA Polymerase, J. Wang,
J. Jacobsen, J. Saucier, Nuc. Acids Res. 4, 1225-1241 (1978).

Physiochemical Studies on Interactions between DNA and RNA Polym-
erase: Ultraviolet Absorption Measurements, T. Hsieh, J. Wang, Nuc.
Acids Res. 5, 3337-3345 (1978).

E. coli RNA Polymerase Interacts Homologously with Two Different
Promoters, U. Siebenlist, R. Simpson, W. Gilbert, Cell 20, 269-281
(1980).

Rate-limiting Steps in RNA Chain Initiation, W. McClure, Proc. Nat. Acad.
Sci. USA 77, 5634-5638 (1980).

Mechanism of Activation of Transcription Initiation from the Lambda
PrMm Promoter, D. Hawley, W. McClure, J. Mol. Biol. 157, 493-525
(1982).

A Topological Model for Transcription Based on Unwinding Angle Analy-
sis of E. coli RNA Polymerase Binary Initiation and Ternary Complexes,
H. Gamper, J. Hearst, Cell 29, 81-90 (1982).

Separation of DNA Binding from the Transcription-activating Function
of a Eukaryotic Regulatory Protein, L. Keegan, G. Gill, M. Ptashne,
Science 231, 699-704 (1986).

Dynamic and Structural Characterization of Multiple Steps During Com-
plex Formation between E. coli RNA Polymerase and the fetR Promoter
from pSC101, G. Duval-Valentin, R. Ehrlich, Nuc. Acids Res. 15, 575-
594 (1987).

Transcriptional Slippage Occurs During Elongation at Runs of Adenine
or Thymine in Escherichia coli, L. Wagner, R. Weiss, R. Driscoll, D.
Dunn, R. Gesteland, Nuc. Acids Res. 18, 3529-3535 (1990).

Development of RNA Polymerase-promoter Contacts During Open Com-
plex Formation, J. Mecsas, D. Cowing, C. Gross, J. Mol. Biol. 220,
585-597 (1991).

The Phosphorylated Form of the Enhancer-binding Protein NTRC Has an
ATPase Activity that is Essential for Activation of Transcription, D.
Weiss, J. Batat, K. Klose, J. Keener, S. Kustu, Cell 67, 155-167 (1991).

Techniques

The Reliability of Molecular Weight Determinations by Dodecyl Sulfate-
Polyacrylamide Gel Electrophoresis, K. Weber, M. Osborn, J. Biol.
Chem. 244, 4406-4412 (1969).

Reconstitution of Bacterial DNA Dependent RNA Polymerase from Iso-
lated Subunit as a Tool for Elucidation of the Role of the Subunits in
Transcription, A. Heil, W. Zillig, FEBS Letters 17, 165-168 (1970)

Binding of Dodecyl Sulfate to Proteins at High Binding Ratios, Possible
Implications for the State of Proteins in Biological Membranes, J.
Reynolds, C. Tanford, Proc. Nat. Acad. Sci. USA66, 1002-1007 (1970).

A Procedure for the Rapid, Large-Scale Purification of E. coli DNA-De-
pendent RNA Polymerase Involving Polymin P Precipitation and DNA-
cellulose Chromotography, R. Burgess, J. Jendrisak, Biochem. 74,
4634-4638 (1975).

A Steady State Assay for the RNA Polymerase Initiation Reaction, W.
McClure, C. Cech, D. Johnston, J. Biol. Chem. 253, 8941-8948 (1978).

Laser Crosslinking of E. coli RNA Polymerase and T7 DNA, C. Harrison,
D. Turner, D. Hinkle, Nuc. Acids Res. 10, 2399-2414 (1982).



Transcription,
Termination, and RNA
Processing

O

In the previous chapter we considered the structure of RNA polym-
erases, the transcription initiation process, the structure of promoters
and enhancers, and their functions. In this chapter we shall continue
with the transcription process. We shall briefly consider the elongation
process and then discuss the termination of transcription. Finally, we
shall discuss the processing of RNA that occurs after transcription. This
includes both the simple modification of RNA by cleavage or the
addition of groups and bases, and the more complex cutting, splicing,
and editing that occurs more often in eukaryotic cells than in prokary-
otic cells.

Polymerase Elongation Rate

Even more than in DNA synthesis, it is sensible for cells to regulate RNA
synthesis at the initiation steps so that the elaborate machinery involved
in independently regulating thousands of genes need not be built into
the basic RNA synthesis module. Once RNA synthesis has been initiated,
it proceeds at the same average rate on most, independent of growth
conditions. Can this be demonstrated? Another need for knowing the
RNA elongation rate is in the interpretation of physiological experi-
ments. How soon after the addition of an inducer can a newly synthe-
sized mRNA molecule appear?

RNA elongation rate measurements are not too hard to perform in
vitro, but they are appreciably more difficult to perform on growing
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Figure 5.1 Effects of rifamycin addition on transcription of a large operon.
Upon the addition of rifamycin, no more RNA polymerase molecules may
initiate transcription. Those polymerase molecules that were transcribing con-
tinue to the end of the operon. Finally, the polymerase molecule that had
initiated transcription just before the addition of rifamycin completes tran-
scription of the operon.

cells. Here we shall explain one method that has been used to determine
the in vivo RNA elongation rate in Escherichia coli.

The measurement used rifamycin, an antibiotic that inhibits RNA
polymerase only at the initiation step. It has no effect on RNA polym-
erase molecules engaged in elongation. Rifamycin and radioactive urid-
ine were simultaneously added to bacteria; thus only those RNA chains
that were in the process of elongation at the time of the additions were
radioactively labeled, and no new ones could be initiated (Fig. 5.1). At
various times after the rifamycin and uridine addition, samples were
taken from the culture and their RNA was separated according to size

Figure 5.2 Structure of the ribosomal RNA operon used to determine the RNA
elongation rate in E. coli.
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by electrophoresis on polyacrylamide gels. Suppose that a specific
species of RNA molecule is well separated from all other species by the
electrophoresis. Then, the radioactivity in this size class will increase
with time for as long as RNA polymerase molecules transcribe the
corresponding gene, but once the last polymerase molecule to initiate
has crossed the region, there can be no additional increase in radioac-
tivity. The interval between the addition of rifamycin and the end of the
period over which radioactivity increases is the time required for an
RNA polymerase molecule to transcribe from the promoter to the end
of the transcribed region.

The ribosomal RNA gene complexes were a convenient system for
these measurements. Each of these seven nearly identical gene com-
plexes consists of two closely spaced promoters, a gene for the 16S
ribosomal RNA, a spacer region, a tRNA gene, the gene for the 23S
ribosomal RNA, and the gene for the 5S ribosomal RNA (Fig. 5.2). The
total length of this transcriptional unit is about 5,000 nucleotides. The
16S RNA, spacer tRNA, 23S RNA, and 5S RNA are all generated by
cleavage from the growing polynucleotide chain.

The interval between the time of rifamycin addition and the time at
which the last RNA polymerase molecule transcribes across the end of
the 5S gene is the time required for RNA polymerase to transcribe the
5,000 bases from the promoter to the end of the ribosomal gene com-
plex. This time is found from the radioactive uridine incorporation
measurements. Transcription across the 5S gene ends when the radio -
activity in 58 RNA stops increasing. This happens about 90 seconds after
rifamycin and uridine addition (Fig. 5.3). This yields an elongation rate
of about 60 nucleotides per second. This type of elongation rate meas-
urement has been performed on cells growing at many different growth
rates, and as expected, the results show that the RNA chain growth rate
is independent of the growth rate of cells at a given temperature.

Transcription Termination at Specific Sites

If transcription of different genes is to be regulated differently, then the
genes must be transcriptionally separated. Such transcriptional isola-
tion could be achieved without explicit transcriptional barriers between
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Figure 5.4 Fusion between two operons to place some of the genes of operon
B under control of the promoter of operon A. The fusion removes the transcrip-
tion termination signal 4 and the promoter pp.

genes if genes were widely spaced and if RNA polymerase occasionally
randomly terminated transcription. A more efficient method to separate
transcriptional units is merely to have transcription termination signals
at their ends.

Transcription termination signals can be shown to exist by several
types of experiments. One that was first done in bacteria is genetic. As
mentioned earlier, transcriptional units are called operons. Even
though genes in two different operons may be located close to one
another on the chromosome, only by deleting the transcription termi-
nation signal at the end of one operon can genes of the second operon
be expressed under control of the first promoter (Fig. 5.4).

A second type of demonstration usesin vitro transcription. Radioac-
tive RNA is synthesized in vitro from a well-characterized DNA template
and separated according to size on polyacrylamide gels. Some templates
yield a discrete class of RNA transcripts produced by initiation at a
promoter and termination at a site before the end of the DNA molecule.
Thus these templates must contain a transcription termination site. Of
course, cleavage of an RNA molecule could be mistaken for termination.

Simple experiments modifying the beginning and middle parts of genes
show that most often it is just the sequence at the end of the transcribed
region that specifies transcription termination. One simple mechanism
for transcription termination in bacteria utilizes just the RNA polym-
erase and requires only a special sequence near the 3’ end of the RNA.
The termination signal consists of a region rich in GC bases that can
form a hairpin loop closely followed by a string of U’s. This class of
terminators functions without the need for auxiliary protein factors
from the cell. Frequently termination in eukaryotic systems occurs in a
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run of U’s as in the prokaryotic case, but no hairpin upstream is
apparent.

Most likely as the RNA is elongated past the region rich in GC, it base
pairs with itself to form a hairpin (Fig. 5.5). This hairpin may fit so
poorly in the transcript groove or canyon in the polymerase (Fig. 5.6),
that it weakens the binding of polymerase to the transcription bubble
and also causes the RNA polymerase to pause in this region. Release
then occurs from the run of U’s. Direct physical measurements have
shown that oligo (rU:dA) hybridizes with exceptional weakness com-
pared to other oligonucleotides. The combination of these factors
changes the RNA elongation complex from being extremely stable to
being so unstable that transcription termination usually occurs.

A second class of prokaryotic terminators is much different. This
class requires the presence of the rho protein for termination. The
termination activity is further stimulated by a second protein, the nzsA
gene product. During transcription, RNA polymerase pauses near a
termination sequence, most likely aided in pausing by the NusA protein,
and then rho terminates the transcription process and releases the RNA
and RNA polymerase. Analysis of the 3’ ends of rho-dependent tran-
scripts reveals them to contain no discernible sequence patterns or
significant secondary structures. They have even less secondary struc-
ture than expected for completely random sequences.

Most likely, when the nascent RNA extending from the RNA polym-
erase is free of ribosomes and lacks significant secondary structure, the

Figure 5.6 The melted DNA
and RNA likely fit within can-
yons on RNA polymerase.
The walls, however, may
close in after polymerase
binds to DNA to help hold
onto the DNA.
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Figure 5.7 RNA hybridized to a circular DNA molecule is a substrate for rho
protein plus ATP which separates the two nucleic acids.

rho protein can bind and move with the consumption of energy along
the RNA up to the polymerase. When it reaches the polymerase, it
separates the growing transcript from the template and terminates
transcription. The separation of the two strands is accomplished by an
RNA-DNA helicase (Fig. 5.7).

The discovery of rho factor was accidental. Transcription of lambda
phage DNA in an in vitro system produced a large amount of incorrect
transcript. This inaccuracy was revealed by hybridizing the RNA to the
two separated strands of lambda phage. Correct transcripts would have
hybridized predominantly to only one strand. Apparently the conditions
being used for transcription did not faithfully reproduce those existing
within the cell and the rho factor somehow reduced the amount of
incorrect transcription. This is a biochemist’s dream for it means that
something must exist and is waiting to be found. Therefore Roberts
looked for and found a protein in cell extracts that would enhance the
fidelity of in vitro transcription. Upon completing the purification and
in studying the properties of his “fidelity” factor, he discovered that it
terminated transcription. Rho factor shares suggestive properties with
a DNA helicase required in DNA replication, DnaB. Both bind to nucleic
acid and move along the nucleic acid with the consumption of ATP. In
the process of this movement, a complementary strand can be displaced.
Further, both helicases are hexameric, and both hydrolyze significant
amounts of ATP when in the presence of a single-stranded oligonu-
cleotide.

Although transcription termination and its regulation is usually de-
termined only by events occurring near the 3’ end of the transcript,
sometimes the 5" end is also involved. The transcription in E. coli of
ribosomal RNA and of some of the genes of phage lambda depends
upon modifying the transcription complex shortly after the polymerase
crosses a special sequence near the promoter. At this point several
proteins bind to the RNA copy of the sequence and bind to the RNA
polymerase as well. After such a modification, elongation will proceed
to the end of the transcription unit and ignore some opportunities for
termination that would be utilized by an unmodified RNA polymerase.
It would be amazing if eukaryotic cells did not also utilize this as a
mechanism for gene regulation.
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Processing Prokaryotic RNAs After Synthesis

It is not altogether surprising that intact transcripts produced by tran-
scription of some operons are not always suited for all the biological
roles of RNA. In E. coli the ribosomal and tRNAs are processed following
transcription. For example, RNAse III first cleaves in the portions of the
rRNA that are folded back on themselves to form hairpins (Fig. 5.8).
Then other nucleases make additional cuts. RNAse III also cleaves the
early transcripts of phage T7. A number of methyl groups are also added
to the rRNA after its synthesis.

How do we know RNAse III cleaves the ribosomal and phage T7
RNAs? The effects of mutations are one way to attack this general
problem of demonstrating the in vivo role of an enzyme. Investigators
first isolated a mutant defective in RNAse II1. They did this by screening
extracts prepared from isolated colonies of mutagenized cells for the
activity of the enzyme RNAse III (Fig. 5.9). One out of 1,000 colonies
yielded cells with greatly depressed levels of the enzyme. Subsequently,

Figure 5.9 An isolation scheme for RNAse III mutants. Mutagenized cells are
diluted and spread on plates so as to yield colonies derived from individual cells.
Cultures are grown from these colonies and then tested for the presence of

RNAse I11.
Mutagenize Grow isolated Grow flasks of cells from
cells colonies isolated colonies
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Assay each flask
—> for RNAse Il
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these cells were found to possess appreciable quantities of uncleaved
ribosomal RNA. Furthermore, this RNA could be cleaved in vitro with
purified RNAse III to yield the smaller ribosomal RNAs.

Although it occurs very rarely, messenger RNA in prokaryotic cells
can also be cut and rejoined. As the basic principles of such a splicing
reaction apply equally well to eukaryotic mRNA, the phenomenon is
described more fully in the sections which follow.

S1 Mapping to Locate 5’ and 3’ Ends of Transcripts

Early in the investigation of a gene and its biological action, it is helpful
to learn its transcription start and stop points. One simple method for
doing this is S1 mapping, which was developed by Berk and Sharp. S1
is the name of a nuclease that digests single-stranded RNA and DNA. S1
mapping shows on the DNA the endpoints of homology of RNA mole-
cules. That is, the method can map the 5 and 3’ ends of the RNA.
Consider locating the 5" end of a species of RNA present in cells.
Messenger RNA is isolated from the organism, freed of contaminating
protein and DNA, then hybridized to end-labeled, single-stranded DNA
that covers the region of the 5" end. After hybridization, the remaining
single-stranded RNA and DNA tails are removed by digestion with S1
nuclease. The exact size of the DNA that has been protected from
nuclease digestion can then be determined by electrophoresis on a DNA
sequencing gel (Fig. 5.10). This size gives the distance from the labeled
end of the DNA molecule to the point corresponding to the 5’ end of the

RNA molecule.
Figure 5.10 S1 mapping to locate
A AAAAAAAAA 3= the 5’ transcription start site. RNA
extracted from cells is hybridized
to a radioactive fragment covering
l the transcription start region, then
A digested with S1 nuclease. The de-
* natured complex is subjected to
S1 Nuclease electrophoresis alongside size
digestion standards.
AWWWWWWWA
l Gel Size
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Caps, Splices, Edits, and Poly-A Tails on Eukaryotic RNAs

Eukaryotic RNAs are processed at their beginning, middle, and terminal
sections. Although the structures resulting from these posttranscrip-
tional modifications are known, why the modifications occur is not
clear.

The 5’ ends of nearly all cellular messenger RNAs contain a “cap,” a
guanine in a reversed orientation plus several other modifications (Fig.
5.11). More precisely, the cap is a guanine methylated on its 7 position
joined through 5’-5" pyrophosphate linkage to a base derived from
transcription. Both the first and second bases after the capping nucleo-
tide usually are methylated. These modifications were discovered by
tracking down why and where viral RNA synthesized in vitro could be
methylated. The trail led to the 5’ end whose structure was then deter-
mined by Shatkin. The cap helps stabilize the RNA, is sometimes
involved in export to the cytoplasm, may be involved with splicing, and
also assists translation. Ribosomes translate cap-containing messengers
more efficiently than messengers lacking a cap.

A sizable fraction of the RNA that is synthesized in the nucleus of
eukaryotic cells is not transported to the cytoplasm. This RNA is of a
variety of sizes and sequences and is called heterogeneous nuclear RNA.
Within this class of RNA are messenger RNA sequences that ultimately
are translated into protein, but, as synthesized, the nuclear RNAs are
not directly translatable (Fig. 5.12). They contain extraneous sequences
that must be removed by cutting and splicing to form the continuous

Figure 5.11 The structure of the cap found on eukaryotic messenger RNAs.
The first base is 7-methylguanylate connected by a 5’-5 triphosphate linkage to
the next base. The 2’ positions on bases 1 and 2 may or may not be methylated.
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coding sequence that is found in the mature messenger in the cytoplasm.
The intervening sequences, which are removed from mature RNA, are
called introns, and the other parts of the messenger sequence are often
referred to as exons.

Another type of modification in RNA after its synthesis is called
editing. Although most RNAs are spliced, editing occurs very rarely. One
prominent example of editing is the apolipoprotein. Humans contain a
single copy of this gene. In the liver its gene product is 512,000 daltons
molecular weight, but in intestinal cells its gene product is only 242,000
daltons molecular weight. Examination of the mRNA shows that a
specific cytosine of the RNA is converted to a uracil or uracil-like
nucleotide in intestinal cells, but not in hepatic cells. This conversion
creates a translation stop codon, hence the shorter gene product in
intestinal cells. The conversion process involved is called RNA editing.
It is also found in some animal viruses. In a few extreme cases, hundreds
of nucleotides in an RNA are edited. In these cases, special short guide
RNA molecules direct the choice of inserted or deleted nucleotides.

The final type of RNA modification found in eukaryotic cells is the
posttranscriptional addition to the 3’ end of 30 to 500 nucleotides of
polyadenylic acid. This begins about 15 nucleotides beyond the poly-A
signal sequence AAUAAA. Transcription itself appears to terminate
somewhat beyond the poly-A signal and processing quickly removes the
extra nucleotide before the poly-A addition.

The Discovery and Assay of RNA Splicing

The discovery by Berget and Sharp and by Roberts and co-workers that
segments within newly synthesized messenger RNA could be eliminated
before the RNA was exported from the nucleus to the cytoplasm was a
great surprise. Not only was the enzymology of such a reaction unfamil-
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iar, but the biological need for such a reaction was not apparent.
Although splicing is a possible point for cells to regulate expression,
there seemed no particular need for utilizing this possibility. One
possible reason for splicing could be in the evolution of proteins.
Intervening sequences place genetic spacers between coding regions in
a gene. As aresult, recombination is more likely to occur between coding
regions than within them. This permits a coding region to be inherited
as an independent module. Not surprisingly then, the portions of pro-
teins that such modules encode often are localized structural domains
within proteins. As a result, during the evolution of a protein, domains
may be shuffled. It is hard to imagine, however, that this need was great
enough to drive the evolution of splicing.

The most plausible explanation for the existence of intervening se-
quences is that they are the remnants of a parasitic sequence that spread
through the genome of some early cell-type. In order that the sequence
not inactivate a coding region into which it inserted itself, the coding
region arranged that it splice itself out of mRNA. Thus, although the
parasitic sequence might have inserted into the middle of an essential
gene, the gene was not inactivated. After transcription, and before
translation, the RNA copy of the gene containing the sequence was cut
and spliced to recover the intact uninterrupted gene. Now that the
intervening sequences are there, the cell is beginning to make use of
them. One example is regulating the use of alternative splice sites to
generate one or another gene product from a single gene.

Both the discovery of messenger splicing and a clear demonstration
of splicing used adenovirus RNA. The virus provided a convenient
source of DNA for hybridization reactions and RNA extracted from
adeno-infected cultured cells was a rich source of viral RNA. Electron
microscopy of hybrids formed between adenovirus mRNA and a frag-
ment of the adenovirus genome coding for the coat hexon protein was
performed to locate the transcriptional unit. Curiously, the hybrids
which formed lacked the expected structure. Many nucleotides at one

Figure 5.13 RNA-DNA hybrid between a single-stranded fragment of ade-
novirus DNA and hexon mRNA extracted from cells. The RNA and DNA are not
complementary at the 5’ end of the mRNA.
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Figure 5.14 Hybridization of adenovirus hexon mRNA to adenovirus DNA
from a region well upstream from the hexon gene. The regions a, b, ¢ and d of
viral RNA hybridize, but the regions between these segments are missing from
the RNA, and the DNA accordingly loops out.

end of the RNA failed to hybridize to the hexon DNA (Fig. 5.13). One of
the ways splicing was discovered was tracking down the source of this
extraneous RNA. Further experiments with longer DNA fragments
located DNA complementary to this RNA, but it was far away from the
virus hexon gene (Fig. 5.14). The RNA as extracted from the cells had
to have been synthesized, and then cut and spliced several times.

Gel electrophoresis provides a convenient assay to detect splicing and
to locate the spliced regions. Hybridization of DNA to messenger RNA

Figure 5.15 Endonuclease S1 is used to digest single-stranded regions of RNA
and DNA, and exonuclease Exo VII is used to digest single-stranded DNA
exonucleolytically. The DNA is labeled in these experiments. After digestions,
electrophoresis on neutral gels analyzes duplexes, and electrophoresis on alka-
line gels denatures and analyzes the sizes of fragments.
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that has been spliced to remove introns yields duplexes and loops as
shown in Fig. 5.15. The locations and sizes can be determined by
digestion with S1 and ExoVII nucleases followed by electrophoresis on
denaturing gels and on gels that preserve the integrity of RNA-DNA
duplexes. Since S1 nuclease digests single-stranded RNA and DNA and
can act endonucleolytically, it removes all single-stranded or unpaired
regions from RNA and DNA. ExoVII, however, digests only single-
stranded DNA, and only from the ends. This enzyme therefore provides
the additional information necessary to determine intron and exon sizes
and locations. After digestion with these enzymes, the oligonucleotides
can be separated according to size by electrophoresis on polyacrylamide
gels. Gels run with normal buffer near neutral pH provide the sizes of
the double-stranded duplex molecules, and gels run at alkaline pH
provide the molecular weights of the denatured, single-stranded oli-
gonucleotides.

Involvement of the U1 snRNP Particle in Splicing

Initially, progress in the study of the biochemical mechanisms of splic-
ing was slow. One of the first clues about the mechanism of splicing
came from the sequencing of many splice sites. It was noticed that the
sequence flanking the 5" splice site was closely complementary to the
sequence of RNA found at the 5’ end of an RNA found in the U1 class of
small nuclear ribonucleoprotein particles called snRNPs. In addition to
the U1 particles, U2, U4, U6, and others exist, each containing 90 to 150
nucleotides and about 10 different proteins. The complementarity be-
tween Ul RNA and the splice site of pre-mRNA suggested that base
pairing occurred between the two during splicing. Stronger evidence for
the proposal was the discovery by Steitz and Flint that splicing in nuclei
could be blocked by antibodies against U1 particles.

The experiment showing inactivation of splicing by anti-U1 antibod-
ies is not definitive since their specificity may not be high and because
other antibodies could also be present. One ingenious method for
specifically inactivating Ul particles was to remove nucleotides from
their 5" ends with RNAse H. This enzyme digests RNA from RNA-DNA

Figure 5.16 How compensating mutations in two interacting structures can
restore activity.
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Figure 5.17 The consensus of the sequence at the 5" end of an exon-intron
junction. The sequence is highly complementary to the 5 end of Ul RNA.
Alterations in the splice sequence reduce splicing, and compensating alterations
as shown in the Ul sequence restore splicing.

duplexes. DNA oligonucleotides complementary to the 5’ end of U1 RNA
were hybridized under gentle conditions to Ul particles in cell extracts
and then RNAseH was added. These treatments left the extracts unable
to catalyze intron removal whereas extracts which had received oligonu-
cleotides of different sequence were not inhibited.

One of the nicest demonstrations of biologically significant interac-
tions between two macromolecules are those in which compensating
mutations can be utilized. First, a mutation is isolated that interferes
with a particular interaction between A and B (Fig. 5.16). That is, A’ no
longer interacts with B in vivo. Then a compensating mutation is
isolated in B that potentiates the in vivo interaction between A’ and B’.
The isolation of the mutation and the compensating mutations in
components of the splicing apparatus could not be done using tradi-
tional genetics tools since the splicing reactions occur in animals for
which only rudimentary genetics exists. Genetic engineering methods
had to be utilized.

Two steps are necessary to perform the experiment. The first is
inducing the cells to synthesize messenger with an altered splice site as
well as synthesize Ul RNA with an altered sequence, and the second is
assaying for splicing of the special messenger in the presence of the
normal cellular levels of messenger and pre-messenger RNAs. Weiner
introduced into the cells a segment of adenovirus sequence coding for
the Ela protein with wild-type or variant 5 splice sites as well as the
gene for an altered Ul. Only when DNA was introduced that encoded a
variant Ul gene that compensated for the splice site mutation and
restored Watson-Crick base pairing across the region was the variant
splice site utilized (Fig. 5.17).

The use of an adenovirus sequence for the experiment permitted
altering the splicing of a messenger which was not important to the cells.
Similarly, introducing a new gene for Ul RNA avoided disruption of the
ongoing cellular splicing processes. Finally, examining splicing in the
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Figure 5.18 The pattern of splicing in adenovirus. The 5’ splice sites separating
regions A, B, and C are all joined to the 3’ splice site separating regions D and
E. Thus the three RNAs shown can be produced. The amount of the species ABE
can be determined by hybridizing to radioactive RNA complementary to ABC
and digesting with T1 and pancreatic RNAses. The amount of product of length
AB is determined by electrophoresis.

Ela gene from the virus increased the sensitivity since this gene contains
three different 5’ splice sites, each utilizing the same 3’ splice site.
Damaging the activity of one 5’ splice site diverted splicing to the other
splice sites, whereas had there been only one 5’ splice site, altering it
might only have slowed kinetics of the splicing process without chang-
ing the actual amounts of RNA eventually spliced.

An RNAse protection assay was used to monitor the splicing. RNA
was isolated from the cells and hybridized with radioactive RNA com-
plementary to the adenovirus mRNA. The regions of the RNA which are
not base paired are sensitive to T1 and pancreatic RNAses and are
digested away (Fig. 5.18). This leaves a radioactive RNA molecule whose
size indicates the splice site utilized. A variant sequence at the middle
E1la splice site eliminated splicing from this location, but the introduc-
tion of the variant Ul gene to the cells containing the compensating
mutation restored use of this splice site.
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Splicing Reactions and Complexes

In addition to requiring Ul snRNP particles, pre-mRNA splicing re-
quires at least three other snRNPs, U2, U5, and U4/U6, as well as a
number of soluble proteins. Together these form a large complex that
can be observed in the electron microscope, and which can be biochemi-
cally purified. The complex forms in the nucleus even while the RNA is
being elongated, and exons near the 5" end of the RNA can be removed
even before synthesis of the RNA is complete. Formation of the complex
requires that the regions to which both Ul and U2 bind be present.
Scanning by the splicing apparatus from 5’ to the 3’ end may help explain
the paradoxically high degree of specificity to splicing. The donor and
acceptor splice sites contain only two essential nucleotides, too few to
ensure specificity in RNA of random sequence. It is likely that the
spacing between introns and exons also helps the splicing apparatus
choose sites appropriately. One purification method of spliceosomes is
to synthesize substrate RNA in vitro. This RNA is synthesized with
ordinary nucleotides plus biotin-substituted uridine. After the RNA has
been added to a splicing extract, the biotin can be used to fish out this
RNA selectively with streptavidin bound to a chromatography column.
Along with the RNA are found the U1, U2, U4/U6, and U5 snRNAs.
The reaction of the mammalian splicing components is at least partly
ordered. U1 binds by base pairing to the 5’ splice site and U2 binds by
base pairing to a sequence within the intervening sequence containing
a nucleotide called the branch point that participates in the splicing
reaction. The RNAs of U4 and U6 are extensively base paired whereas
a shorter region of base pairing is formed between the U6 and U2 RNAs
(Fig. 5.19). In the course of the splicing reaction the U4 particle is
released first. Splicing in yeast is similar to that found in mammals, but

Figure 5.19 Base pairing among U1, U2, U4, U6, and the pre-mRNA showing
the branch site and the 5 cut site.
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differs in many small details. The same snRNPs are involved, but most
of the U RNAs are considerably larger than their mammalian counter-
parts. Only U4 and U6 are closely homologous in both organisms.

Sometimes extensive splicing is required to regenerate a single intact
mammalian gene. For example, there are genes containing one million
bases and 60 splice sites. Only a few genes in yeast are spliced, and they
contain only a few introns. Great specificity is required in order that all
of the splicing reactions proceed with sufficient fidelity that most of the
pre-messenger RNA molecules ultimately yield correctly spliced mes-
senger RNA. In part, we still do not know the reasons for the high
fidelity. Although a consensus sequence at the 5" and 3’ splice sites can
be derived by aligning many splice sites, there are only two invariant
and essential nucleotides present in each of the sites. This hardly seems
like enough information to specify correct splicing.

Once in vitro splicing reactions could be performed with unique
substrates, it was straightforward to examine the products from the
reactions. Amazingly, the sizes of the products as determined by elec-
trophoretic separations did not add up to the size of the substrate
pre-mRNA. The structures were then determined by chemical means
and by electron microscopy of the resultant RNA molecules. The excised
RNA was found to be in a lariat form.

Q.

A 7

This results from the reaction of the nucleotide at the branch point
within the intron attacking the phosphodiester at the 5 splice site.
Subsequent attack of the 3-OH at the 5’ splice site on the phosphodiester
bond at the 3’ splice site releases the intron in a lariat form and
completes the splicing process. The freed introns in lariat form are
rapidly degraded within the nucleus.

The Discovery of Self-Splicing RNAs

Cech found that the nuclear ribosomal RNA from Tetrahymena contains
an intervening sequence. In efforts to build an in vitro system in which
splicing would occur, he placed unspliced rRNA in reactions containing
and lacking extracts prepared from cells. Amazingly, the control reac-
tions for the splicing reactions, those lacking the added extract, also
spliced out the intervening sequence. Naturally, contamination was
suspected, and strenuous efforts were made to remove any possible
Tetrahymena proteins from the substrate RNA, but splicing in the
absence of Tetrahymena extract persisted. Finally, Cech placed the gene
for the rRNA on a plasmid that could replicate in E. coli, prepared the
DNA from E. coli cells, a situation that had to be devoid of any
hypothetical Tetrahymena protein, and he still found splicing. This
proved, to even the most skeptical, that the Tetrahymena rRNA was
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Figure 5.20 The series of self-splicing reactions followed by Tetrahymena
rRNA.

performing splicing on itself without the action of any Tetrahymena
proteins.

As shown in Fig. 5.20, guanosine is essential to this self-splicing
reaction, but it does not contribute chemical energy to the splicing
products. Further studies on the Tetrahymena self-splicing reaction
show that not only is a 480 nucleotide section of RNA removed from the
middle of the ribosomal RNA, but the removed portion then goes on to
close on itself forming a circle and releasing a short linear fragment. At
first it seems surprising that neither ATP nor any other energy source
is required for the cutting and splicing reactions. The reason is that
external energy is not required. Chemically, all the reactions are tran-
sesterifications and the numbers of phosphodiester bonds are con-
served. One might ask, then, why the reaction proceeds at all. One
answer is that in some cases the products of the reactions are three
polynucleotides where initially only one plus guanosine existed before.
Together these possess higher entropy than the starting molecules, and
therefore their creation drives the reaction forward.

The transesterification reactions involved in the self-splicing proceed
at rates many orders of magnitude faster than they could with ordinary
transesterifications. Only two reasons can explain the stimulated rate
of these reactions. First, the secondary structure of the molecules can
hold the reactive groups immediately adjacent to one another. This
increases their effective collision frequencies far above their normal
solution values. The second reason is that the probability of a reaction
occurring with a collision can be greatly improved if the bonds involved
are strained. Studies with very small self-cutting RNAs and also mo-
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lecular dynamics calculations indicate that such a strain is crucial to
the reactions. Undoubtedly, self-splicing utilizes both principles.

Self-splicing has been found in two of the messenger RNAs of the
bacteriophage T4, and in the splicing of mRNA in the mitochondrion of
yeast. The mitochondrial self-splicing introns comprise a second group
of self-splicing introns. Their secondary structure differs from those of
the Group I self-splicing introns of which the Tetrahymena rRNA intron
is an example. The Group II introns do not use a free guanosine to
initiate the splicing process. They use an internal nucleotide, and in this
respect use a reaction mechanism more like that used in processing
pre-mRNA. The existence of splicing in bacteria and eukaryotes sug-
gests that splicing in general has existed in the common precursor to
both organisms. The scarcity splicing events in prokaryotes might be a
result of the greater number of generations they have had in which to
select for the loss of introns. Eukaryotes may still be struggling with the
“infection.”

A Common Mechanism for Splicing Reactions

One early difficulty in studying splicing of mRNA was obtaining the
RNA itself. Cells contain large amounts of rRNA, but most of the mRNA
has been processed by splicing. Further, only a small fraction of the
unspliced pre-mRNA present at any moment is from any one gene. One
convenient source of pre-mRNA for use in splicing reactions came from
genetic engineering. The DNA for a segment of a gene containing an
intervening sequence could be placed on a small circular plasmid DNA
molecule that could be grown in the bacterium Escherichia coli and
easily purified. These circles could be cut at a unique location and then
they could be transcribed in vitro from special phage promoters placed
just upstream of the eukaryotic DNA (Fig. 5.21). By this route, large
quantities of unspliced substrate RNA could be obtained.

Figure 5.21 The use of SP6 or T7 phage promoters on small DNA molecules
to generate sizeable amounts in vitro of RNAs suitable for study of splicing
reactions.
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Figure 5.22 The two classes of self-splicing RNA and the pathway of nuclear
mRNA splicing, all drawn to emphasize their similarities.

Both of the two self-splicing reactions and the snRNP catalyzed
splicing reactions can be drawn similarly (Fig. 5.22). In the self-splicing
cases a hydroxyl from a guanosine nucleotide or an adenine in the chain
attacks the phosphodiester and a transesterification ensues in which the
5" end of the RNA is released. For the Group I self-splicing reaction, a
tail is formed, and for the Group IT and mRNA splicing reactions, a ring
with a tail is formed. Then a hydroxyl from the end of the 5’ end of the
molecule attacks at the end of the intervening sequence and another
transesterification reaction joins the head and tail exons and releases
the intron.

In the case of pre-mRNA splicing, the same reaction occurs, but it
must be assisted by the snRNP particles. In some intervening sequences
of yeast, internal regions are involved in excision and bear some resem-
blance to portions of the Ul sequences.

The similarities among the splicing reactions suggest that RNA was
the original molecule of life since it can carry out the necessary functions
on its own, and only later did DNA and protein evolve. The splicing
reactions that now require snRNPs must once have proceeded on their
own.
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Other RNA Processing Reactions

The precursor tRNAs in yeast contain an intervening sequence. This is
removed in a more traditional set of enzymatic cleavage and ligation
reactions (Fig. 5.23).

Plant viruses frequently have RNA genomes. These viruses can them-
selves have viruses. These are known as virusoids, and they can grow in
cells only in the presence of a parental virus. Virusoids do not encode
any proteins, but they are replicated. Part of their replication cycle
requires the specific cleavage of their RNA molecules. This they do in a
self-cutting reaction. Symons and Uhlenbeck have investigated the
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minimal nucleotide requirements for self-cleavage of these molecules.
Remarkably, it is a scant 25 nucleotides that can form into a functional
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Problems
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Figure 5.24 Editing of pre-mRNA by a guide RNA using transesterifications.

hammer-headed structure. Another general structure for self-cutting
RNA molecules is a simple hairpin.

Earlier in the chapter editing reactions were mentioned. Simple
editing of a nucleotide or two has been observed in a mammalian RNA,
but in the mitochondrion of some protozoa far more extensive editing
has been observed. This raises the question of just where the informa-
tion for the editing is stored. Changing a single base can conceivably be
aresult of a set of reactions catalyzed by enzymes designed for just the
sequence at which the change occurs, but in the more dramatic exam-
ples of editing, in which more than 50 U’s are inserted to produce the
final edited sequences, far too many different enzymes would be re-
quired. Initial examinations of the DNA of the organisms, both with
computer searches of known sequence and hybridization studies, failed
to reveal any sequences that could have encoded the edited sequence.
Eventually it was found that the information for the edited sequences
was carried in short RNAs complementary to segments of the final
edited sequence. These are called guide sequences. Although cutting and
re-ligation could be the pathway for editing, intermediates in editing are
found that indicate instead, that the guide sequences transfer U’s from
their 3" ends to the necessary positions in the mRNA by transesterifica-
tion reactions analogous to those used in splicing (Fig. 5.24).

5.1. RNA is extracted from cells, hybridized with an excess of genomic
sequence DNA from a particular gene, digested with DNAse S1, and run
on a denaturing gel. What does it mean if Southern transfer and probing
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with radioactive fragments from part of the gene yield two radioactive
bands?

5.2. What does possible secondary structure in mRNA (hairpins and
pseudoknots) have to do with the fact that eukaryotes use the bind and
slide mechanism for finding the first AUG of mRNA and this is used to
begin translation, whereas translation of mRNA in prokaryotes begins
at AUG codons which often are not the first occurrence of the codon in
the mRNA?

5.3. Suppose radioactive uridine and rifamycin are simultaneously
added to growing cells. Assume that both the uridine and the rifamycin
instantaneously enter the cells and that the radioactive uridine imme-
diately begins entering RNA chains that are in the process of being
elongated. Messenger RNA will be completed and will later decay,
whereas ribosomal RNA will be synthesized and will be stable. Sketch
the kinetics of radioactivity incorporation into RNA in such an experi-
ment and indicate how it may be used to determine the fraction of RNA
synthesis devoted to mRNA and to rRNA.

5.4. How would you go about determining whether rho protein acts
by reading DNA sequences, by reading RNA sequences coming out of
the RNA polymerase, or by interacting directly with RNA polymerase?

5.5. An important question about capped eukaryotic messenger RNA
is whether the cap location is a processing site produced by cleavage
from a longer RNA or whether the cap site is the actual start site of
transcription. How could B-labeled ATP be used in vitro to answer this
question for an RNA that begins GpppApXp?

5.6. How could you determine the average physical half-life of mRNA
in cells from data obtained by simultaneously adding radioactive urid-
ine and an inhibitor of the initiation of RNA synthesis?

5.7. Without looking at individual mRNAs, what is a general way to
examine a cell extract for the existence of any Group I self-splicing
introns?

5.8. Why is self-cutting and splicing important to the viability of a
virusoid?

5.9. Why should one nucleotide in a lariat possess three phosphodi-
ester bonds, and how would you look for such a nucleotide?

5.10. Why might one wish to include G(5")ppp(5’)G nucleotides in in
vitro transcription mixtures whose RNA products will be used in splic-
ing reactions?

5.11. The hammerhead self-cutting RNA molecules that are found in
virusoids not only cut RNA. They can ligate once after a cutting step.
Predict where the energy for the ligation comes from subject to the
constraints that the hammerhead molecules do not utilize a free nucleo-
tide like the Tetrahymena intron, they don’t use any external molecules
as a source of energy for the ligation, and they do not generate branched
molecules as are found in pre-mRNA splicing reactions.
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Protein Structure

6

Proteins carry out most, but not all, of the interesting cellular processes.
Enzymes, structural components of cells, and even secreted cellular
adhesives are almost always proteins. One important property shared
by most proteins is their ability to bind molecules selectively. How do
proteins assume their structures and how do these structures give the
proteins such a high degree of selectivity? Many of the principles are
known and are discussed in this chapter.

Ultimately we want to understand proteins so well that we can design
them. That is, our goal is to be able to specify an amino acid sequence
such that, when synthesized, it will assume a desired three-dimensional
structure, bind any desired substrate, and then carry out any reasonable
enzymatic reaction. Furthermore, if our designed protein is to be
synthesized in cells, we must know what necessary auxiliary DNA
sequences to provide so that the protein will be synthesized in the proper
quantities and at appropriate times.

The most notable advances of molecular biology in the 1980s involved
nucleic acids, not proteins. Nonetheless, since DNA specifies the amino
acid sequence of proteins, our ability to synthesize DNA of arbitrary
sequence and put it back into cells means that the amino acid sequences
of proteins can also be specifically altered. Consequently, the pace of
research investigating protein structure dramatically increased around
1990. Systematic studies of the structure and activity of proteins result-
ing from specific amino acid substitutions are now increasing greatly
our understanding of protein structure and function.

In this chapter we examine the fundamentals of protein structure.
Much of this information is discussed more completely in biochemistry
or physical biochemistry texts. We review the material here to develop
our intuitions on the structures and properties of proteins so as to have
a clearer feel for how cells function. First we discuss the components of
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proteins, the amino acids. Then we consider the consequences of the
linking of amino acids via peptide bonds.

A variety of forces are possible between amino acids. Their origins
are discussed and explained. These include electrostatic forces, disper-
sion forces, hydrogen bonds, and hydrophobic forces. These forces plus
steric constraints lead the amino acids along many portions of the
polypeptide backbone to adopt, to a first approximation, relatively
simple, specific orientations known as alpha-helices, beta-sheets and
beta bends. Motifs within proteins are recognizable structural elements.
The structures of a number of DNA-binding motifs will be discussed.
Independent folding units of proteins are called domains, and these will
also be covered. Finally, physical methods that can be used to determine
the identity and strength of specific amino acid residue-base interac-
tions of DNA-binding proteins will be covered.

The Amino Acids

Proteins consist of o-L-amino acids linked by peptide bonds to form
polypeptide chains (Fig. 6.1). At neutral pH, the carboxyl group of a free
amino acid is negatively charged and the amino group is positively
charged. In a protein, however, these charges are largely, but not
completely absent from the interior amino acids owing to the formation
of the peptide bonds between the amino groups and carboxyl groups.
Of course, the N-terminal amino group of a protein is positively charged
and the C-terminal carboxyl group is negatively charged.

Twenty different types of a-L-amino acids are commonly found in
proteins (Fig. 6.2). Except for proline, which technically is an imino
acid, these differ from one another only in the structure of the side group
attached to the alpha carbon. A few other types of amino acids are
occasionally found in proteins, with most resulting from modification
of one of the twenty after the protein has been synthesized. Frequently
these modified amino acids are directly involved with chemical reac-
tions catalyzed by the protein. Each of the basic twenty must possess
unique and invaluable properties since most proteins contain all twenty
different amino acids (Table 6.1).

Even though we must understand the individual properties of each
of the amino acids, it is convenient to classify the twenty into a smaller

Figure 6.1 An o-L-amino acid with negative charge on the carboxyl and
positive charge on the amino group and three amino acids linked by peptide

bonds.
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Figure 6.2 The side chains of amino acids and their single letter abbreviations.
The complete structure of proline is shown. The most hydrophobic amino acids
are at the top and the most hydrophilic are at the bottom.

number of groups and to understand common properties of the groups.
One of the most important such groups is the hydrophobics. The side
groups of the aliphatic amino acids are hydrophobic and prefer to exist
in a nonaqueous, nonpolar environment like that found in the contact
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Table 6.1 Properties of Amino Acids

Property Amino acids
Hydrophobic Ala, lle, Leu, Val, Phe, Met, Pro
Positive charge Arg, Lys
Negative charge Asp, Glu
Polar Ser, Thr, Tyr, Cys, Asn, Gin, His
Small Gly, Ala
pK near neutrality His
Aromatic Phe, Tyr, Trp
Hydroxyl side chain Ser, Thr, Tyr
Helix bend or break Pro

region between two subunits, in the portion of a protein bound to a
membrane, or in the interior of a globular protein. A contiguous area
of such amino acids on a portion of the surface can make a protein bind

Membrane

i @ @

to a similar hydrophobic patch on the surface of another protein, as in
the oligomerization of protein subunits, or it can make the protein
prefer to bind to or even enter a membrane. Hydrophobic amino acids
on the interior of a protein prefer the company of one another to the
exclusion of water. This is one of the major forces that maintains the
structure of a folded protein.

The basic amino acid side groups of amino acids like lysine and
arginine possess a positive charge at neutral pH. Iflocated on the surface
of the protein, such positive charges can assist the binding of a nega-
tively charged ligand, for example DNA. The acidic amino acid side
groups of glutamic acid and aspartic acid possess a negative charge at
neutral pH. Neutral amino acid side groups possess no net charge, and

Figure 6.3 Two reduced cysteine residues and their oxidized state, which
forms a disulfide bond.
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polar amino acid side groups possess separated charges like those found
on glutamine. Separated charges lead to dipole interactions with other
amino acids or with ligands binding to the protein.

Cysteine is a notable unique amino acid since in an oxidizing extracel-
lular environment, but not in the intracellular environment, two cyste-
ine residues in a protein can spontaneously oxidize to form a rather
stable disulfide bond (Fig. 6.3). In the isolated protein, this bond can be
reduced by the presence of an excess of a reducing reagent to regenerate
cysteines.

The Peptide Bond

A peptide bond links successive amino acids in a polypeptide chain. The
mere linking of amino acids to form a polypeptide chain, however, is
insufficient to ensure that the joined amino acids will adopt a particular
three-dimensional structure. The peptide bond possesses two extraor-
dinarily important properties that facilitate folding of a polypeptide into
a particular structure.

First, as a consequence of the partial double-bond character of the
peptide bond between the carbonyl carbon and nitrogen, the unit

o) o)
Il (3-) | (3-)
Co C—N—C,— C;s-C=N—C,
| (8+) | (3+)
H H

bounded by the alpha carbon atoms of two successive amino acids is
constrained to lie in a plane. Therefore, energy need not be consumed
from other interactions to generate the “proper” orientation about the
C-N bond in each amino acid. Rotation is possible about each of the two
peptide backbone bonds from the C,, atom of each amino acid (Fig. 6.4).
Angles of rotation about these two bonds are called ¢ and v, and their
specification for each of the amino acids in a polypeptide completely
describes the path of the polypeptide backbone. Of course, the side
chains of the amino acids are free to rotate and may adopt a number of
conformations so that the ¢ and y angles do not completely specify the
structure of a protein.

The second consequence of the peptide bond is that the amide
hydrogen from one amino acid may be shared with the carbonyl oxygen
from another amino acid in a hydrogen bond. Since each amino acid in

5- &+ o-
N P N _
/N H O—C\FA/N—HHHO_C\

a polypeptide chain possesses both a hydrogen bond donor and an
acceptor, many hydrogen bonds may be formed, and in fact are formed
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Figure 6.4 Two amino acid units
in a polypeptide chain illustrating
the planar structure of the peptide
bond, the two degrees of rotational
freedom for each amino acid unit
in a polypeptide, and the angles ¢
and y.

in a polypeptide. Due to their positions on the amino acids these bonds
have to be between different amino acids in the protein. Therefore they
provide many stabilizing and structure-forming interactions. Although
the individual hydrogen bonds are weak, the large number that can form
in a protein contributes substantially to maintaining the three-dimen-
sional structure of a protein.

Electrostatic Forces that Determine Protein Structure

Proteins have a difficult time surviving. If we heat them a little above
the temperatures normally found in the cells from which they are
isolated, most are denatured. Why should this be? On first consideration
it would make sense for proteins to be particularly stable and to be able
to withstand certain environmental insults like mild heating. One expla-
nation for the instability is that proteins just cannot be made more
stable. A second possibility is that the instability is an inherent part of
proteins’ activities. This latter possibility seems more likely since en-
zymes extracted from bacteria that thrive at temperatures near the
boiling point of water frequently are inactive at temperatures below 40°.
It could be that to act as catalysts in chemical reactions or to participate
in other cellular activities, proteins must be flexible, and such flexibility
means that proteins must exist on the verge of denaturing. A final
possibility is that rapid fluctuations in structure of the folding interme-
diates are necessary for a protein to find the correct folded conforma-
tion. The existence of such meta-stable states may preclude the existence
of a highly stable folded state. Future research should illuminate this
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question. For the present, we will examine the origins of the weak forces
that barely manage to give proteins specific shapes.

Often it is helpful to think of the interactions between amino acids in
terms of forces. In some cases, physicists and physical chemists have
also found it convenient to consider the interactions between objects in
terms of potentials (Fig. 6.5). Some of our discussion will be more
streamlined if we, also, use potentials. Forces and potentials are easily
interconvertible since forces are simply related to potentials. The steep-
ness of an object’s potential at a point is proportional to the force on the
object while at that point,

e _p

ar

Alternatively, the potential difference between two points is propor-
tional to the work required to move an object between the two points.

Figure 6.6 The electrostatic force between two charges of value Q; and Q>
separated by a distance » and the potential ¢ produced by a single charge Q;.
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Figure 6.7 An electrical dipole and the potential generated at a distance » from
the dipole. Angular dependencies have been ignored.

Electrostatics are the basis of several of the forces that determine
protein structure. Charges of unlike sign attract each other with a force
proportional to each of the charges and inversely proportional to the
square of the charge separation (Fig. 6.6). The force is also inversely
proportional to the dielectric constant of the medium, but for purposes
of our discussion, this factor will not be considered. Thus, the potential
generated at a point by a charge is proportional to the magnitude of the
charge and inversely proportional to the distance of the point from the
charge

Q
o(N=- r
The electric field at a point is defined as the force a unit charge would
feel at that point. Therefore, the magnitude of the electric field at a point
r generated by a charge Q at the origin is

_dae
arr
Q

r

E:

Since both positively and negatively charged amino acids exist, direct
electrostatic attractions are possible in proteins. These generate what
are called salt bridges. A number of proteins contain such salt bridges.

When two equal and opposite charges or partial charges are located
near one another, as is found in the polar amino acids and in each
peptide bond, it is convenient to view their combined effect on other
atoms and molecules as a whole rather than considering each charge
individually. A dipole with charges +Q and -Q separated by a distance/
(Fig. 6.7) generates a potential and electric field proportional to

Q Q
0=
Q

()



Electrostatic Forces that Determine Protein Structure 157

U

RS

Q
E=—.
3
Interactions between pairs of dipoles are also common in proteins. By
the same reasoning as used above, the potential between the two dipoles

gl and QL can be shown to be proportional to

aaL
oL

Even more important to protein structure and function than the
interactions between permanent dipoles in proteins are the momentary
interactions between temporary dipoles that have been created by a
brief fluctuation in the positions of charges. The forces generated by
interactions between such dipoles are called London dispersion forces.
They are weak, short-ranged, up to an Angstrom or two, attractive forces
that exist between all molecules. These form the basis of most of the
selectivity in the binding of other molecules to proteins. If the shapes of
a protein and another molecule are complementary, then many of these
attractive forces can act and hold the two molecules tightly together. If

the shapes are not exactly complementary, then because the forces are
short-ranged, only the small areas in contact are subject to dispersion
attractive forces and the two molecules do not strongly bind to one
another.

Dispersion forces are particularly short-ranged since their attractive
potential falls off with the sixth power of the distance separating the
molecules. Although these forces are best understood in the framework
of quantum mechanics, we can understand the origin of the sixth-power
dependence. Consider an electrically neutral nonpolar molecule. Ther-
mal fluctuations can generate a momentary separation of its plus and

Dipole, D4

minus charges. That is, a dipole of strength D; = ¢l is briefly generated.
The electric field produced by this dipole can induce a dipole in an
adjacent susceptible molecule. The strength of the induced dipole is
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directly proportional to the strength of the local electric field. That is,
the induced dipole has a strength, D,, proportional to

D
i

Since, as discussed above, the potential between two dipoles is
proportional to the product of their strength and inversely proportional
to the cube of their separation,

DDy
0= B
Substituting the value for D; in the potential yields the result that the

potential between the two dipoles is inversely proportional to the sixth
power of their separation,

Due to the inverse sixth-power dependence, the dispersion forces
become much stronger as the distance separating two molecules be-
comes smaller. The force cannot become too great, for once the elec-
tronic cloud of one molecule begins to interpenetrate the cloud of the
other molecule, a very strong repulsive interaction sets in. It is compu -
tationally convenient to approximate this repulsive potential as an
inverse twelfth power of the separation of the centers of the atoms. The
combination of the two potentials is known as a Van der Waals potential.
The radius at which the strong repulsion begins to be significant is the
Van der Waals radius (Fig. 6.8).

Hydrogen Bonds and the Chelate Effect

A hydrogen atom shared by two other atoms generates a hydrogen bond.
This sharing is energetically most important when the three atoms are
in a straight line and the atom to which the hydrogen is covalently
bonded, the hydrogen bond donor, possesses a partial negative charge



Hydrophobic Forces 159

8 8t 87 N
N v N
N—H o Stronger than N—
e Ny e

QmnzxT

and the partner atom, a hydrogen bond acceptor, also possesses a partial
negative charge. Then the atoms may approach each other quite closely
and the electrostatic attractive forces and the dispersion forces will be
appreciable. Since the amide of the peptide bond can be a hydrogen
donor, and the carboxyl can be a hydrogen acceptor, proteins have a
potential for forming a great many hydrogen bonds. In addition, more
than half the side groups of the amino acids usually participate in
hydrogen bonding.

A paradox is generated by the existence of hydrogen bonds in pro-
teins. Studies with model compounds show that a hydrogen bond to
water should be stronger than a hydrogen bond between amino acids.
Why then don’t proteins denature and make all their hydrogen bonds to
water? A part of the answer is the chelate effect. That is, two objects
appear to bind to one another far more strongly if something else holds
them in the correct binding positions than if their own attractive forces
must correctly position the objects. In a protein with a structure that
holds amino acids in position, any single bond between amino acids
within the protein is entropically more favorable than altering the
structure of the protein and making the bond to water. Another way of
looking at this is that the formation of one hydrogen bond holds other
amino acids in position so that they may more easily form hydrogen
bonds themselves.

The chelate effect is important in understanding many phenomena
of molecular biology. A different example, explained more fully later,
concerns proteins. Much of the work required for two macromolecules
to bind to one another is correctly positioning and orienting them.
Consider the binding of a protein to DNA. If the protein and DNA have
been correctly positioned and oriented, then all of their interaction
energy can go into holding the two together. In the binding of a dimeric
protein to DNA, once the first subunit has bound, the second subunit is
automatically positioned and oriented correctly. Therefore the second
subunit appears to have the larger effect in binding the protein to DNA
than the first one. Equivalently, the dimer appears to bind more tightly
than would be predicted by simply doubling the AG of the binding
reaction of the monomer.

Hydrophobic Forces

The structures of the many proteins that have been determined by X-ray
diffraction and nuclear magnetic resonance reveal that, in general, the
polar and charged amino acids tend to be found on the surface and the
aliphatic amino acids tend to be found in the interior. Hydrophobic
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Figure 6.9 The creation of a water cage around a hydrocarbon in water, when
it moves from membrane into water.

forces make aliphatic amino acids try to escape from a water environ-
ment and to cluster together in the center of a protein away from water.

The precise definition of hydrophobic force and methods of its
measurement are currently under rapid development. One way of
considering the phenomenon begins by considering the energy and
entropy change in moving a neutral, nonpolar amino acid out of the
interior of a protein and into the surrounding water (Fig. 6.9). The entry
of a hydrocarbon into water facilitates the formation of structured cages
of water molecules around the hydrocarbon molecule. These surround
the hydrocarbon but do not significantly interact with it. The energy of
formation of these structures actually favors their generation, but the
translational and rotational entropy loss required to form the struc-
tured water cages inhibits their production. From considerations at this
level, we cannot deduce the magnitude of the effects. Those are deter-
mined by measuring the relative solubility of different hydrocarbons in
water and organic solvents at various temperatures. The results show
that the state of the system in which these cages are absent, that is, with
the nonpolar amino acids in the interior of the protein, is more probable
than the state in which they are present on the protein’s surface.

Hydrophobic forces can be expected to be strongest at some interme-
diate temperature between freezing and boiling. Near freezing tempera-
tures, the water throughout the solution becomes more structured, and
thus there is little difference between the status of a water molecule in
solution or a water molecule in a cage around a hydrophobic group.
Alternatively, at high temperatures, little of the water around a hydro-
phobic group can be be structured. It is melted out of structure. The
difference between water around a hydrophobic group and water else-
where in the solution is maximized at some intermediate temperature.
As this difference is important to protein structure, some proteins
possess maximum stability at intermediate temperatures. A few are
actually denatured upon cooling. A more common manifestation of the
hydrophobic forces is the fact that some polymeric structures are
destabilized by cooling and depolymerize because the hydrophobic
forces holding them together are weaker at lower temperatures.



Thermodynamic Considerations of Protein Structure 161

Thermodynamic Considerations of Protein Structure

Thermodynamics provides a useful framework for calculation of equi-
librium constants of reactions. This also applies to the “reaction” of
protein denaturation. Consider a protein denaturing from a specific
native conformation, N, to any of a great many nonspecific, random
conformations characteristic of denatured proteins, D. The reaction can
be described by an equilibrium constant that relates the amount of the
protein found in each of the two states if the system has reached

equilibrium,
NS D
D
Keq = N .
Thermodynamics provides a way of calculating K., as
K= g%
— e‘(AH - IAS)pr

where AG is the change in Gibbs free energy; R is the universal gas
constant; T is the absolute temperature in degrees Kelvin; AH is the
enthalpy change of the reaction, which in biological systems is equiva-
lent to binding energy when volume changes can be neglected; and AS
is the entropy change of the reaction. Entropy is related to the number
of equivalent states of a system. The state of a protein molecule confined
to one conformation without any degrees of freedom possesses much
lower entropy than a denatured protein that can adopt any of a great
number of conformations all at the same energy. For clarity, we will
neglect the contributions of the surrounding water in further considera-
tions, but in physically meaningful calculations these too must be
included.

Let us examine why proteins denature when the temperature is
raised. If the protein is in the folded state at the lower temperature, K.q
is less than 1, that is,

-AG <
RT

—AH+ TAS< O,
AH> TAS.

As the temperature increases, neglecting the small temperature-depend-
ent changes that occur in the interaction energies and entropy change,
the term TAS increases, and eventually exceeds AH. Then the equilib-
rium shifts to favor the denatured state.

The temperature dependence of the denaturing of proteins provides
the information necessary for determination of AH of denaturing. It is
very large! This means that AS for denaturing is also very large, just as
we inferred above, and at temperatures near the denaturing point, the

0



162 Protein Structure

difference of these two large numbers barely favors retention of the
structure of the protein. Hence the binding energies of the many
interactions that determine protein structure, hydrogen bonds, salt
bridges, dipole-dipole interactions, dispersion forces, and hydrophobic
forces just barely overcome the disruptive forces. Thus we see the value
of the peptide bond. If rotations about the C-N bond were not re-
stricted,the increased degrees of freedom available to the protein would
be enormous. Then the energy and entropy balance would be tipped in
the direction of denatured proteins.

Structures within Proteins

It is useful to focus attention on particular aspects of protein structures.
The primary structure of a protein is its linear sequence of amino acids.
The local spatial structure of small numbers of amino acids, inde-
pendent of the orientations of their side groups, generates a secondary
structure. The alpha helix, beta sheet, and beta turn are all secondary
structures that have been found in proteins. Both the arrangement of
the secondary structure elements and the spatial arrangement of all the
atoms of the molecule are referred to as the tertiary structure. Quater-
nary structure refers to the arrangement of subunits in proteins consist-
ing of more than one polypeptide chain.

A domain of a protein is a structure unit intermediate in size between
secondary and tertiary structures. It is a local group of amino acids that
have many fewer interactions with other portions of the protein than
they have among themselves (Fig. 6.10). Consequently, domains are
independent folding units. Interestingly, not only are the amino acids
of a domain near one another in the tertiary structure of a protein, but
they usually comprise amino acids that lie near one another in the
primary structure as well. Often, therefore, study of a protein’s structure
can be done on a domain-by-domain basis. The existence of semi-inde-
pendent domains should greatly facilitate the study of the folding of
polypeptide chains and the prediction of folding pathways and struc-
tures.

Particularly useful to the ultimate goal of prediction of protein
structure has been the finding that many alterations in the structure of
proteins produced by changing amino acids tend to be local. This has
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Figure 6.11 Substitution of portions of the E. coli tryptophan synthetase o
subunit with corresponding regions from the Salmonella typhimurium syn-
thetase subunit.

been found in exhaustive genetic studies of the lac and lambda phage
repressors, in the thermodynamic properties of mutant proteins, and in
the actual X-ray or NMR determined structures of a number of proteins.
In the lac and lambda repressors, the majority of the amino acid changes
that alter the ability to bind to DNA lie in the portion of the protein that
makes contact with the DNA. Similar results can be inferred from
alterations in the amino acid sequence of the tryptophan synthetase
protein generated by fusing two related but nonidentical genes. Despite
appreciable amino acid sequence differences in the two parental types,
the fusions that contain various amounts of the N-terminal sequence
from one of the proteins and the remainder of the sequence from the
other protein retain enzymatic activity (Fig. 6.11). This means that the
amino acid alterations generated by formation of these chimeric pro-
teins do not need to be compensated by special amino acid changes at
distant points in the protein.

The results obtained with repressors and tryptophan synthetase
mean that a change of an amino acid often produces a change in the
tertiary structure that is primarily confined to the immediate vicinity of
the alteration. This, plus the finding that protein structures can be
broken down into domains, means that many of the potential long-range
interactions between amino acids can be neglected and interactions
over relatively short distances of up to 10 A play the major role in
determining protein structure.

The proteins that bind to enhancer sequences in eukaryotic cells are
a particularly dramatic example of domain structures in proteins. These
proteins bind to the enhancer DNA sequence, often bind to small
molecule growth regulators, and activate transcription. In the glucocor-
ticoid receptor protein, any of these three domains may be inde-
pendently inactivated without affecting the other two. Further, domains
may be interchanged between enhancer proteins so that the DNA-bind-
ing specificity of one such protein can be altered by replacement with
the DNA-binding domain from another protein.

As we saw earlier in discussing mRNA splicing, DNA regions encod-
ing different domains of a protein can be appreciably separated on the
chromosome. This permits different domains of proteins to be shuffled
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so as to accelerate the rate of evolution by building new proteins from
new assortments of preexisting protein domains. Domains rather than
amino acids then become building blocks in protein evolution.

The Alpha Helix, Beta Sheet, and Beta Turn

3.3 Amino
acids per turn

The existence of the alpha helix was predicted by Pauling and Cory from
careful structural studies of amino acids and peptide bonds. This pre-
diction came before identification of the alpha helix in X-ray diffraction
patterns of proteins. Even though the data were all there, it was over-
looked. The alpha helix is found in most proteins and is a fundamental
structural element. In the alpha helix, hydrogen bonds are formed
between the carbonyl oxygen of one peptide bond and the amide
hydrogen of the amino acid located three and a third amino acids away.

3.3 Residue separation
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The side chains of the amino acids extend outward from the helix, and
the hydrogen bonds are nearly parallel to the helix axis (Fig. 6.12). If
they were precisely parallel to the axis, the helix pitch would be 3.33
amino acids per turn, but due to steric constraints, the hydrogen bonds
are somewhat skewed, and the average pitch is found to be 3.6 to 3.7
amino acids per turn.

Figure 6.12 A polypeptide
chain showing the backbone
hydrogen bonds that are

_C formed when the chain is in
N an alpha helix.
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Potential
hydrophobic
face

13 Figure 6.13 An alpha helical
wheel showing the positions
of successive amino acids as
viewed from the end of a helix.

If we look down the axis of an alpha helix, we see the amino acids
winding around in a circle. Every third and then every fourth amino
acid lies on one side of the helix (Fig. 6.13). This pattern follows from
the fact that the alpha helix is nearly 3.5 amino acids per turn. If every
third and then every fourth amino acid were hydrophobic, two such
helices could bind together through their parallel strips of hydrophobic
amino acids. This occurs in structures called coiled coils. These are
found in structural proteins like myosin as well as in a class of transcrip-
tional regulators that dimerize by these interactions. These activators
are called leucine-zipper proteins. They possess leucine residues seven
amino acids apart. Strips of hydrophobic amino acids along one face of
alpha helices are frequently found in bundles containing two, three, or
four alpha helices.

The beta-strand is a second important structural element of proteins.
In it the polypeptide chains are quite extended (Fig. 6.14). From a top
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view the peptide backbone is relatively straight, but in a side view the
peptide backbone is pleated. The side chains of the amino acids are
relatively unconstrained since alternate groups are directed straight up
and straight down. The amide hydrogens and the carboxyl groups are
directed to either side and are available for hydrogen bonding to another
beta-strand lying alongside to form a beta sheet. This second strand can
be oriented either parallel or antiparallel to the first.

The third readily identified secondary structural element is the re-
verse or beta bend (Fig. 6.15). A polypeptide chain must reverse direc-
tion many times in a typical globular protein. The beta bend is an
energy-effective method of accomplishing this goal. Three amino acids
often are involved in a reverse bend.

Calculation of Protein Tertiary Structure

The sequence of amino acids in a protein and the environment of the
protein usually determines the structure of the protein. That is, most
proteins are capable of folding to their correct conformations without
the assistance of any folding enzymes. This is known from the fact that
many proteins can be denatured by heat or the addition of 6 M urea and
will renature if slowly returned to nondenaturing conditions. Since the
sequence is sufficient to determine structure, can we predict the struc-
ture? The correct folding of some proteins, however, appears to require
the assistance of auxiliary proteins called chaperonins.

We can imagine several basic approaches to the prediction of protein
structure. The first is simply to consider the free energy of every possible
conformation of the protein. We might expect that the desired structure
of the protein would be the conformation with the lowest potential
energy. The approach of calculating energies of all possible conforma-
tions possesses a serious flaw. Computationally, it is completely infea-
sible since a typical protein of 200 amino acids has 400 bonds along the
peptide backbone about which rotations are possible. If we consider
each 36° of rotation about each such bond in the protein to be a new
state, there are 10 states per bond, or 10%% different conformational
states of the protein. With about 1080 particles in the universe, a
calculational speed of 10!° floating point operations per second (flops,
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a unit of speed measure of computers), an age of the universe of roughly
10'8 seconds, with one superfast computer for each particle in the
universe and beginning to calculate at the origin of the universe, we
would have had time to list, let alone calculate the energy of, only an
infinitesimal fraction of the possible states of one protein.

The preceding example is known as the Levinthal paradox. It illus-
trates two facts. First, that we cannot expect to predict the folded
structure of a protein by examining each possible conformation. Sec-
ond, it seems highly unlikely that proteins sample each possible confor-
mational state either. More likely they follow a folding pathway in which
at any moment the number of accessible conformations is highly lim-
ited. We can try to fold a protein by an analogous method.This can be
done by varying, individually, the structure variables like angles. As long
as changing an angle or distance in one direction continues to lower the
total energy of the system, movement in this direction is permitted to
continue. When minima have been found for all the variables, the
protein ought to be in a state of lowest energy. Unfortunately, the
potential energy surface of proteins does not contain just one local
minimum. Many exist. Thus, when the protein has “fallen” into a
potential energy well, it is very unlikely to be in the deepest well (Fig.
6.16). This energy minimization approach has no convenient way to
escape from a well and sample other conformation states so as to find
the deepest well. One approach to avoiding this problem might be to try
to fold the protein by starting at its N-terminus by analogy to the way
natural proteins are synthesized. Unfortunately, this does not help much
in avoiding local mimima or achieving the correct structures.

Yet a third way for us to calculate structure might be to mimic what
a protein does. Suppose we calculate the motion of each atom in a
protein simply by making use of Newton’s law of motion

F=ma.

From chemistry we know the various forces pushing and pulling on an
atom in a molecule. These are the result of stretching, bending, and
twisting ordinary chemical bonds, plus the dispersion forces or Van der
Waals forces we discussed earlier, electrical forces, and finally hydrogen
bonds to other atoms. Of course, we cannot solve the resulting equations
analytically as we do in some physics courses for particularly simple
idealized problems. Solving has to be done numerically. At one instant
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positions and velocities are assumed for each atom in the structure.
From the velocities we can calculate where each atom will be 104
second later. From the potentials we can calculate the average forces
acting on each atom during this interval. These alter the velocities
according to Newton’s law, and at the new positions of each atom, we
adjust the velocities accordingly and proceed through another round of
calculations. This is done repeatedly so that the structure of the protein
develops in segments of 10-'* second. The presence of local minima in
the potential energy function is not too serious for protein dynamics
calculations since the energies of the vibrations are sufficient to jump
out of the local minima.

The potential function required to describe a protein, while large, can
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be handled by large computers. These calculations take many hours on
the largest computers and can simulate the motions of a protein only
for times up to 10 to 100 picoseconds. This interval is insufficient to
model the folding of a protein or even to examine many of the interesting
questions of protein structure.

Another useful approach with molecular dynamics is to begin with
the coordinates of a protein derived from X-ray crystallography. Each
of the atoms is then given a random velocity appropriate to the tempera-
ture being simulated. Soon after the start of the calculations, the protein
settles down and vibrates roughly as expected from general physics
principles. During the course of such simulations the total energy in the
system ought to remain constant, and the calculations are done with
sufficient accuracy that this constraint is satisfied. The vibrations seen
in these simulations can be as large as several angstroms. Frequently
sizeable portions of the protein engage in cooperative vibrations.

Secondary Structure Predictions

Less ambitious than calculating the tertiary structure of a protein is
predicting its secondary structure. There is some hope that this is a
much simpler problem than prediction of tertiary structure because
most of the interactions determining secondary structure at an amino
acid residue derive from amino acids close by in the primary sequence.
The problem is how many amino acids need to be considered and how
likely is a prediction to be correct? We can estimate both by utilizing
information from proteins whose structures are known. The question is
how long a stretch of amino acids is required to specify a secondary
structure. For example, if a stretch of five amino acids were sufficient,
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then the same sequence of five amino acids ought to adopt the same
structure, regardless of the protein in which they occur.

The tertiary structures available from X-ray diffraction studies can
be used as input data. Many examples now exist where a sequence of
five amino acids appears in more than one protein. In about 60% of
these cases, the same sequence of five amino acids is found in the same
secondary structure. Of course, not all possible five amino acid se-
quences are represented in the sample set, but the set is sufficiently large
that it is clear that we should not expect to have better than about 60%
accuracy in any secondary structure prediction scheme if we consider
only five amino acids at a time.

Several approaches have been used to determine secondary structure
prediction rules. At one end is a scheme based on the known conforma-
tions assumed by homopolymers and extended by analysis of a small
number of known protein structures. The Chou and Fasman approach
is in this category. A more general approach is to use information theory
to generate a defined algorithm for predicting secondary structure. This
overcomes many of the ambiguities of the Chou-Fasman prediction
scheme.

Recently, neural networks have been applied to predicting secondary
structure. While usually implemented on ordinary computers, these
simulate on a crude scale some of the known properties of neural
connections in parts of the brain. Depending on the sum of the positive
and negative inputs, a neuron either does not fire, or fires and sends
activating and inhibiting signals on to the neurons its output is con-
nected to.

Inputs
P Outputs to

other cells

b ?

+

i !

In predicting secondary structure by a neural network, the input is
the identity of each amino acid in a stretch of ten to fifteen amino acids
(Fig. 6.17). Since each of these can be any of the twenty amino acids,
about 200 input lines or “neurons” are on this layer. Each of these
activates or inhibits each neuron on a second layer by a strength that is
adjusted by training. After summing the positive and negative signals
reaching it, a neuron on the second layer either tends to “fire” and sends
a strong activating or inhibiting signal on to the third layer, or it tends
not to fire. In the case of protein structure prediction, there would be
three neurons in the third layer. One corresponds to predicting o-helix,
one to B-sheet, and one to random coil. For a given input sequence, the
network’s secondary structure prediction for the central amino acid of



170 Protein Structure

o coil

(6] 6] (6] Output

O O (@) O O Middle
[ONCROLER OO0O=-- [CNCOROLER OO O--+ Input

20 20 20 20

13 groups of 20

Figure 6.17 A three layer neural network of 20 x 13 inputs, a middle layer, and
an output layer. Each of the input "neurons" is connected to each of the middle
layer neurons and each of the middle layer neurons is connected to the three
output neurons. The strengths of the interactions are not all equal.

the sequence is considered to correspond to the neuron of the third layer
with the highest output value. “Training” such a network is done by
presenting various stretches of amino acids whose secondary structure
is known and adjusting the strengths of the interactions between neu-
rons so that the network predicts the structures correctly.

No matter what scheme is used, the accuracy of the resulting struc-
ture prediction rules never exceeds about 65%. Note that a scheme with
no predictive powers whatsoever would be correct for about 33% of the
amino acids in a protein. The failure of these approaches to do better
than 65% means that in some cases, longer-range interactions between
amino acids in a protein have a significant effect in determining secon-
dary structure (See problem 6.18).

Structures of DNA-Binding Proteins

A protein that regulates the expression of a gene most often recognizes
and binds to a specific DNA sequence in the vicinity of that gene.
Bacteria contain at least several thousand different genes, and most are
likely to be regulated. Eukaryotic cells contain at least 10,000 and
perhaps as many as 50,000 different regulated genes. Although combi-
natorial tricks could be used to reduce the number of regulatory proteins
well below the total number of genes, it seems likely that cells contain
at least several thousand different proteins that bind to specific se-
quences. What must the structure of a protein be in order that it bind
with high specificity to one or a few particular sequences of DNA? Does
nature use more than one basic protein structure for binding to DNA
sequences?

Chapter 2 discussed the structure of DNA and pointed out that the
sequence of DNA can be read by hydrogen bonding to groups within the
major groove without melting the DNA’s double-stranded structure.
Each of the four base pair combinations, A-T, T-A, G-C, and C-G,
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Figure 6.18 Left, a helix-turn-helix. Center, the helix-turn-helix of cro re-
pressor in the context of the remainder of the polypeptide chain. Right, a dimer
of cro repressor with the recognition helices fitting into the major groove of the
DNA.

generates a unique pattern of hydrogen bond donors and acceptors.
Therefore, the identity of a base pair can be read by a single, properly
positioned, amino acid. Of course, an amino acid need not be con-
strained to bond only to a single base pair or just to the hydrogen bond
donors and acceptors in the major groove. Bonding from an amino acid
residue is also possible to multiple base pairs, to the deoxyribose rings,
or the phosphate groups.

Since the width of the major groove of DNA nicely accepts an
alpha-helix, it seems likely that such helices play a major role in
DNA-binding proteins, and this has been found. We might also expect
proteins to maximize their sequence selectivity by constructing their
recognition surfaces to be as rigid as possible. If the surface is held in
the correct shape while the protein is free in solution, then none of the
protein-DNA binding energy needs to be consumed in freezing the
surface in the correct shape. All the interaction energy between the
protein and DNA can go into holding the protein on the DNA and none
needs to be spent holding the protein in the correct conformation.
Further, the DNA-contacting surface must protrude from the protein in
order to reach into the major groove of the DNA. These considerations
lead to the idea that proteins may utilize special mechanisms to stiffen
their DNA-binding domains, and indeed, this expectation is also met.

The high interest and importance in gene regulatory proteins means
that a number have been purified and carefully studied. Sequence
analysis and structure determination have revealed four main families
of DNA-binding domains. These are the helix-turn-helix, zinc domain,
leucine zipper, and the beta-ribbon proteins.

The helix-turn-helix domains possess a short loop of four amino acids
between the two helical regions (Fig. 6.18). Because the connection
between the helices is short and the helices partially lie across one
another, they form a rigid structure stabilized by hydrophobic interac-
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tions between the helices. For historical reasons the first of these two
helices is called Helix 2, and the following helix is called Helix 3. In these
proteins Helix 3 lies within the major groove of the DNA, but its
orientation within the groove varies from one DNA-binding protein to
another. In some, the helix lies rather parallel to the major groove, but
in others, the helix sticks more end-on into the groove. The actual
positioning of the helix in the groove is determined by contacts between
the protein and phosphate groups, sugar groups, and more distal parts
of the protein. Contacts between the protein and DNA need not be direct.
Trp repressor makes a substantial number of contacts indirectly via
water molecules. Most prokaryotic helix-turn-helix proteins are ho-
modimeric, and they therefore bind a repeated sequence. Since the
subunits face one another, the repeats are inverted, and form a symmet-
rical sequence, for example AAAGGG-CCCTTT. Developmental genes in
eukaryotes often are regulated by proteins that are a close relative of the
helix-turn-helix protein. These homeodomain proteins possess struc-
tures highly similar to the helix-turn-helix structures, but either of the
helices may be longer than their prokaryotic analogs. The homeodo-
main proteins usually are monomeric and therefore bind to asymmetric
sequences.

Zntt

The zinc finger proteins are the most prominent members of the
zinc-containing proteins that bind to DNA. The zinc finger is a domain
of 25 to 30 amino acids consisting of a 12 residue helix and two
beta-ribbons packed against one another. In these proteins, Zn ligands
to four amino acids and forms a stiffening cross-bridge. Often the Zn is
held by two cysteines at the ends of the ribbons beside the turn, and by
two histidines in the alpha-helix. This unit fits into the major groove of
the DNA and contacts three base pairs. Usually these Zn-finger proteins
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Figure 6.19 A leucine zip-
per protein binding to DNA.

contain multiple fingers, and the next finger can contact the following
three base pairs. Other Zn-containing proteins that bind to DNA contain
multiple Zn ions in more complex structures. These proteins also use
residues in the alpha-helix and at its end to contact the DNA. Zn fingers
can also be used to make sequence-specific contacts to RNA.

The leucine zipper proteins are of a particularly simple design. They
contain two alpha-helical polypeptides dimerized by hydrophobic faces
on each. Characteristically, each polypeptide contains leucine residues
seven amino acids apart that form the dimerization faces. Beyond the
dimerization domains the helices diverge as in a “Y”, with each arm
passing through a major groove (Fig. 6.19). Few leucine zipper proteins
have beenidentified in prokaryotes, but they are common in eukaryotes.
They are notable in forming heterodimers. For example, the fos-jun
transcription factor is a leucine zipper protein. It is easy to see how
specific dimerization could be determined by patterns of positive and
negative charges near the contact regions of the two dimerization
regions.

The beta-sheet domains contact either the major or minor groove of
DNA via two antiparallel beta-strands. A few prokaryotic and eukaryotic
examples of these proteins are known, the most notable being the X-ray
determined structure of the MetJ repressor-operator complex. At least
part of the DNA contacts made by transcription factor TFIID are in the
minor groove and are made by such beta-strands.

Salt Effects on Protein-DNA Interactions

Many of the macromolecular interactions of interest in molecular
biology involve the binding of proteins to DNA. Experiments show that
often the affinity of a protein for DNA is sharply reduced as the
concentration of NaCl or KCl in the buffer is increased. It might seem
that the source of such behavior would be attractive forces between
positive charges in the protein and the negatively charged phosphates
of the DNA. The presence of high salt concentrations would then shield
the attractive forces and weaken the binding by affecting both the
association rate and the dissociation rate. Experimentally, however, the
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concentration of salts in the buffer primarily affects only the dissocia-
tion rates!

Consider the binding of a protein to DNA. Before binding of the
protein, positively charged ions must reside near the negatively charged
phosphate groups. Some of these will be displaced as the protein binds,
and this displacement, even though it is not the breaking of a covalent
bond, must be considered in the overall binding reaction. Let us con-
sider these to be sodium ions. The reaction can be written

P+ nNa"D$< nNat+ P-D

(P x (nNa+D)
(Na"x (P-D)’

where P is protein concentration, D is DNA concentration, and an
effective number n of Na* ions are displaced in the binding reaction.
The fact that n is often greater than five makes the binding affinity
sharply dependent upon salt concentration. The value of 7 can be easily
extracted from experimental data by plotting the log of K; against the
log of the salt concentration. Many regulatory proteins appear to dis-
place a net of four to ten ions as they bind.

The physical basis for the ion strength dependence is straightforward.
The dissociation of a protein from DNA would require the nearly
simultaneous and precise binding of the n sodium ions to their former
positions on the DNA. The higher the concentration of sodium ions in
the solution, the more easily this may be accomplished.

The above explanation can also be couched in thermodynamic terms.
The entropic contribution of the sodium ions to the binding-dissociation
reaction is large. Before the binding of the protein, the ions are localized
near the backbone of the DNA. Upon the binding of the protein, these
ions are freed, with a substantial entropy increase. The greater the
sodium concentration in the buffer, the smaller the entropy increase
upon protein binding and therefore the weaker the protein binding.
Loosely bound, and therefore poorly localized, ions do not make a
substantial contribution to the changes in binding as the buffer compo-
sition is changed because their entropies do not change substantially
during the course of the reaction.

Keq =

Locating Specific Residue-Base Interactions

In Chapter 2 we discussed how a histone bound to DNA can protect the
nucleotides it contacts from DNAse cleavage of phosphodiester bonds.
Biochemical methods similar to those DNAse footprinting experiments
can even identify interactions between specific amino acid residues and
specific bases. In some cases the biochemical approaches provide as
much resolution as X-ray crystallography.

First, consider how to test a guess of a specific residue-base interac-
tion. In this approach a correct guess can be confirmed, but a poor guess
yields little information. The idea is that if the amino acid residue in
question is substituted by a smaller residue, say a glycine or alanine,
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Protein DNA
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Figure 6.20 How replacing a DNA contacting residue of a protein with a
smaller residue like alanine or glycine makes the protein indifferent to the
identity of the base that formerly was contacted by the residue.

then the former interaction between the residue and the base will be
eliminated. As a result, the strength of the protein’s binding becomes
independent of the identity of the base formerly contacted, whereas the
wild-type unsubstituted protein would vary in its affinity for the DNA
as the contacted base is varied (Fig. 6.20).

The work required for this missing contact experiment is high.
Genetic engineering techniques must be used to alter the gene encoding
the protein. Similarly, both the wild-type sequence and a sequence for
each base being tested for contacting must also be synthesized. Finally,
the protein must be synthesized in vivo, purified, and its affinity for the
various DNAs tested.

The testing for specific contacts can be streamlined. Instead of having
to guess correctly both the base and the residue, the technique finds
whatever base is contacted by a residue. As before, a variant protein is
made containing a glycine or alanine substitution in the residue sus-
pected of contacting the DNA. The DNA sample is probed biochemically
to find all the residues contacted by the wild-type protein and by the
mutant protein. The difference between the set of bases contacted by
the wild-type protein and the mutant protein is the base or two that are
normally contacted by the altered residue. The procedure for locating
the bases which contact the protein is more fully described in Chapter
10.

6.1. Which amino acid side chains can serve as hydrogen bond donors
and/or acceptors?

6.2. Use the thermodynamic relations
K= g%
— e—(AH— TASYpor

to explain more precisely what was claimed in the text concerning
the strength of hydrophobic forces being maximal at some tempera-
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ture infermediate 0° and 100°. Use this result to explain why some
oligomeric proteins denature on cooling.

6.3. The discussion of the thermodynamics of proteins assumed that
protein structures are determined by equilibrium constants and not rate
constants. Some proteins spontaneously denature or become inactive.
What does this mean about the former assumption?

6.4. Why might secondary structure predictions be expected to be
more successful with small domains than with large domains?

6.5. Why is proline disruptive to an alpha helix?

6.6.If anovice X-ray crystallographer had the temerity to suggest that
his or her protein was complementary to left helical DNA, how by simple
examination of the proposed high resolution structure might you be
certain that the crystallographer was wrong?

6.7. Consider an a-helix consisting of L-amino acids. Suppose one of
the residues was changed to the D form. What would such a change do
to the basic pattern of hydrogen bonds in the o-helix?

6.8. Draw the wiring or connection diagram you would use in build-
ing a neural network to predict whether or not a particular nucleotide
was a donor in a splicing reaction.

6.9. Suppose a protein contains about 300 amino acids that are mostly
in alpha helix conformation. Estimate a likely value for the number of
times the polypeptide chain would make sharp bends so that the protein
could be roughly spherical.

6.10. What amino acid side chains might make specific hydrogen
bonds within the major groove of DNA to permit detection of specific
DNA sequences by proteins?

6.11. Why would a homodimeric coiled-coil protein of the sequence
(VxxLxxx)s be expected to possess parallel rather than antiparallel
o-helices?

6.12. In the next chapter we will see that proteins are synthesized
from their N-terminal amino acid to their C-terminus. What is the likely
significance of the finding that secondary structure predictions are
better for the N-terminal half of many proteins?

6.13. Why can’t subunits of an oligomeric protein be related to one
another by reflections across a plane or inversion through a point as
atoms can in crystals?

6.14. Repressor proteins must respond to their environment and must
dissociate from their operators under some conditions. Furthermore,
the DNA-binding domains of repressors constructed like lambda re-
pressor protein could be completely isolated from the domains involved
in the binding of small-molecule inducers. Indeed, suppose that the
binding of a small-molecule inducer was shown not to alter the structure
of the DNA-binding domains at all. What then could cause such a
repressor to dissociate from the DNA?

6.15. Roughly, proteins possess a density of 1.3 g/cm3. Suppose a
protein is a dimer with each monomer containing about 300 amino
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acids. Approximately what overall shape would you expect the protein
to possess, if when it binds to DNA it makes contact in four adjacent
major grooves of the DNA all located on one side of the helix? That is,
the protein does not reach around the cylinder to make contacts on the
back. Can the protein be spherical or must it be highly elongated?

6.16. Why is the substitution of glycine at a specific position in a
protein more likely to destabilize the protein than the substitution of
alanine?

6.17. Refer to J. Mol. Biol. 202, 865-885 (1988). What amino acid
homopolymers are most likely to form alpha-helices? What amino acid
homopolymers are least likely to form alpha-helices? Write a sequence
of 13 amino acids that maximizes the probability the central amino acid
will be found in an alpha helical conformation.

6.18. How do you reconcile the seemingly contradictory conclusions
mentioned in the text that amino acid changes in proteins generally
produce local structural changes, with our inability to predict secondary
structure with greater than 65% accuracy? The first implies that long-
range interactions are unimportant, and the second that they are highly
important. Hint, see Proc. Natl. Acad. Sci. USA 90, 439-441 (1993).
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Protein Synthesis

/

Having studied the synthesis of DNA and RNA and the structure of
proteins, we are now prepared to examine the process of protein
synthesis. We will first be concerned with the actual steps of protein
synthesis. Then, to develop further our understanding of cellular proc-
esses, we will discuss the rate of peptide elongation, how cells direct
specific proteins to be located in membranes, and how the machinery
that translates messenger RNA into protein in cells is regulated in order
to use most efficiently the limited cellular resources. The major part of
the translation machinery is the ribosomes. A ribosome consists of a
larger and smaller subunit, each containing a major RNA molecule and
more than twenty different proteins. The synthesis and structure of
ribosomes will be considered in a later chapter.

In outline, the process of protein synthesis is as follows. Amino acids
are activated for protein synthesis by amino acid synthetases which
attach the amino acids to their cognate tRNA molecules. The smaller
ribosomal subunit and then the larger ribosomal subunit attach to
messenger RNA at the 5" end or near the initiating codon. Translation
then begins at an initiation codon with the assistance of initiation
factors. During the process of protein synthesis, the activated amino
acids to be incorporated into the peptide chain are specified by three-
base codon-anticodon pairings between the messenger and aminoacyl-
tRNA. Elongation of the peptide chain terminates on recognition of one
of the three termination codons, the ribosomes and messenger dissoci-
ate, and the newly synthesized peptide is released. Some proteins appear
to fold spontaneously as they are synthesized, but others appear to
utilize auxiliary proteins to help in the folding process.

The actual rate of peptide elongation in bacteria is just sufficient to
keep up with transcription; a ribosome can initiate translation immedi-
ately behind an RNA polymerase molecule and keep up with the tran-
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scription. In eukaryotic cells, however, the messenger is modified and
transported from the nucleus to the cytoplasm before it can be trans-
lated.

Although the cytoplasm in bacteria contains most of the cell’s protein,
the inner membrane, the periplasmic space, and even the outer mem-
brane contain appreciable amounts of protein. Eukaryotic cells also
must direct some proteins to organelles and membranes. How do cells
do this? One mechanism is with a signal peptide. These are the N-ter-
minal 20 amino acids or so of some proteins that appear largely
responsible for directing the protein away from the cytoplasm and into
or through the membrane.

Finally, it is necessary to discuss the regulation of the level of
ribosomes. Since ribosomes constitute a large fraction of a cell’s total
protein and RNA, only as many ribosomes as are needed should be
synthesized. Consequently, complicated mechanisms have developed
coupling protein synthesis to ribosome synthesis.

A. Chemical Aspects

Activation of Amino Acids During Protein Synthesis

In Chapter 6 we learned that proteins possess a definite sequence of
amino acids that are linked by peptide bonds. Aminoacyl-tRNA mole-
cules participate in the formation of these bonds in two ways. First, they
bring activated amino acids to the reaction. They also serve as adapters
between the various three-base codons in the messenger RNA and the
actual amino acids to be incorporated into the growing polypeptide
chain. Because different tRNA molecules must be distinguishable at the

Figure 7.1 The cloverleaf structure of a charged tRNA. Filled circles represent
variable bases.
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step of attaching amino acids, they differ in structure (Fig. 7.1). On the
other hand, the tRNA molecules must also possess important structural
features in common so that the tRNA molecules may be used in peptide
bond formation at the ribosome. Formation of a peptide bond is ener-
getically unfavorable and is assisted at the step of bond formation by
the energy in the amino acid-tRNA bond. This is an ester to the 3’
hydroxyl at the invariant -C-C-A end of the tRNA. Aminoacyl-tRNA
synthetases, one for each amino acid, form these bonds. The formation
of the ester bonds, activation, occurs in two steps. First the enzyme links

H H H H O H O
Lo e N Iy L1 _
H—NYc—c +ATP — H—N—C—C—ONIID—O—Ribose—Adenine+PPI

N o— I I _

bR o H R 0

the amino acid to AMP, and then transfers it to the 3’ terminal adenosine
of the tRNA (Fig. 7.2).

Some synthetases activate the 2’-hydroxyl of the terminal base of
tRNA, others activate the 3’, and some activate both the 2’ and 3’
hydroxyls, but the differences probably do not matter because after the
aminoacyl-tRNA is released from the enzyme, the aminoacyl group on
the tRNA migrates back and forth.

Fidelity of Aminoacylation

The aminoacyl-tRNA synthetases are remarkable enzymes since they
recognize amino acids and their cognate tRNA molecules and join them
together. Inaccuracies in either recognition process could be highly
deleterious because choosing the wrong amino acid or the wrong tRNA
would ultimately yield a protein with an incorrect sequence. We know,
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however, from measurements on peptides highly purified from proteins
of known sequence, that the overall frequency of misincorporation, at
least of charged amino acids, is only about 1/1000.

Let us first consider the process of choosing the correct amino acid.
The greatest difficulty in accurate translation appears to be in discrimi-
nating between two highly similar amino acids. Valine and isoleucine
are an example since replacing a hydrogen on valine with a methyl group
yields isoleucine (Fig. 7.3). The valyl-tRNA synthetase should not have
trouble in discriminating against isoleucine because isoleucine is larger
than valine and probably does not fit into the active site on the enzyme.
The reverse situation is more of a problem. Valine will form all of the
contacts to the enzyme that isoleucine can form except for those to the
missing methyl group. How much specificity could the absence of these
contacts provide? Estimates of the differences in binding energy predict
about a 200-fold discrimination, but since the actual error rate is found
to be much lower, something in addition to a simple discrimination
based on one binding reaction must contribute to specificity. An addi-
tional step in the overall reaction in the form of editing by the synthetase
increases the accuracy.

Although isoleucyl-tRNA synthetase can form a valyl adenylate com-
plex, upon the addition of tRNA' the tRNA is activated and then the

lle lle
tRNA -Val —>— t RNA + Val

complex is immediately hydrolyzed. One way to think of this process is
that activation is a two-step sieving process (Fig. 7.4). It permits the
correct amino acid and similar but smaller amino acids to be activated.
Then all amino acids smaller than the correct amino acid have a
hydrolytic pathway available for removal of the misacylated amino acid.
DNA synthesis and DNA cutting by restriction enzymes also use two-
step error checking to achieve high accuracy. In the case of protein
synthesis, fidelity is increased by identifying the amino acid several
times, and for the DNA cutting enzymes, the nucleotide sequence is read
more than once.
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How Synthetases Identify the Correct fRNA Molecule

A second problem in specificity of protein synthesis is the selection of
the tRNA molecule by the synthetase. In principle this selection could
be done by reading the anticodon of the tRNA. A wide variety of
experiments have revealed, however, that only for tRNAM¢t is the anti-
codon the sole determinant of the charging specificity. For about half
of the tRNAs, the anticodon is involved in the recognition process, but
it is not the sole determinant. For the remaining half of the tRNAs, the
anticodon is not involved at all.

Two extreme possibilities exist for the other charging specificity
determinants. They could be the identity of one or more nucleotides
somewhere in the tRNA. On the other hand, the charging specificity
could be determined by part or all of the overall structure of the tRNA
molecule. Of course, this structure is determined by the nucleotide
sequence, but the structure as dictated by the overall sequence may be
more important than the chemical identity of just a couple of amino or
carboxyl groups. In view of the diversity of nature, it is reasonable to
expect different aminoacyl-tRNA synthetases will utilize different struc-
tural details in their identification of their cognate tRNA molecules.

Just as in the study of RNA splicing, the development of genetic
engineering has greatly accelerated the rate of progress in under-
standing the specificity determinants on tRNA molecules. This resulted
from facilitating the synthesis in vitro of tRNA molecules of any desired
sequence. Such a synthesis utilizes the phage T7 RNA polymerase to
initiate transcription from a T7 promoter that can be placed near the
end of a DNA molecule (Fig. 7.5). Essentially any DNA sequence down-
stream from the promoter can be used so that any tRNA sequence can
be synthesized. The RNA molecules resulting from such reactions can

Figure 7.5 In vitro synthesis of

WAAAMAMAMA an artificial tRNA molecule using
T7 RNA polymerase.
1
T7 Sequence

Promoter for tRNA
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be aminoacylated and utilized in translation despite the fact that they
lack the specialized chemical modifications that are found on tRNA
molecules synthesized in vivo. Apparently these modifications are not
essential to the process of protein synthesis and they exist more for
fine-tuning.

Genetic engineering also enables us to alter the gene encoding a tRNA
molecule, reinsert the gene in a cell, and examine the in vivo charging
and translation properties of the altered molecule. The ability to be
charged by alanine synthetase is specified by the identity of just two
nucleotides (Fig. 7.6). This was determined by identifying the smallest
common subset of nucleotide changes that permitted the molecule to
be charged with alanine. These proved to be two nucleotides in the
acceptor stem, a G and a U that form a non Watson-Crick base pair.
Providing these two nucleotides in any tRNA molecule enables the
molecule to be charged with alanine. The specificity determinants of
other tRNA molecules have been found to be three or more nucleotides
scattered around the molecule.

The structure of the crystallized glutamyl-tRNA synthetase-tRNA
complex permitted direct examination of the contacts between the
enzyme and the tRNA. These showed, as expected, that this enzyme read
the anticodon of the tRNA plus several nucleotides located elsewhere
on the tRNA.

Decoding the Message

What decodes the messages? Clearly, base pairing between a codon of
message and an anticodon of the aminoacyl-tRNA decodes. This is not
the complete story however. Since the ribosome pays no attention to the
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Table 7.1 The Genetic Code

First Second Position Third
Position Position
’ u Cc A G
5 End

u Phe Ser Tyr Cys U
Phe Ser Tyr Cys C

Leu Ser Ochre End A

Leu Ser Amber Trp G

C Leu Pro His Arg U
Leu Pro His Arg C

Leu Pro Gin Arg A

Leu Pro Gin Arg G

A lle Thr Asn Ser u

lle Thr Asn Ser C

lle Thr Lys Arg A

Met Thr Lys Arg G

G Val Ala Asp Gly U
Val Ala Asp Gly C

Val Ala Glu Gly A

Val Ala Glu Gly G

correctness of the tRNA charging, the aminoacyl-tRNA synthetases are
just as important in decoding, for it is also essential that the tRNA
molecules be charged with the correct amino acid in the first place.

Once the amino acids have been linked to their cognate tRNAs, the
process of protein synthesis shifts to the ribosome. The “code” is the
correspondence between the triplets of bases in the codons and the
amino acids they specify (Table 7.1). In a few exciting years molecular
biologists progressed from knowing that there must be a code, to
learning that each amino acid is encoded by three bases on the messen-
ger, to actually determining the code. The history and experiments of
the time are fascinating and can be found in The Eighth Day of Creation
by Horace Freeland Judson.

In the later stages of solving the code it became apparent that the
code possessed certain degeneracies. Of the 64 possible three-base
codons, in most cells, 61 are used to specify the 20 amino acids. One to
six codons may specify a particular amino acid. As shown in Table 7.1,
synonyms generally differ in the third base of the codons. In the third
position, U is equivalent to C and, except for methionine and trypto-
phan, G is equivalent to A.

Under special circumstances likely to reflect early evolutionary his-
tory, one of the three codons that code for polypeptide chain termina-
tion also codes for the insertion of selenocysteine. The same codon at
the end of other genes specifies chain termination. Thus, the context
surrounding this codon also determines how it is read. Generally such
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Table 7.2 Wobble Base Pairs

First Third Codon
Anticodon Base

Base

C G

A U

U AorG

G UorC

I UC,G

context effects change only the rates of insertion of amino acids, but not
their identity.

With the study of purified tRNAs, several facts became apparent.
First, tRNA contains a number of unusual bases, one of which is inosine,

(0] (0]
N N
N ZNH N Z~N-H
- N - N |~_1
Inosine Guanosine

which is occasionally found in the first position of the anticodon.
Second, more than one species of tRNA exists for most of the amino
acids. Remarkably, however, the different species of tRNA for any
amino acid all appear to be charged by the same synthetase. Third, strict
Watson-Crick base pairing is not always followed in the third position
of the codon (Table 7.2). Apparently the third base pair of the codon-
anticodon complex permits a variety of base pairings (Fig. 7.7). This
phenomenon is called wobble. The G-U base pair of alanine tRNA
mentioned above is an example of wobble.

Figure 7.7 Structure of the wobble base pairs.

gd;;% ﬁgﬁi
S TP
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In mitochondria the genetic code might be slightly different from that
described above. There the translation machinery appears capable of
translating all the codons used with only 22 different species of tRNA.
One obstacle to understanding translation in mitochondria is the RNA
editing that can occur in these organelles. Because the sequence of
mRNA can be changed after its synthesis, we cannot be sure that the
sequence of genes as deduced from the DNA is the sequence that actually
is translated at the ribosome. Hence deductions about the use or lack
of use of particular codons as read from the DNA sequence cannot be
made with reliability.

Base Pairing between Ribosomal RNA and Messenger

Ribosomes must recognize the start codons AUG or GUG on the mes-
senger RNA to initiate protein synthesis. Characterization of the pro-
teins that are synthesized when the lac operon or other operons are
induced show that normally only one AUG or GUG of a gene is utilized
to initiate protein synthesis. Many of the internal AUG or GUG codons
are not used to initiate protein synthesis. This means that something in
addition to the initiating codon itself must signal the point at which
translation begins.

Studies of bacterial translation show that the first step in initiation
is the binding of messenger to the smaller of the two ribosomal subunits,
the 30S subunit. The absence of a strictly conserved sequence preceding
start codons suggested that whatever first bound the messenger to the
30S subunit might be an RNA-RNA interaction between mRNA and
ribosomal RNA. The originators of this idea, Shine and Dalgarno, were
so confident of their proposal that they proceeded to sequence the 3’ end
of the 16S rRNA which is found in the smaller ribosomal subunit. They
found that the rRNA sequence provided strong support for their idea.
The sequence on mRNA which binds to the 16S ribosomal RNA is called
the Shine-Dalgarno sequence or the ribosome binding site.

Bacterial messengers contain a ribosome-binding sequence slightly
ahead of an initiating AUG. This sequence base pairs well with a region

3'-OH 5'
16S rRNA AUUCCUCCACUAG....
| I
LacZmRNA ... AGGAAACAGCUAUG...
5' 3'

near the 3" end of the 16S ribosomal RNA. This upstream region has
been examined in more than hundreds of messenger start sequences.
Typically it is three or four bases and is centered about ten nucleotides
ahead of the start codon. Despite the data to be described below, the
ribosome-binding sequence lying ahead of the AUG initiation codon is
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not the whole story. Undoubtedly, secondary structure in the mRNA
also can alter translation efficiency. Occasionally, a sequence upstream
or downstream from the Shine-Dalgarno sequence pairs with it and
blocks translation initiation. Examination of the sequence in the vicinity
of the AUG and ribosome-binding sequence has shown the existence of
preferences for some nucleotides. Were no other factors involved, the
identity of all these other nucleotides would be random.

Experimental Support for the Shine-Dalgarno Hypothesis

Since the time of the original proposal by Shine and Dalgarno, four lines
of evidence have provided firm support for the idea that the 3’ end of
the 16S rRNA base pairs with a three- to seven-base stretch of the mRNA
lying ahead of the translation initiation site. The first line of evidence is
inhibition of an in vitro protein synthesis system by an oligonucleotide.
A polynucleotide of sequence very similar to that which is found pre-

Figure 7.8 Base pairing between the 3’ end of 16S rRNA and radioactive
messenger RNA. After incubation and before electrophoresis, protein was
denatured by addition of sodium dodecyl sulfate. The mRNA barely entered the
gel if it participated in forming an initiation complex. Cutting the mRNA-16S
rRNA complex with colicin E3 released mRNA complexed to a fragment of 16S
rRNA. Heating dissociated the mRNA fragment and 16S rRNA fragments.

N 30S ribosome

Ve

// \ After deproteinization
\
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colicin E3 WW/\)‘MA/\/\A/@/ / WVWA*
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G A
++ Wild type
10 20 21 30
-UAAUAACUGCACGAGGUAACACAAGAUG T7mRNA
M fmet
CUCCA
c————cC
vV Ua
3'-OHA G rRNA
Mutant
10 20 30
-UAAUAACUGCACGGAGUAACACAAGAUG T7mRNA
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CcuCq
3'0HAUU ‘ACU
- A G rRNA

Figure 7.9 The base pairings possible between normal phage T7 messenger
and 16SrRNA. Mutation 1 reduces the binding. Mutation 2, a revertant, restores
the ability to base pair with the rRNA, but it pairs in a different position.

ceding the AUG of many messengers inhibits mRNA from binding to
the ribosome. Presumably, this inhibition results from the binding of
the polynucleotides near the end of the 16S rRNA, thereby blocking the
ability of the ribosomes to bind properly to messenger.

The second line of evidence for the Shine-Dalgarno proposal is direct
physical evidence for base pairing between the messenger and the 3’ end
of 16S ribosomal RNA (Fig. 7.8). This experiment used a bacteriocidal
agent called colicin E3 which is released from some strains of bacteria.
E3 kills by inactivating the ribosomes in sensitive cells by cleaving their
16S rRNA molecules 40 bases from the 3’ end. To test the ribosome-
binding site idea Jakes and Steitz first bound a fragment of phage R17
messenger in vitro to ribosomes in an initiation complex and then cut
the ribosomal RNA by the addition of colicin E3. They demonstrated
the presence of base pairing between the messenger and the 3’-terminal
40 bases of ribosomal RNA by co-electrophoresis of the fragment of R17
RNA with the fragment of 16S rRNA. Repeating the experiment but
preventing formation of the mRNA-ribosome initiation complex pre-
vented formation of the hybrid between the two RNAs.

Genetics provides two additional arguments for the utilization of the
ribosome-binding site. A base change in phage T7 messenger in the
ribosome-binding site reduced the translation efficiency of the messen-
ger. The proof came with the isolation of a revertant that restored the
high translation efficiency. The revertant did not recreate the original
sequence; it created another ribosome-binding sequence in the mRNA,
two nucleotides further upstream (Fig. 7.9).

An elegant demonstration of pairing between mRNA and rRNA
became possible with genetic engineering. One gene in E. coli was
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altered to possess a totally different ribosome-binding site. An addi-
tional gene coding for the ribosomal 16S RNA was added to the same
cells. Its recognition region near the 3-OH end was changed to be
complementary to the altered ribosome-binding site on the one gene.
Only when both the altered gene and altered rRNA gene were present
in cells was the protein from the altered gene synthesized. This proved
beyond any doubt that the ribosome-binding sequence actually does
base pair with a portion of the 16S rRNA.

Eukaryotic Translation and the First AUG

The sequences preceding the initiation codons in eukaryotic messengers
do not contain significant regions of complementarity to the 18S RNA
from the smaller ribosomal subunit. Additionally, translation almost
always begins on these RNAs at the first AUG codon. In bacteria, a
number of AUG triplets can precede the actual initiation codon. Trans-
lation of most eukaryotic messengers begins with the binding of a
cap-recognizing protein to the 5 end of the mRNA. The translation
efficiency of most, but not all, messengers in eukaryotic systems is much
higher when the messenger contains the cap structure discussed in
Chapter 5. Additional proteins bind followed by the 40S ribosomal
subunit. With the consumption of ATP, the complex moves down the
RNA to the first AUG, at which point another protein binds to the
complex and finally the 60S ribosomal subunit binds (Fig. 7.10). Trans-
lation begins from this point. The preinitiation complex can open and
slide right through moderately stable regions of base paired RNA to
reach the first AUG of the messenger. This is unlike the prokaryotic
translation machinery, which has difficulty reaching an initiation codon
that is buried in extraneous secondary structure of the mRNA.

In special situations when only a low level of protein is required,
translation begins not at the first AUG, but at a later one. Similarly, an

Figure 7.10 The initiation proc-

: ess in eukaryotes in which the
@ 408 subunit smaller subunit slides from the 5’
ATP end of the mRNA to the first AUG,
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60S subunit Q
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AUG codon immediately followed by a termination signal and then
another AUG codon, also produces a low translation efficiency.

The need for a mechanism that can deposit the translation machinery
at the initiation codon despite the existence of secondary structure in
the mRNA arises from the eukaryotic translation pathway. In eukary-
otes, the RNA is synthesized, spliced, transported to the cytoplasm and
then translated. Undoubtedly, regions of secondary structure obscuring
a potential ribosome-binding site would exist on many species of mes-
sengers. To circumvent this problem, the translation apparatus recog-
nizes the capped 5’ end, which cannot be involved in base pairing. After
binding, the apparatus slides down the mRNA until it reaches a starting
AUG. In contrast, prokaryotes lack a need for binding and sliding since
ribosomes attach to a ribosome recognition sequence on mRNA as soon
as it protrudes from the RNA polymerase. Thus, prokaryotic mRNA has
little opportunity to fold and hide the start region of a protein.

Tricking the Translation Machinery into Initiating

Once messenger has bound to the smaller ribosomal subunit and then
a larger subunit has been added, translation can begin. Escherichia coli
proteins initiate primarily at AUG codons with a peptide chain analog
in which part of the initiating amino acid looks like a peptide bond (Fig.
7.11). This permits the system to form the first real peptide bond with
essentially the same machinery as it uses to form subsequent peptide
bonds.

The initiation analog is N-formyl methionine. Rather than utilize an
entirely separate charging pathway with a separate tRNA synthetase,
the cells formylate a methionine after it has been put on a tRNAM¢t, This
is, however, a special tRNA called tRNAfMet and it is used only for

initiation. Methionine bound to the second type of tRNAM¢t cannot be
formylated, and this is used only for elongation at internal AUG codons.
This scheme prevents the difficulties that would arise from attempting
to initiate a protein with an unformylated methionine or attempting to
put a formylated methionine on the interior of a protein. A new question

Figure 7.11 The structure of a
polypeptide and the similar struc-

tRNA ture generated by formylation of
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ribose . 1 .
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Figure 7.12 Formation of a translation initiation complex.

is raised by the two tRNAs. How are the two methionine tRNAs distin-
guished during translation? AUG codons occur both at the beginning of
protein coding sequences and within coding sequences.

The two Met-tRNAs are distinguished by a set of proteins used in the
initiation and elongation processes. These proteins carry the charged
tRNA molecules into the ribosome (Fig. 7.12). Interactions between the
proteins and the ribosome-messenger complex help hold the tRNA-pro-
tein complex in the ribosome. The most important of these interactions
is that between the three-base anticodon of the tRNA and the three-base
codon in the messenger. It is these codon-anticodon interactions that
specify the f-Met initiating amino acid and successive amino acids along
the polypeptide chain. The protein IF,, initiation factor 2, carries the
f-met-tRNAMetinto the site normally occupied by the growing peptide

chain, the P site, whereas all other charged tRNAs, including met-tRNA,
are carried into the other site, the acceptor, A, site, by the elongation
factors. Thus N-formyl methionine can be incorporated only at the
beginning of a polypeptide.

In addition to the initiation factor IF», two other proteins, IF; and
IF3, are also used during the initiation steps. Factor IF; accelerates the
initiation steps but is not absolutely required, and it can be assayed in
vitro by its acceleration of 3H-Met-tRNAM¢! binding to ribosomes. IF;
binds to the 30S subunit to assist the initiation process.

The initiation of translation in eukaryotes shows some similarity to
the process used in bacteria. Two methionine tRNAs are used, one for
initiation and one for elongation, but the methionine on the initiating
tRNA is not formylated. Methionine on this tRNA, however, can be
formylated by the bacterial formylating enzyme. It appears as if the
eukaryotic initiation system has evolved from the bacterial system to
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the point that the formyl group is no longer necessary for protein
synthesis, but the tRNAMet is still similar to its progenitor bacterial

{RNAMe,

Protein Elongation

aa-tRNA/V
~_¥r

Efy:

GTP

Although it would appear that the charged tRNAs could diffuse into the
ribosome and bind to the codons of mRNA, they are in fact carried into
the binding sites on a protein. The protein that serves this function
during elongation was originally called Tu (unstable) but is now some-
times called EF; (elongation factor 1). A rather complex cycle is used
for carrying the charged tRNAs to the ribosome A site (Fig. 7.13). First,
GTP binds to EFj, then an aminoacyl tRNA binds, and this complex
enters the ribosome A site containing a complementary codon. There
GTP is hydrolyzed to GDP, and EF;-GDP is ejected from the ribosome.
The completion of the cycle takes place in solution. GDP is displaced
from EF;-GDP by EF,, which in turn is displaced by GTP. The binding
of GDP to EF; is tight; K4 equals approximately 3 x 10 M. This plus the
fact that EF; binds to filters permits a simple filter-binding assay to be
used to quantitate the protein. Originally the very tight binding for GDP
generated confusion because the commercial preparation of GTP con-
tained minor amounts of contaminating GDP.

Both the initiation factor IF, and the elongation factor EF; carry
charged tRNA molecules into the ribosome. Not surprisingly, they
possess considerable amino acid sequence homology. Additionally, cells
which incorporate selenocysteine into the one or two proteins contain-
ing this amino acid use yet a third factor. This carries the charged tRNA
into the ribosome, and, as expected, also possesses significant homology
with the other two factors. All three of the proteins are members of the
broad and important class of proteins known as G proteins as they bind
GTP. In eukaryotic cells the G proteins most often are part of signal
transduction pathways from receptor proteins bound in the membrane
to gene regulation or other intracellular points of regulation.

Figure 7.13 The cycle by which EFj carries GTP and aa-tRNA to the ribosome
during protein synthesis.
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508

Peptidyl
transfer

Figure 7.14 The process of protein synthesis. (a) The polypeptide occupies the
P site, and the incoming aa-tRNA occupies the A site. (b) After formation of the
next peptide bond, the polypeptide occupies the A site and the tRNA in the P
site is not acylated. (c) The ribosome following translocation. The elongated
polypeptide now occupies the P site, the A site is empty, awaiting arrival of EF
with another aa-tRNA, and the discharged tRNA occupies the E site.

Peptide Bond Formation

Translocation

Elongation of the polypeptide chain occurs on the ribosome. The
growing chain attached to a tRNA occupies the peptidyl, P, site of the
ribosome (Fig. 7.14). Alongside is another charged tRNA, also with its
anticodon base paired to a codon on the mRNA. This second site is
termed the acceptor, or A site since the amino acid here will act as an
acceptor as the peptide chain is transferred to it. This transfer is
catalyzed by the peptidyl transferase activity of the large subunit.
Although this activity is stimulated by ribosomal proteins, in vitro it can
be catalyzed by the ribosomal RNA itself. This step does not require an
external source of energy like GTP.

Following formation of a peptide bond, the P site of the ribosome
contains an uncharged tRNA, and the A site contains a tRNA linked to
the growing peptide chain. Translocation is the process of recocking the
elongation mechanism. The uncharged tRNA in the P site is moved to
the exit, or E site, messenger translocates three bases toward the P site,
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thereby moving the tRNA with the peptide chain into the P site. The
translocation process itself requires hydrolysis of a GTP molecule that
has been carried to the ribosome by the EF-G or G factor. Since the
elongation factors are used once for each amino acid added, a large
number of molecules of each must be present in the cell to support
protein synthesis. It is also logical that their level should parallel the
level of ribosomes, and, indeed, as growth rate varies, their levels do
keep pace with the levels of ribosomes. With the entry of a charged tRNA
into the A site of the ribosome, the uncharged tRNA in the E site is
released.

At some time during the growth of the peptide chains, the N-terminal
amino acid is modified. Approximately 40% of the proteins isolated
from E. coli are found to begin with methionine, but since all initiate
with N-formyl methionine, the remaining 60% must lose at least the
N-terminal methionine. Similarly, the 40% of the proteins that do begin
with methionine all lack the formyl group. Thus the formyl group must
be removed after protein synthesis has initiated. Examination of nas-
cent polypeptide chains on ribosomes shows that the formyl group is
missing if they are larger than about 30 amino acids, and therefore the

Deformylase

deformylase could well be a part of the ribosome. It could act when the
growing peptide chain is long enough to reach the enzyme.

The deformylase is a very labile enzyme that is exceedingly sensitive
to sulfhydryl reagents. Since many other enzymes isolated from the
same cells require the same sulfhydryl reagents for stability, it may be
that the deformylase is normally bound to some structure that contrib-
utes to its stability, and when it is isolated from extracts and partially
purified, it is particularly labile in its unnatural environment.

Termination, Nonsense, and Suppression

How is the elongation process ended and the completed polypeptide
released from the final tRNA and from the ribosome? The signal for
ending the elongation process is any one of the three codons UGA, UAA,
and UAG. Of the 64 possible three-base codons, 61 code for amino acids,
and are “sense,” and 3 code for termination, and are “nonsense.” In
termination, as in the other steps of protein synthesis, specialized
proteins come to the ribosome to assist the process. Apparently upon
chain termination, the ribosome is unlocked but not immediately re-
leased from the messenger. For a short while before it can fully disso-
ciate from messenger, it can drift phaselessly forward and backward
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Figure 7.15 Translation termina-
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short distances and can reinitiate translation if it encounters a ribo-
some-binding site and an initiation codon before it dissociates (Fig.
7.15).

Three proteins are involved in termination: a protein factor Ry, which
is necessary for termination at UAA and UAG codons; a protein factor
R», which is necessary for termination at UAA and UGA codons; and a

UAG R
Termination UAA 1 Termination
codons R factors
UGA 2

protein Rz, which accelerates the termination process. Cells contain
approximately one molecule of R per five ribosomes, a number consis-
tent with the usage of these molecules.

The existence of chain termination codons is responsible for an
interesting phase in the growth of molecular biology. A mutation within
a gene can change one of the 61 sense codons into one of the polypeptide
chain terminating, or nonsense codons. This result shows that only the
three bases are necessary to code for chain termination, no others are
required, and no special secondary structure of the mRNA is required.
As a result of a nonsense codon within a gene, the protein encoded by
the mutated gene will be prematurely terminated during translation.
Usually the shortened polypeptide possesses no enzymatic activity, and
it is frequently degraded by proteases within the cell. An additional
effect of a nonsense mutation is depressed translation of a following
gene in an operon. This polar effect results from termination of tran-
scription due to the sizeable portion of the barren mRNA following the
nonsense codon and preceding the next ribosome initiation site. Quite
surprisingly, some bacterial strains were found that could suppress the
effects of a nonsense mutation. Although the suppressors rarely restored
the levels of the “suppressed” protein to prior levels, the cell often
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possessed sufficient amounts of the protein to survive. In the case of a
nonsense mutation in a phage gene, the suppressor strains permitted
the phage to grow and form plaques.

Capecchi and Gussin showed that a suppressing strain inserted a
particular amino acid at the site of the nonsense mutation. It did so by
“mistranslating” the nonsense codon as a codon for an amino acid. They
also showed that the mistranslation resulted from a change in one of
the tRNAs for the inserted amino acid. Subsequently, sequencing of
suppressor tRNAs has shown that, except in a special case, their antico-
dons have been altered so as to become complementary to one of the
termination codons. Apparently one of two different events can then
occur when a ribosome reaches a nonsense codon in a suppressing
strain. Termination can occur via the normal mechanism, or an amino
acid can be inserted into the growing polypeptide chain and translation
can proceed.

Using genetic selections, suppressors have been found that insert
tyrosine, tryptophan, leucine, glutamine, and serine. Except in unusual
cases, such suppressors must be derived from the original tRNAs by
single nucleotide changes. By chemical means and the utilization of
genetic engineering, an additional half dozen or so suppressors have
been synthesized.

The termination codon UAG has come to be called amber and UAA
called ochre. No generally used name for the UGA codon exists, al-
though it is sometimes called opal. Amber-suppressing tRNAs read only
the UAG codon, and ochre-suppressing tRNAs read both UAA and UAG
codons as a result of the “wobble” in translation. Since the R factors are
protein and cannot be constructed like tRNA, it is no surprise that R»
does not “wobble” and does not recognize the UGG (trp) codon.

How do normal proteins terminate in suppressing cells? If a suppres-
sor were always to insert an amino acid in response to a termination
codon instead of terminating, then many of the cellular proteins in
suppressor-containing cells would be fused to other proteins or at least
be appreciably longer than usual. The problem of terminating normal
proteins could be solved in part by the presence of several different
termination signals at the end of every gene. Then only the introduction
of several different suppressors to a cell could create problems. Few
genes, however, have been found to be ended by tandem translation
terminators.

The more likely explanation for the viability of nonsense-suppressing
strains is that the efficiency of suppression never approaches 100%.
Typically it is 10% to 40%. Hence suppression of normal translation
termination codons can fuse or lengthen some proteins in a cell, but
most terminate as usual. On the other hand, the gene possessing the
nonsense mutation would occasionally yield a suppressed instead of
terminated protein. A suppression efficiency of 20% could reduce the
amount of some cellular proteins from 100% to 80%), relatively speaking,
not a substantial reduction. On the other hand, the existence of this
suppressor would raise the amount of the suppressed protein from 0%
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to 20% of normal. Relative to the nonsuppressed level, this is an
enormous increase.

Chaperones and Catalyzed Protein Folding

In the 1960s Anfinson showed that pancreatic ribonuclease could be
denatured and, when placed in buffers that resemble intracellular
solvent conditions, would renature. This finding led to the belief that all
proteins fold in vivo without the assistance of other proteins. Conse-
quently it has come as a second surprise to find that virtually all types
of cells, from bacteria to higher eukaryotes, possess proteins that appear
to assist the folding of nascent proteins. Although the majority of the
cell's proteins do fold on their own, an important number utilize
auxiliary folding proteins.

In the E. coli cytoplasm, some newly synthesized and therefore
unfolded proteins first interact with DnaK and then DnalJ. Binding to
these two proteins prevents premature misfolding or aggregation. Then,
with the assistance of GrpE, and the hydrolysis of ATP, the oligomeric
protein GroEL/ES binds. This complex recognizes secondary structure
of polypeptides and appears to stabilize conformational intermediates
as the newly synthesized proteins settle from what is called the molten
globule state into their final compact folded state.

Eukaryotic cells possess analogs of DnaK and GroEL. These are
known as the heat shock proteins Hsp70 and Hsp60. The synthesis of
these 70,000 and 60,000 dalton proteins is dramatically increased by
exposure of the cells to heat or other agents that denature proteins.
Members of these families help maintain polypeptides in the extended
state for import into mitochondria and then help fold the imported
polypeptide. The proteins are called chaperones for their roles in assist-
ing the transport process.

Resolution of a Paradox

Hybridization is possible between nucleic acids of complementary
sequence. Of course, there is a lower limit to the length of the partici -
pating polymers. A single adenine in solution is not normally seen to
base pair with a single thymine. The lower length limit for specific
hybridization between two nucleic acid molecules in typical buffers
containing 0.001 M to 0.5 M salt at temperatures between 10° C and
70°C is about ten bases. How then can protein synthesis have any degree
of accuracy since only three base pairs form between the codon and
anticodon?

One part of the answer to how triplet base pairing can provide
accuracy in protein synthesis is simply that additional binding energy
is provided by contacts other than base pairing. A second part of the
answer is that by holding the codon and anticodon rigid and in comple-
mentary shapes, binding energy is not consumed in bringing all three
bases of the codon and anticodon into correct positions (Fig. 7.16). Once
pairing occurs at the first base, the second and third bases are already



Messenger Instability 203

<L<L
T 7

o ap
T

Figure 7.16 Under the same conditions, complementary anticodons in tRNA
molecules will hybridize whereas the same isolated trinucleotides will not.

in position to pair. When two complementary trinucleotides bind to
each other, this is not the case. Even after one base pair has formed, the
second and third bases of each polymer must be brought into the correct
positions before they can base pair. Additional binding energy is con-
sumed in properly orienting them. This is another example of the
chelate effect.

A simple hybridization experiment with tRNA provides a direct
demonstration of the consequences of correctly positioning and orient-
ing bases. Two tRNA molecules with self-complementary anticodons
will hybridize! Since the structure of the entire tRNA molecule serves
to hold the anticodon rigid, the binding energy derived from forming
the second and third base pairs need not go into holding these in the
proper position. They already are in the correct position. As a result, the
two tRNA molecules will hybridize via their anticodons whereas self-
complementary trinucleotides will not hybridize.

B. Physiological Aspects

Messenger Instability

The information for the sequence of amino acids in a protein is carried
from the DNA to ribosomes in the messenger RNA. Once the necessary
proteins have been synthesized from a messenger, it is necessary that
the translation of the messenger cease. In principle, exponentially
growing bacterial cells can eliminate unneeded mRNA merely by dilu-
tion due to growth of the cells. Cells that have ceased overall growth,
such as eukaryotic cells in a fully grown organism, cannot use this
approach.
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Figure 7.17 Random decay of messenger from a pool characterized by a rate
constant K gives rise to an exponential decrease in the amount of messenger in
the pool if it is not replenished by new synthesis. Left: Kinetics if plotted on

rectilinear coordinates. Right: Kinetics if plotted on semilogarithmic coordi-

nates.

Complicated mechanisms can be imagined for destruction of mes-
senger once it has been used a fixed number of times. Cells appear not
to use strict bookkeeping on translation, however. Once a messenger
RNA has been synthesized, it has a fixed probability per unit time of
being degraded by nucleases (Fig. 7.17). This is a random decay process.
The population of such molecules then can be characterized as having
a half-life and will show an exponential decay in levels if synthesis stops.
Some molecules in the population will survive for long times while
others will be degraded soon after their synthesis.

Cells that must adapt to a changing environment must vary their
enzyme synthesis and consequently possess many messengers with
relatively short lifetimes. Most bacterial messengers have half-lives of
about two minutes, although some messengers have half-lives of over
ten minutes. Some messengers in eukaryotic cells have half-lives of
several hours and other eukaryotic messengers have half-lives of several
weeks or even longer in stored forms.

Protein Elongation Rates

In bacteria, the protein elongation rate is about 16 amino acids per
second. This means the ribosomes are moving about 48 nucleotides per
second along the messenger RNA. This value is very close to the
corresponding transcription rate of 50 to 60 bases per second. Therefore
once a ribosome begins translation it can keep up with the transcribing
RNA polymerase. In several of the better-studied operons, the rate of
ribosome attachment is sufficiently fast that the ribosomes are rather
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closely spaced on the messenger, with about 100 A of free space between
ribosomes. In other operons, however, the spacing is greater.

How can the in vivo rate of protein elongation be measured? One
approach would be to use methods analogous to those used to measure
RNA elongation rates as described in Chapter 4. Unfortunately, no
adequate inhibitors of protein initiation analogous to rifamycin are
known, and slightly more complicated experiments must be done. The
most general method for rate measurement uses an idea originally
developed for measurement of RNA elongation rates before rifamycin
was available.

Consider an experiment in which a radioactive amino acid is added
to a culture of growing cells (Fig. 7.18). Let us focus our attention on a
class of protein of one particular size and consider intervals that are
short compared with the cell doubling time. The number of polypeptide
chains in the size class completed after the addition of radioactive label
is proportional to the time of labeling, 1 o 7.

Also, for labeling intervals shorter than the time required to synthe-
size this size of polypeptide chain from one end to the other, the average
amount of label incorporated into each chain is proportional to the time
that label has been present. Hence during this early period, the total
amount of radioactivity in the particular size class increases in propor-
tion to the number of chains released multiplied by their average
radioactivity. Both of these are proportional to the time of labeling, ¢.
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Thus the radioactivity in the particular size class of protein increases in
proportion to #2.

After label has been present for the length of time, T, necessary to
synthesize completely the polypeptide, the radioactivity per completed
peptide chain can no longer increase. After this time, the radioactivity
in the particular polypeptide size class can only increase in proportion
to the number of chains completed. That is, the radioactivity now
increases in proportion to .

For experimental quantitation, it is convenient to compare the radio-
activity in a particular size class of polypeptide to the total radioactivity
in all sizes of polypeptide. The total amount of radioactivity in all size
classes of polypeptide must increase in proportion to the time of
labeling, ¢. Therefore the fraction of radioactivity in a particular size
class of protein increases in proportion to ¢ until the radioactive label
has been present long enough for the entire length of the protein to
become radioactively labeled. Thereafter, the fraction of label in the size
class remains constant (Fig. 7.19). Hence, determining the transition
time from linear increase to being constant provides the synthesis time
for the particular size class of polypeptide.

The experimental protocol for performing the elongation rate meas-
urement is simply to add a radioactive amino acid to a growing culture
of cells. At intervals thereafter, samples are withdrawn and the protein

Add radioactive
amino acid
+ Increasing time

——

BEEEE

Remove samples for analysis

from the entire sample is denatured with sodium dodecyl sulfate and
electrophoresed on a polyacrylamide gel. This provides the requisite size
separation of the polypeptides as described in Chapter 4. The results
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found in E. coli and other bacteria are that the protein elongation rate
is about 16 amino acids per second when cells are growing at 37°. This
value is independent of the length of the polypeptide chain. A similar
value is found by measuring the time until the appearance of N-terminal
label in free completed B-galactosidase or by measuring the induction
kinetics of enzymatically active B-galactosidase.

Directing Proteins to Specific Cellular Sites

Cells must direct proteins to several different locations. In addition to
the cytoplasm in which most proteins in bacteria are found, proteins
are also found in membranes, the cell wall, in the periplasmic space,
and secreted altogether. Proteins in eukaryotic cells are found in the
cytoplasm and in various cell organelles such as the mitochondria,
chloroplasts, lysosomes. Proteins may be excreted as well. Proteins are
synthesized in the cytoplasm, but directing them to enter or cross the
cell membranes occurs during or shortly after synthesis of the protein.
How is this done?

Crucial first observations on protein localization were made on
immunoglobulin secretion. There it was observed that ribosomes syn-
thesizing immunoglobulin were bound to the endoplasmic reticulum.
Furthermore, when messenger from the membrane-bound ribosomes
was extracted and translated in vitro, immunoglobulin was synthesized;
however, it was slightly larger than the normal protein. This protein
possessed about 20 extra amino acids at its N-terminus. Finally, when
translation that had initiated in vivo was completed in vitro, immuno-
globulin of the normal length was synthesized. These observations led
Blobel to propose the signal peptide model for excretion of proteins.

The signal peptide model utilizes observations on immunoglobulin
excretion and has the following parts (Fig. 7.20): first, the N-terminal

Figure 7.20 Using an N-terminal peptide of a protein as a signal for protein
export. As ribosomes begin translation, the hydrophobic signal peptide signals
attachment to a site on the membrane. The protein is exported through the
membrane as it is synthesized, and at some point the signal peptide is cleaved.

- 0o

Rl




208 Protein Synthesis

sequence of a protein to be excreted contains a signal that specifies its
transport; second, during translation of messenger coding for an ex-
creted protein, the N-terminal amino acids are required for binding the
ribosomes to the membrane; third, during the synthesis of the remain-
der of the protein, the growing polypeptide chain is directly excreted
through the membrane; fourth, often during synthesis the signal peptide
is cleaved from the remainder of the protein. This leads to the fifth
element of the model: there should exist in or on the membrane a
protease to cleave the signal peptide from excreted proteins.

Verifying the Signal Peptide Model

Often it is easier to make observations on eukaryotic cells and then to
prove the resulting ideas with experiments done on bacteria. One direct
demonstration of concomitant translation and excretion through a
membrane was made in bacteria. Chains of a periplasmic protein in the
process of being synthesized were labeled by a chemical that was
excluded from the cytoplasm by the inner membrane. The experiment
was done by adding the labeling chemical to spheroplasts. These are
cells lacking their outer membrane and peptidyl-glycan layer. Shortly
after adding the reactive labeling compound, membrane-bound ribo-
somes were isolated and their nascent polypeptide chains were exam-
ined and were found to be labeled. Proteins that are normally found in
the cytoplasm were not similarly labeled.

Does the N-terminal sequence on a protein signal that the remainder
of the protein is to be transported into or through a membrane? In
principle, this could be tested by tricking a cell into synthesizing a new
protein in which the N-terminal sequence from an excreted protein has
been fused to a protein normally found in the cytoplasm. If the hybrid
protein is excreted, then the new N-terminal sequence must be signaling
export.

Fortunately, E. coli has been sufficiently well studied that a number
of candidates exist whose N-terminal sequences might be used in such
a project. The malF gene product is a protein involved in the uptake of
maltose into cells. It is located in the periplasmic space. This should be
an excellent source of an “excretion-coding” N-terminal sequence. The
ideal situation to test the excretion hypothesis would be to fuse the
N-terminal sequence of nalF to an easily assayed cytoplasmic protein.
One very good candidate for this fusion isp-galactosidase, a protein for
which the genetics have also been fully developed.

Remarkably, the fusion of the N-terminal portion of the malF gene
to B-galactosidase was performed in vivo without using recombinant
DNA techniques (Fig. 7.21). Through clever genetic manipulations,
Silhavy and Beckwith moved the B-galactosidase gene, lacZ, near malF
and then generated a deletion that fused the N-terminal portion of the
malF gene to B-galactosidase. A postulate of the signal peptide model
could therefore be tested. Indeed, a sizable fraction of the B-galactosi-
dase from some of the fusion strains was not located in the cytoplasm
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but instead was bound to or located within the inner membranes of the
cells.

How do you show that a protein is located in the inner membrane of
a cell? One method is to disrupt cells, to collect membrane fragments,
and then to separate the inner and outer membrane fragments and assay
each for the protein. Inner membrane is less dense than outer mem-
brane, and therefore the two can be separated according to density by
isopycnic centrifugation in a tube containing a gradient of sucrose
concentration (Fig. 7.22). The two membrane fractions sediment down
the tube into higher and higher sucrose concentrations until they reach
positions where their densities equal the density of the sucrose. There
they come to rest. By assay of the fractions collected from such a sucrose
gradient, the B-galactosidase from a malF-lacZ fusion could be demon-

Figure 7.22 Isopycnic sepa-

Crude ration of membrane fractions
membranes by centrifugation on a pre-
‘ formed sucrose gradient.
Inner
membrane
OQuter
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centrifugation centrifugation
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Figure 7.23 Results of isopycnic centrifugation in which outer membrane
came to rest near the bottom of the centrifuge tube and inner membrane came

to rest closer to the top. The B-galactosidase was associated with the inner
membrane fraction.

strated to be located largely in the inner membrane of the cells (Fig.
7.23).

Is the N-terminal sequence from malF actually necessary for export
of the B-galactosidase into or through the membrane? Some of the
fusions of malF to lacZ that were generated in the study yielded proteins
that remained in the cytoplasm. Genetic studies showed that the process
of producing the fusions in these strains had removed most of the signal
peptide of the malF gene. Other studies have shown that mutations
which abolish export of fusion proteins alter the signal peptide. These
experiments show that the signal peptide plays an important role in
export. It is clear, however, that the signal peptide is not the whole story.
The malF-lacZ fusion protein was stuck to the inner membrane. It was
not located in the periplasmic space, the final destination of the native
malF protein. Therefore something in the structure of the B-galactosi-
dase protein prevents the hybrid from reaching the periplasmic space.
Hence, reaching the periplasmic space requires the leader sequence as
well as a compatible structure in the remainder of the protein.

The Signal Recognition Particle and Translocation

In some types of eukaryotic cells, most of the proteins translocated into
or across membranes utilize the signal recognition particles. These are
small ribonucleoprotein particles containing a 300 nucleotide RNA
molecule and five proteins, ranging in size from 14 KDa to 72 KDa. As
the elongating signal peptide protrudes from the ribosome, the signal
recognition particles bind and arrest translation. After binding of the
signal recognition particle to the endoplasmic reticulum, translation
resumes and the protein is translocated across the membrane during its
synthesis. The generality of this process is not known, and some eu-
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karyotic cells seem not to arrest translation. Controversy has waxed hot
on the matter of whether bacteria also utilize the same sort of pathway.
They contain a small ribonucleoprotein particle containing an RNA that
sediments at 4.5S. This possesses significant homology to the eukaryotic
signal recognition particle, but its role in protein secretion is not yet
clear.

Can the roles of the signal recognition particle components be iden-
tified? Genetics frequently can be utilized in simpler organisms to
obtain mutants unable to perform certain reactions. The complexity of
eukaryotic systems blocks the use of mutants for functional dissection
of the signal recognition particle. Instead, a biochemical approach had
to be used.

There are two requirements for a biochemical dissection. First, it
must be possible to assay for each of the steps in the process. This is
possible. Binding of signal recognition particles can easily be measured
because after binding they cosediment with the translating ribosomes.
By using homogenous messenger, translation arrest can be seen by the
failure of the proteins to be completed and by the accumulation of short
incomplete proteins. Translocation into membranes can be quantitated
by adding membrane vesicles to a translation mixture. Translocation of
the protein into the vesicles leaves them resistant to protease digestion.

The second requirement is the ability to take the signal recognition
particle apart and then to reassemble it. When the particle had been
dissociated and the various protein components were separated, they
were individually inactivated by reaction with N-ethylmaleimide. Par-
ticles were reassembled containing one reacted component and the
remainder unreacted. By this means, the proteins responsible for signal
recognition, translation arrest, and translocation were identified. In

Function Components Required
Signal Recognition 54 Kd
Elongation Arrest 9 Kd, 14 Kd, RNA
Translocation 68 Kd, 72 Kd

contrast to many systems, each of these functions was determined by a
separate component of the particle. Many times, functions are shared.

Expectations for Ribosome Regulation

The final topic we consider in this chapter is the regulation of the level
of the protein synthesis machinery itself. Not surprisingly, we will find
that the synthesis of this machinery is regulated by the intensity of its
use.

A ribosome is a large piece of cellular machinery. It consists of about
55 proteins, two large pieces of RNA, and one or two smaller RNAs.



212 Protein Synthesis

Hence it is natural to expect a cell to regulate levels of ribosomes so that
they are always used at the highest possible efficiency. Since bacterial
cells and some eukaryotic cells may grow with a wide variety of rates,
a sophisticated regulation mechanism is necessary to ensure that ribo-
somes are fully utilized and synthesizing polypeptides at their maximal
rate under most growth conditions.

In an earlier section we discussed the finding that proteins in bacteria
are elongated at about 16 amino acids per second. In the next sections
we will find that the rate of cellular protein synthesis averaged over all
the ribosomes is also about 16 amino acids per second. This means that
virtually no ribosomes sit idle. All are engaged in protein synthesis.

Proportionality of Ribosome Levels and Growth Rates

The dramatic ability of bacteria to grow with a wide variety of rates
prompts the question of how they manage to maintain balanced synthe-
sis of their macromolecules. In a study of this question, Schaechter,
Maalge, and Kjeldgaard made the discovery that ribosomes are used at
constant efficiency, independent of the cell growth rate. To appreciate
their contribution fully, it will be helpful first to examine a related
question: what is the average rate of protein synthesis per ribosome? As
a first step we will estimate this value using typical cellular parameters,
then we will calculate this value more carefully and include the effects
of increase in the number of ribosomes during a cell doubling time.

An average bacterial cell with a doubling time of 50 minutes contains
about 1 x 10713 g protein and about 10,000 ribosomes. Approximating
the molecular weight of amino acids to be 100,

1 x 1013 g protein is 1 x 10713/10% = 10-'> moles amino acid;

101> moles amino acid is 6 x 1023 x 101> = 6 x 10% molecules;

10* ribosomes polymerize these 6 x 108 amino acids in 50 min or 3 x
103 sec.

Thus the average rate of protein synthesis per ribosome is 6 x 10%/3
% 103 = 20 amino acids per second per ribosome. Compared to the typical
turnover number of enzymes, greater than 1,000 per second, this is a
low number. We have seen already, however, the process of addition of
a single amino acid to the growing polypeptide chain is complex and
involves many steps.

To calculate accurately the rate of protein synthesis per ribosome
during steady-state growth, we must include the growth of the cells in
the calculation. This can be done in the following way. Define o, as the
relative rate of synthesis of ribosomal protein, that is,

el
_ar
e
ot

where P,, is ribosomal protein and P; is total protein. Let R(?) be the
number of ribosomes in a culture at time ¢. Since ribosome number will

o
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increase like cell number, R(t) = R(0) e, and hence =—=uR(®) . Also,

the rate of ribosome synthesis, dR/dt, equals the rate of ribosomal
protein synthesis in amino acids per unit time divided by the number
of amino acids in the protein of one ribosome, C:

ar apPr 1

ar v X

Then dP/dt equals the number of ribosomes times the average elonga-
tion rate per ribosome, K. That is,

apr _
at KR
We have the following two expressions for dR/dt
d/? B K/?(T)
=uR(Mh, and S =0~

which yields K = uC/o, our desired relation. Note that if o, is roughly
proportional to the growth rate, as has been found for bacteria except
at the slowest growth rates (Fig. 7.24), then the term p/o, is a constant
and hence K, average activity of a ribosome, is independent of the
growth rate.
For E. coli B/r growing at 37°, with a doubling time of 48 minutes,
_In2 _ 0 693 R 4 cmm]
u= T Ossec =24x10%sec™!,
___ Molecularweight of ribosomal protein
~ Average molecular weight of amino acids

9 5 x 10°
=8.3x10°,and
1.1x10
or=0.12.
Therefore
Figure 7.24 The value of o, as a
OrA function of growth rate. Except at
slow growth rates, o, is propor-
0.3 tional to growth rate.
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This value is close to the elongation rate of polypeptides, showing that
most ribosomes in the bacterial cell are engaged in protein synthesis
and are not sitting idle.

A measurement of o, at any time during cell growth can be accom-
plished by adding a radioactive amino acid to growing cells for a short
interval (Fig. 7.25). Then an excess of the nonradioactive form of the
amino acid is added and cells are allowed to grow until all the radioac
tive ribosomal proteins have been incorporated into mature ribosomes.
The value of o, is the fraction of radioactivity in ribosomal protein
compared to total radioactivity in all the cellular protein. This fraction
can be determined by separating ribosomal protein from all other
cellular protein by electrophoresis or sedimentation and measuring the
radioactivity in each sample.

Regulation of Ribosome Synthesis

We already know that o,, during balanced exponential growth, is pro-
portional to the growth rate. Let us consider the response of o, during
a transition between growth rates. Originally this type of data was
sought in an effort to place constraints on the possible feedback loops
in the ribosome regulation system. By analogy to electronic circuits, the
response of the ribosome regulation system could be highly informative.
The most straightforward growth rate shift is generated by addition of
nutrients supporting faster growth. The resulting response in o, is a
quick increase to the o, characteristic of the new growth conditions (Fig.
7.26). Superimposed on this shift are small oscillations. The existence
of these oscillations shows that a number of cellular components are
involved in the regulatory system. The ten-minute period of the oscilla-
tions suggests that at least one of the regulating components is not a
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Figure 7.26 The response of oy, to a growth rate increase.

molecule like ATP that is completely turned over on a time scale
appreciably less than ten minutes.

In addition to regulating ribosome synthesis in response to differing
growth rates, bacterial cells, and likely others as well, display a second
type of ribosome regulation. This is the stringent response, in which the
synthesis of ribosomal RNA and tRNA completely stops if protein
synthesis stops. One obvious question about ribosome regulation is
whether the stringent response itself is joined to the growth rate re-
sponse system. Studies have shown that mutants in the stringent system,
which are called relaxed, regulate their ribosome levels the same as
wild-type cells as growth rate is varied. Consequently, these two systems
are separate, as is verified by more recent experiments by Gourse.

The halt in the accumulation of rRNA in amino acid-starved, strin-
gent cells appears to result from decreased initiations by RNA polym-
erase rather than from degradation of rRNA or blockage of elongation
by RNA polymerase. This is not surprising in light of what we have
already discussed about regulation of DNA synthesis. One demonstra-
tion of this fact is that no radioactive rRNA is synthesized if amino acids,

Figure 7.27 The structure of
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Table 7.3 Conditions for Synthesis of ppGpp
and pppGpp

Reaction Mixture Synthesis of ppGpp
and pppGpp

Complete +
- 30S -
- 508 -
- mRNA -
- tRNA -
- Stringent factor -

rifamycin, and labeled uridine are simultaneously added to amino
acid-starved, stringent cells. The same conclusion is also reached by
observing the kinetics of synthesis of the 16S and 23S rRNAs immedi-
ately after restoring the missing amino acid to an amino acid-requiring
strain.

During the stringent response, guanosine tetra- and pentaphosphate,
ppGpp (Fig. 7.27) and pppGpp, accumulate in amino acid-starved,
stringent cells but not in amino acid-starved, relaxed cells. These com-
pounds may directly interfere with transcription of the ribosomal RNA
genes. In vitro experiments show that synthesis of ppGpp requires a
particular protein, ribosomes, messenger, and an uncharged tRNA
corresponding to the codon of messenger in the A site of a ribosome
(Table 7.3). The required protein is normally rather tightly associated
with the ribosomes and is the product of a gene called relA.

Balancing Synthesis of Ribosomal Components

Although the synthesis of the individual components of ribosomes may
be rather well regulated, a slight imbalance in the synthesis of one
component could eventually lead to elevated and potentially toxic levels
of that component. Synthesis of the ribosomal RNAs in bacteria are kept
in balance by a simple mechanism. As we have already seen in Chapter
5, these RNAs are synthesized in one piece by an RNA polymerase that
initiates at a promoter and transcribes across the genes for the three
RNAs. Different mechanisms are used to maintain balanced synthesis
of some of the ribosomal proteins. In one case, one of the proteins
encoded in a ribosomal protein operon reduces translation of all the
proteins in that operon. This effect is called translational repression.
The finding that a ribosomal protein represses translation of proteins
only from the same operon provides an efficient means for the cell to
maintain balanced synthesis of all the ribosomal proteins. Suppose that
some ribosomal proteins began to accumulate because their synthesis
is a little faster than the other proteins and the rRNA. Then, as the level
of these proteins begins to rise in the cytoplasm, they begin to repress
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Figure 7.28 Determination of the pool size of ribosomal protein by the kinetics
of a pulse of radioactive amino acids into ribosomal protein.

their own synthesis, and the system rapidly comes back to a balanced
state.

How do we know about translational repression? The main clue came
from careful measurements on cells with an increased number of genes
coding for some of the ribosomal proteins. The increased copy number
might have been expected to increase the synthesis of the corresponding
proteins, but it did not. The synthesis of the mRNA for these proteins
did increase as expected, and therefore it appeared that extra ribosomal
proteins in the cell inhibited translation of their own mRNA. Proof of
the idea of translational repression came from in vitro studies in which
levels of individual free ribosomal proteins could be adjusted at will.
The addition of DNA containing genes for some of the ribosomal
proteins and properly prepared cell extract permits transcription and
translation to yield ribosomal proteins synthesized in vitro. Nomura
found that addition of the appropriate free ribosomal proteins to such
a system repressed synthesis of the proteins encoded by the same operon
as the added protein.

Not surprisingly, a ribosomal protein that regulates synthesis of a
group of proteins binds to the mRNA to effect the repression. The
structure of the binding region on the mRNA for some of these proteins
is the same as the structure the protein binds to in the rRNA in the
ribosome.

Global limits can be placed on the accuracy with which the synthesis
of ribosomal components is balanced. A short pulse of radioactive
amino acid is provided to the cells, and the total pool of all ribosomal
proteins can be determined by measuring the kinetics of incorporation
of label into mature ribosomes (Fig. 7.28). The results show that the
pool contains less than a five-minute supply of ribosomal proteins.
Similarly, the pool size of each individual ribosomal protein can be
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Problems

measured. The results of these experiments show that most of the
ribosomal proteins also have very small intracellular pools.

We have seen that the mechanisms regulating ribosome synthesis
have good reason to be sophisticated, and, indeed those aspects that
have been investigated have turned out to be complicated. Much of the
biochemistry and perhaps even much of the physiology of ribosome
regulation remain to be worked out. In bacteria and other single-celled
organisms such as yeast, it is likely that most of the regulation mecha-
nism can be dissected by a combination of physiology, genetics, and
biochemistry. It will be interesting to see if analogous problems in
higher organisms can also be solved without the availability of genetics.

7.1. Look up the necessary data and calculate the turnover rate of
charged tRNA in growing E. coli. That is, how long would it take the
charged tRNA to become completely uncharged at the normal rates of
protein synthesis if charging were suddenly to stop?

7.2. On the basis of finding ribosomes with the enzymatic activity of
a nascent but incomplete peptide chain of an induced enzyme, it is
sometimes claimed that proteins fold up as they are being synthesized.
Why is this reasoning inadequate and what experiments could defini-
tively determine the time between completion of synthesis of a polypep-
tide and its attainment of enzymatic activity? [Hint: Lactose is cleaved
to glucose and galactose by the inducible enzyme B-galactosidase.
Galactose itself is metabolized by enzymes of another inducible op-
eron. ]

7.3. In the experiment in which translation of QB RNA was blocked
by the prior binding of a oligonucleotide homologous to the Shine-Dal-
garno sequence, it was found that f-met tRNA could not bind to the
ribosomes. However, the trinucleotide, AUG, was able to bind. What is
the meaning of this finding and does it contradict the Shine-Dalgarno
hypothesis?

7.4. How did N-formyl methionine come to be discovered as the
initiating amino acid? Look up the references and describe the experi-
ments.

7.5. Predict several tRNA synthetases that will activate incorrect
amino acids and hydrolytically edit to reduce misacylation. Identify the
amino acids likely to be misactivated.

7.6. How do we know of the existence and properties of the A, P, and
E sites on ribosomes? Look up the necessary papers and describe the
experiments.

7.7. Why have no amber suppressors inserting tryptophan been
found?

7.8. A frameshift mutation is created by the insertion or deletion of
one or more bases that alter the triplet reading frame. The only mu-
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tagens that generate mutations suppressing the effects of some fra-
meshift mutations are frameshift mutagens. Some of the resulting
suppressors do not lie in the original gene. Propose an explanation and
an experiment to test your idea.

7.9. Suppressors for UAA, UAG, and UGA termination codons can be
created by single-base changes in the anticodon regions of tRNA genes.
What amino acids could be inserted by suppressors to each of these
termination signals? Despite energetic searches, not all of these possible
suppressors have been found. What are the suppressors that have been
found, and what is an explanation for the failure to find the rest?

7.10. With wobble permitted, what is the minimum number of tRNA
types that would be required to read all 61 sense codons?

7.11. In view of the fact that ribosomes can translate messenger as
fast as it appears, perhaps they could translate still faster if they didn’t
run up against the RNA polymerase. What kinds of experiments could
show this doesn’t happen?

7.12. If transport of lactose into cells is unnecessary in a strain with
B-galactosidase relocated to the outer membrane by fusion to a maltose
transport protein, it appears strange that nature even bothers to have a
transport system for the lac system. Why wouldn'’t it have been simpler
for nature to use a signal peptide to place B-galactosidase on the outer
membrane?

7.13. If the level of ribosomes is proportional to the growth rate, show
that the rate of synthesis of ribosomes is proportional to the square of
the growth rate.

7.14. At the ribosome translation efficiency normally seen in E. coli,
what is the absolute maximum growth rate possible?

7.15. Why is it reasonable that exposure of cells to low concentrations
of methanol would induce the synthesis of many of the same proteins
that are induced by exposure to excessively high temperatures?

7.16. Sketch a graph of the synthesis of additional rRNA in amino
acid-starved stringent cells on the restoration of amino acids, assuming
(a) that the block of synthesis was at the RNA polymerase initiation step,
and (b) that the block of synthesis was at an RNA chain elongation step,
that RNA polymerase molecules are randomly distributed through the
rRNA operons, and that they remain on the DNA during the starvation.

7.17. Overproduction of ribosomal proteins for structural studies was
found to make cells so sick that they could hardly grow. What is the
most likely explanation?

7.18. Why might it be reasonable for a UGA (termination) codon to
exist within the gene encoding the R; release factor?



220 Protein Synthesis

References

Recommended Readings

Codon-Anticodon Pairing: The Wobble Hypothesis, F. H. C. Crick, J. Mol.
Biol. 79, 548-555 (1966).

How Ribosomes Select Initiator Regions in mRNA: Base Pair Formation
Between the 3’-Terminus of 16S rRNA and the mRNA During Initiation
of Protein Synthesis in E. coli., J. Steitz, K. Jakes, Proc. Nat. Acad. Sci.
USA 72, 4734-4738 (1975).

Each of the Activities of Signal Recognition Particle (SRP) Is Contained
within a Distinct Domain: Analysis of Biochemical Mutants of SRP, V.
Siegel, P. Walter, Cell 52, 39-49 (1988).

Absolute in vivo Translation Rates of Individual Codons in Escherichia
coli, M. Sorensen, S. Pedersen, J. Mol. Biol. 222, 265-280 (1991).

Unusual Resistance of Peptidyl Transferase to Protein Extraction Proce-
dures, H. Noller, V. Hoffarth, L. Zimniak, Science 256, 1416-1419
(1992).

tRNA and Charging tRNA

Evidence for the Double-sieve Editing Mechanism for Selection of Amino
Acids in Protein Synthesis: Steric Exclusion of Isoleucine by valyl-tRNA
(Synth)etases, A. Fersht, C. Dingwall, Biochemistry 18, 2627-2631

1979).

A Covalent Adduct between the Uracil Ring and the Active Site on an
Aminoacyl tRNA Synthetase, R. Starzyk, S. Koontz, P. Schimmel,
Nature 298, 136-140 (1982).

Changing the Identity of a Transfer RNA, J. Normanly, R. Ogden, S.
Horvath, J. Abelson, Nature 327,213-219 (1986).

Gene for a Novel tRNA Species that Accepts L-serine and Cotranslationally
Inserts Selenocysteine, W. Leinfelder, E. Zehelein, M. Mandrand-Ber-
thelot, A. Bock, Nature 3317, 723-725 (1988).

A Simple Structural Feature is a Major Determinant of the Identity of a
Transfer RNA, Y. Hou, P. Schimmel, Nature 333, 140-145 (1988).

Aminoacylation of RNA Minihelices with Alanine, C. Francklyn, P. Schim-
mel, Nature 337, 478-481 (1989).

Nucleotides in Yeast tRNAPh¢Required for the Specific Recognition by its
Cognate Synthetase, J. Sampson, A. DiRenzo, L. Behlen, O. Uhlenbeck,
Science 243, 1363-1366 (1989).

Structure of E. coli Glutaminyl-tRNA Synthetase Complexed with tRNAGHu
and ATP at 2.8 A Resolution, M. Rould, J. Perona, D. Séll, Science 246,
1153-1154 (1989).

The Anticodon Contains a Major Element of the Identity of Arginine
Transfer RNAs, L. Schulman, H. Pelka, Science 246, 1595-1597 (1989).

Structural Basis of Anticodon Loop Recognition by Glutaminyl-tRNA
Synthetase, M. Rould, J. Perona, T. Steitz, Nature 352, 213-218 (1991).

Initiating Protein Synthesis

N-formylmethionyl-sRNA as the Initiatior of Protein Synthesis, J. Adams,
M. Capecchi, Proc. Nat. Acad. Sci. USA 55, 147-155 (1966).

A Mutant which Reinitiates the Polypeptide Chain after Chain Termina-
tion, A. Sarabhai, S. Brenner, J. Mol. Biol. 27, 145-162 (1967).



References 221

Removal of Formyl-methionine Residue from Nascent Bacteriophage 2
Protein, D. Housman, D. Gillespie, H. Lodish, J. Mol. Biol.65, 163-166
(1972).

The 3’-Terminal Sequence of Escherichia coli 16S Ribosomal RNA: Com-
plementary to Nonsense Triplets and Ribosome Binding Sites, J. Shine,
L. Dalgarno, Proc. Nat. Acad. Sci. USA 71, 1342-1346 (1974).

How Do Eucaryotic Ribosomes Select Initiation Regions in Messenger
RNA?, M. Kozak, Cell 75, 1109-1123 (1978).

Mutations of Bacteriophage T7 that Affect Initiation of Synthesis of the
Gene 0.3 Protein, J. Dunn, E. Buzash-Pollert, F. Studier, Proc. Nat.
Acad. Sci. USA 75, 2741-2745 (1978).

Inhibition of QB RNA 70S Ribosome Initiation Complex Formation by an
Oligonucleotide Complementary to the 3’ Terminal Region of E. coli
16S Ribosomal RNA, T. Taniguchi, C. Weissmann, Nature 275, 770-772
(1978).

Efficient Cap-dependent Translation of Polycistronic Prokaryotic mRNAs
is Restricted to the First Gene in the Operon, M. Rosenberg, B. Pater-
son, Nature 279, 696-701 (1979).

Compilation and Analysis of Sequences Upstream from the Translational
Start Site in Eukaryotic mRNAs, M. Kozak, Nucleic Acids Res. 12,
857-872 (1984).

mRNA Cap Binding Proteins: Essential Factors for Initiating Translation,
A. Shatkin, Cell 40, 223-224 (1985).

Initiation of Translation is Impaired in E. coli Cells Deficient in 4.5S RNA,
D. Bourgaize, M. Fournier, Nature 325, 281-284 (1987).

Specialized Ribosome System: Preferential Translation of a Single mRNA
Species by a Subpopulation of Mutated Ribosomes in Escherichia coli,
A. Hui, H. de Boer, Proc. Nat. Acad. Sci. USA 84, 4762-4766 (1987).

Biochemical Aspects of Protein Synthesis, and Elongation,
Termination, and Processing

Some Relationships of Structure to Function in Ribonuclease, F. White,
Jr., C. Anfinsen, Ann. N. Y. Acad. Sci. 81, 515-523 (1959).

Assembly of the Peptide Chains of Hemoglobin, H. M. Dintzis, Proc. Nat.
Acad. Sci. USA 47, 247-261 (1961).

Release Factors Mediating Termination of Complete Proteins, M. Capec-
chi, H. Klein, Nature, 226 1029-1033 (1970).

The Accumulation as Peptidyl-transfer RNA of Isoaccepting Transfer RNA
Families in Escherichia coli with Temperature-sensitive Peptidyl-trans-
fer RNA Hydrolase, J. Menninger, J. Biol. Chem. 253, 6808-6813 (1978).

Measurement of Suppressor Transfer RNA Activity, J. Young, M. Capec-
chi, L. Laski, U. RajBhandary, P. Sharp, P. Palese, Science 221, 873-875
(1983).

Hemoglobin Long Island is Caused by a Single Mutation (Adenine to
Cytosine) Resulting in a Failure to Cleave Amino-terminal Methionine,
J. Prchal, D. Cashman, Y. Kan, Proc. Nat. Acad. Sci. USA 83, 24-27
(1985).

Point Mutations Define a Sequence Flanking the AUG Initiator Codon that
Modulates Translation by Eukaryotic Ribosomes, M. Kozak, Cell 44,
283-292 (1986).

Stereochemical Analysis of Ribosomal Transpeptidation, Conformation
of Nascent Peptide, V. Lim, A. Spirin, J. Mol. Biol. 188, 565-577 (1986).



222 Protein Synthesis

Mechanism of Ribosomal Translocation, J. Robertson, C. Urbanke, G.

(China)li, W. Wintermeyer, A. Parmeggiani, J. Mol. Biol. 7189, 653-662
1986).

Unique Pathway of Expression of an Opal Suppressor Phosphoserine
tRNA, B. Lee, P. de la Pefia, J. Tobian, M. Zasloff, D. Hatfield, Proc.
Nat. Acad. Sci. USA 84, 6384-6388 (1987).

Reading Frame Selection and Transfer RNA Anticodon Loop Stacking, J.
Curran, M. Yarus, Science 238, 1545-1550 (1987).

Interaction of Elongation Factors Ef-G and Ef-Tu with a Conserved Loop
i(n 238) RNA, D. Moazed, J. Robertson, H. Noller, Nature 334, 362-364

1988).

Interaction of tRNA with 23S rRNA in the Ribosomal A, P, and E Sites, D.
Moazed, H. Noller, Cell 57, 585-597 (1989).

Extent of N-terminal Methionine Excision from Escherichia coli Proteins
is Governed by the Side-chain Length of the Penultimate Amino Acid.
P. Hirel, J. Schmitter, P. Dessen, G. Fayat, S. Blanquet, Proc. Natl. Acad.
Sci. USA 86, 8247-8251 (1989).

Identification of a Novel Translation Factor Necessary for the Incorpora -
tion of Selenocysteine into Protein, K. Forchammer, W. Leinfelder, A.
Bock, Nature 342, 453-456 (1989).

Time of Action of 4.5 S RNA in Escherichia coli Translation, S. Brown, J.
Mol. Biol. 209, 79-90 (1989).

Construction of Escherichia coli Amber Suppressor tRNA Genes II, L.
Kleina, J. Masson, J. Normanly, J. Abelson, J. Miller, J. Mol. Biol. 2173,
705-713 (1990).

Relaxation of a Transfer RNA Specificity by Removal of Modified Nucleo-
tides, V. Perret, A. Garcia, H. Grosjean, J. Ebel, C. Florentz, R. Giege,
Nature 344, 787-789 (1990).

The Allosteric Three-site Model for the Ribosomal Elongation-cycle: Fea-
tures and Future, K. Nierhaus, Biochemistry 29, 4997-5008 (1990).
Catalytic Properties of an Escherichia coli Formate Dehydrogenase Mu-
tant in Which Sulfur Replaces Selenium, M. Axley, A. Bock, T. Stadt-

man, Proc. Natl. Acad. Sci. USA 88, 8450-8454 (1991).

Escherichia coli Alkaline Phosphatase Fails to Acquire Disulfide Bonds
When Retained in the Cytoplasm, A. Derman, J. Beckwith, J. Bact. /73,
7719-7722 (1991).

Identification of a Protein Required for Disulfide Bond Formation i vivo,
J. Bardwell, K. McGovern, J. Beckwith, Cell 67, 581-589 (1991).

Structure and Function of Messenger RNA

Coding Properties of an Ochre-suppressing Derivative of E. coli, tRNATY",
S. Feinstein, S. Altman, J. Mol. Biol. 112, 453-470 (1977).

Novel Features in the Genetic Code and Codon Reading Patterns in
Neurospora crassa Mitochondria based on Sequences of Six Mitochon-
drial tRNAs, J. Heckman, J. Sarnoff, B. Alzner-DeWeerd, S. Yin, U.
RajBhandary, Proc. Nat. Acad. Sci. USA 77, 3159-3163 (1980).

Different Pattern of Codon Recognition by Mammalian Mitochondrial
tRNAs, B. Barrell, S. Anderson, A. Bankier, M. DeBruijn, E. Chen, A.
Coulson, J. Drouin, I. Eperon, D. Nierlich, B. Roe, F. Sanger, P.
Schreier, A. Smith, R. Staden, I. Young, Proc. Nat. Acad. Sci. USA 77,
3164-3166 (1980).



References 223

Codon Recognition Rules in Yeast Mitochondria, S. Bonitz, R. Berlani, G.
Coruzzi, M. Li, G. Macino, F. Nobrega, M. Nobrega, B. Thalenfeld, A.
Tzagoloff, Proc. Nat. Acad. Sci. USA 77, 3167-3170 (1980).

Effects of Surrounding Sequence on the Suppression of Nonsense Co-
dons, J. Miller, A. Albertinia, J. Mol. Biol. 164, 59-71 (1983).

Context Effects: Translation of UAG Codon by Suppressor tRNA is Af-
fected by the Sequence Following UAG in the Message, L. Bossi, J. Mol.
Biol. 164, 73-87 (1983).

Deviation from the Universal Genetic Code Shown by the Gene for Surface
Protein 51A in Paramecium, J. Preer, L. Preer, B. Rudman, A. Barnett,
Nature 374, 188-190 (1985).

Messenger RNA Conformation and Ribosome Selection of Translational
Reinitiation Sites in the lac Repressor RNA, K. Cone, D. Steege, J. Mol.
Biol. 186, 725-732 (1986).

Influences of mRNA Secondary Structure on Initiation by Eukaryotic
Ribosomes, M. Kozak, Proc. Nat. Acad. Sci. USA 83, 2850-2854 (1986).

Identification of a Positive Retroregulator that Stabilizes mRNAs in Bac-
teria, H. Wong, S. Chong, Proc. Nat. Acad. Sci. USA 83, 3233-3237
(1986).

Protein Targeting and Secretion

Transfer of Proteins Across Membranes, G. Blobel, B. Dobberstein, J. of
Cell Biol. 67, 835-851 (1975).

Conversion of p-Galactosidase to a Membrane-bound State By Gene
Fusion, T. Silhavy, M. Casadaban, H. Shuman, J. Beckwith, Proc. Nat.
Acad. Sci. USA 73, 3423-3427 (1976).

Extracellular Labeling of Nascent Polypeptides Traversing the Membrane
of Escherichia coli, W. Smith, P-C. Tai, R. Thompson, B. Davis, Proc.
Nat. Acad. Sci. USA 74, 2830-2834 (1977).

Detection of Prokaryotic Signal Peptidase in an Escherichia coli Mem-
brane Fraction: Endoproteolytic Cleavage of Nascent f1 Pre-coat Pro-
tein, C. Chang, G. Blobel, P. Model, Proc. Nat. Acad. Sci. USA 75,
361-365 (1978).

Escherichia coli Mutants Accumulating the Precursor of a Secreted Pro-
tein in the Cytoplasm, P. Bassford, J. Beckwith, Nature 277, 538-541
(1979).

Chicken Ovalbumin Contains an Internal Signal Sequence, V. Lingappa,
J. Lingappa, G. Blobel, Nature 287, 117-121 (1979).

Secretion of Beta-lactamase Requires the Carboxy End of the Protein, D.
Koshland, D. Botstein, Cell 20, 749-760 (1980).

expA: A Conditional Mutation Affecting the Expression of a Group of
Exported Proteins in E. coli K-12, E. Dassa, P. Boquet, Mol. and Gen.
Genetics /81, 192-200 (1981).

Signal Recognition Particle Contains a 7S RNA Essential for Protein
Translocation Across the Endoplasmic Reticulum, P. Walter, G. Blobel,
Nature 299, 691-698 (1982).

Diverse Effects of Mutations in the Signal Sequence on the Secretion of
B-Lactamase in Salmonella typhimurium, D. Koshland, R. Sauer, D.
Botstein, Cell 30, 903-914 (1982).

Demonstration by a Novel Genetic Technique that Leader Peptidase is an
Essential Enzyme of Escherichia coli, T. Data, J. Bact. 154, 76-83 (1983).



224 Protein Synthesis

Disassembly and Reconstitution of Signal Recognition Particles, P. Wal-
ter, G. Blobel, Cell 34, 525-533 (1983).

A Genetic Approach to Analyzing Membrane Protein Topology, C. Manoil,
J. Beckwith, Science 233, 1043-1048 (1986).

Binding Sites of the 19-Kda and 68/72-Kda Signal Recognition Particle
(SRP) Proteins on SRP RNA as Determined by Protein-RNA Footprint-
ing, V. Siegel, P. Walter, Proc. Nat. Acad. Sci. USA 85, 1801-1805 (1988).

The Antifolding Activity of SecB Promotes the Export of the E. coli
Maltose-binding Protein, D. Collier, V. Bankaitis, J. Weiss, P. Bassford
Jr., Cell 53, 273-283 (1988).

Transient Association of Newly Synthesized Unfolded Proteins with the
Heat-shock GroEL Protein, E. Bochkareva, N. Lissin, A. Girshovich,
Nature 336, 179-181 (1988).

HumanSRP RNA and E. coli 4.5S RNA Contain a Highly Homologous
Structural Domain, M. Poritz, K. Strub, P. Walter, Cell 55, 4-6 (1988).

Mitochondrial Heat-shock Protein hsp60 is Essential for Assembly of
Proteins Imported into Yeast Mitochondria, M. Cheng, F. Hartl, J.
Martin. R. Pollock, F. Falousek, W. Neuport, E. Hallberg, R. Hallberg,
A. Horwich, Nature 337, 620-625 (1989).

Identification of a Mitochondrial Receptor Complex Required for Recog-
nition and Membrane Insertion of Precursor Proteins, M. Kiebler, R.
Pfaller, T. Sollner, G. Griffiths, H. Horstmann, N. Pfanner, W. Neupert,
Nature 348, 610-616 (1990).

Membrane Protein Structure Prediction, Hydrophobicity Analysis and the
Positive-inside Rule, G. van Heijne, J. Mol. Biol. 225, 487-494 (1992).

Sigman-sequence Recognition by an Escherichia coli Ribonucleoprotein
Complex, J. Luirink, S. High, H. Wood, A. Giner, D. Tollervey, B.
Dobberstein, Nature 359, 741-743 (1992).

Accuracy and Frameshifting

The Frequency of Errors in Protein Biosynthesis, R. Loftfield, D. Vander-
jagt, Biochem. J. 128, 1353-1356 (1972).

Frameshift Suppression: A Nucleotide Addition in the Anticodon of a
Glycine Transfer RNA, D. Riddle, J. Carbon, Nature New Biology 242,
230-234 (1973).Mistranslation in E. coli, P. Edelmann, J. Gallant, Cell
10, 131-137 (1977).

The Accuracy of Protein Synthesis is Limited by its Speed: High Fidelity
Selection by Ribosomes of Aminoacyl-tRNA Ternary Complexes Con-
taining GTP(yS), R. Thompson, A. Karin, Proc. Nat. Acad. Sci. USA 79,
4922-4926 (1982).

Lysis Gene Expression of RNA Phage MS2 Depends on a Frameshift
During Translation of the Overlapping Coat Protein Gene, R. Kastelein,
E. Remaut, W. Fiers, J. van Duin, Nature 295, 35-41 (1982).

An Estimate of the Global Error Frequency in Translation, N. Ellis, J.
Gallant, Mol. Gen. Genet. 188, 169-172 (1982).

Molecular Model of Ribosome Frameshifting, R. Weiss, Proc. Nat. Acad.
Sci. USA 81, 5797-5801 (1984).

Expression of the Rous Sarcoma Virus pol Gene by Ribosomal Frameshift-
ing, T. Jacks, H. Varmus, Science 230, 1237-1242 (1985).

Expression of Peptide Chain Release Factor 2 Requires High-efficiency
Frameshift, W. Craigen, T. Caskey, Nature 322, 273-275 (1986).



References 225

A Persistent Untranslated Sequence Within Bacteriophage T4 DNA Topoi-
somerase Gene 60, W. Huang, S. Ao, S. Casjens, R. Orlandi, R. Zeikus,
R. Weiss, D. Winge, M. Fang, Science 239, 1005-1012 (1988).

Efficient Translational Frameshifting Occurs within a Conserved Se-
quence of the Overlap Between Two Genes of a Yeast Tyl Transposon,
J. Clare, M. Belcourt, P. Farabaugh, Proc. Natl. Acad. Sci. USA 85,
6816-6820 (1988).

Signals for Ribosomal Frameshifting in the Rous Sarcoma Virus gag-pol
Region, T. Jacks, H. Madhani, F. Masiarz, H. Varmous, Cell 55, 447-458
(1988).

Characterization of an Efficient Coronavirus Ribosomal Frameshifting
Signal Requirement for an RNA Pseudoknot, 1. Brierley, P. Digard, S.
Inglis, Cell 57, 537-547 (1989).

Ribosomal Frameshifting in the Yeast Retrotransposon Ty: tRNAs Induce
Slippage on a 7 Nucleotide Minimal Site, M. Belcourt, P. Farabaugh,
Cell 62, 339-352 (1990).

Evidence that a Downstream Pseudoknot is Required for Translational
Read-through of the Moloney Murine Leukemia Virus gag Stop Codon,
N. Sills, R. Gestland, J. Atkins, Proc. Natl. Acad. Sci. USA 88, 8450-8454
(1991).

An RNA Pseudoknot and an Optimal Heptameric Shift Site are Required
for Highly Efficient Ribosomal Frameshifting on a Retroviral Messen-
ger RNA, M. Chamorro, N. Parkin, H. Varmus, Proc. Natl. Acad. Sci.
USA 89, 713-717 (1992).

Frameshifting in the Expression of the E. coli trpR Gene Occurs by the
Bypassing of a Segment of its Coding Sequence, 1. Benhar, H. Engel-
berg-Kulka, Cell 72, 121-130 (1993).

Cell Physiology and Protein Synthesis

Dependency on Medium and Temperature of Cell Size and Chemical
Composition During Balanced Growth of Salimonella typhimurium, M.
Schaechter, O. Maaloe, N. Kjeldgaard, J. Gen. Microbiol. 19, 592-606
(1958).

Control of Production of Ribosomal Protein, R. Schleif, J. Mol. Biol. 27,
41-55 (1967).

Synthesis of 5S Ribosomal RNA in Escherichia coli after Rifampicin
Treatment, W. Doolittle, N. Pace, Nature 228, 125-129 (1970).

Accumulation and Turnover of Guanosine Tetraphosphate in Escherichia
coli, N. Fiil, K. von Meyenburg, J. Friesen, J. Mol. Biol. 71, 769-783
(1972).

Synthesis of Guanosine Tetra- and Pentaphosphate Requires the Presence
of a Codon-specific, Uncharged tRNA in the Acceptor Site of Ribo-
somes, W. Haseltine, R. Block, Proc. Nat. Acad. Sci. USA 70, 1564-1568
(1973).

Codon Specific, tRNA Dependent in vitro Synthesis of ppGpp and pppGpp,
F. Pedersen, E. Lund, N. Kjeldgaard, Nature New Biol. 243, 13-15
(1973).

Chain Growth Rate of B-galactosidase During Exponential Growth and
Amino Acid Starvation, F. Engbaek, N. Kjeldgaard, O. Maaloe, J. Mol.
Biol. 75, 109-118 (1973).

Patterns of Protein Synthesis in Escherichia coli: A Catalog of the Amount
of 140 Individual Proteins at Different Growth Rates, S. Pedersen, P.
Bloch, S. Reeh, F. Neidhardt, Cell 74, 179-190 (1978).



226 Protein Synthesis

Tandem Promoters Direct E. coli Ribosomal RNA Synthesis, R. Young, J.
Steitz, Cell 17, 225-235 (1979).

In vitro Expression of E. coli Ribosomal Protein Genes: Autogenous
Inhibition of Translation, J. Yates, A. Arfstein, M. Nomura, Proc. Nat.
Acad. Sci. USA 77, 1837-1841 (1980).

The Distal End of the Ribosomal RNA Operon ruD of E. coli Contains a
tRNATIT Gene, Two 5S rRNA Genes and a Transcription Terminator,
G. Duester, W. Holmes, Nucleic Acid Res. 8, 3793-3807 (1980).

Regulation of the Synthesis of E. coli Elongation Factor Tu, F. Young, A.
Furano, Cell 24, 695-706 (1981).

Identification of Ribosomal Protein S7 as a Repressor of Translation
within the str Operon of E. coli, D. Dean, J. Yates, M. Nomura, Cell 24,
413-419 (1981).

Injected Anti-sense RNAs Specifically Block Messenger RNA Translation
invivo, D. Melton, Proc. Nat. Acad. Sci. USA 82, 144-148 (1985).

Autoregulated Instability of B-tubulin mRNAs by Recognition of the
Nascent Amino Terminus of B-tubulin, T. Yen, P. Machlin, D. Cleve-
land, Nature 334, 580-585 (1988).

Codon Usage Determines Translation Rate in Escherichia coli, M. Soren-
sen, C. Kurland, S. Pedersen, J. Mol. Biol. 207, 365-377 (1989).

Rates of Aminoacyl-tRNA Selection at 29 Sense Codons in vivo, J. Curran,
M. Yarus, J. Mol. Biol. 209, 359-378 (1989).

The E. coli dnaK Gene Product, the hsp70 Homolog, Can Reactivate
Heat-Inactivated RNA Polymerase in an ATP Hydrolysis-Dependent
Manner, D. Skowyra, C. Georgopoulos, M. Zylicz, Cell 62, 939-944
(1990).

Identification of a Protein Required for Disulfide Bond Formation i vivo,
J. Bardwell, K. McGovern, J. Beckwith, Cell 67, 581-589 (1991).

Successive Action of DnaK, DnaJ and GroEL Along the Pathway of
Chaperone-mediated Protein Folding, T. Langer, C. Lu, H. Echols, J.
Flanagan, M. Hayer, F. Hartl, Nature 356, 683-689 (1992).

Identification and Characterization of an Escherichia coli Gene Required
for the Formation of Correctly Folded Alkaline Phosphatase, a Peri-
plasmic Enzyme, S. Komitani, Y. Akiyama, K. Ito, EMBO Journal /7,
57-62 (1992).

A Pathway for Disulfide Bond Formation in vivo, J. Bardwell, J. Lee, G.
Jander, N. Martin, D. Belin, J. Beckwith, Proc. Natl. Acad. Sci. USA 90,
1038-1042, (1993).



Mutations

Genetics

8

Thus far we have covered the structure of cells and the structure,
properties, and synthesis of the components of major interest to mo-
lecular biologists-DNA, RNA, and proteins. We will now concern our-
selves with genetics. Historically, the study and formulation of many
genetic principles preceded an understanding of their chemical basis.
By inverting the order, however, major portions of genetics become
easier to understand and can be covered in a single chapter.

Genetics was central to the development of the ideas presented in this
book for three reasons. First, the exchange of genetic information
between cells or organisms and the ability to recombine this DNA by
cutting and splicing is widespread in nature. This means that these
phenomena must confer high survival value and therefore are of great
biological importance. Second, for many years genetics was at the
center of research in molecular biology, first serving as an object of
study and then as an aid to the study of the biochemistry of biological
processes. Now genetics in the form of genetic engineering has become
indispensable in the study of biological systems and in physical studies
of systems.

Historically, one reason for the study of genetics was to discover the
chemical basis of heredity. Naturally, the existence of mutations was
necessary to the execution of the classical experiments in genetics, and
an understanding of mutations will facilitate our study of these experi-
ments. We have already covered the chemical basis of heredity and the
basics of gene expression. Perhaps here we should explicitly state that
a gene refers to a set of nucleotides that specifies the sequence of an
RNA or protein. We will define mutation and in the next section mention
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the three basic types of mutations. In the following section we will
review the classical genetic experiments before turning to recombina-
tion.

A mutation is merely an inheritable alteration from the normal. It is
an alteration in the nucleotide sequence of the DNA or, in the case of
RNA viruses, an alteration in the nucleotide sequence of its genomic
RNA. We already know that changes in coding portions of DNA may
alter the amino acid sequences of proteins and that changes in noncod-
ing regions of DNA have the potential for changing the expression of
genes, for example by altering the strength of a promoter. Of course,
any cellular process that makes use of a sequence of DNA can be affected
by a mutation. The existence of mutations implies that the sequence of
DNA in living things, including viruses, is sufficiently stable that most
individuals possess the same sequence but sufficiently unstable that
alterations do exist and can be found.

The terms wild-type, mutant, mutation, and allele are closely related
but must be distinguished. Wild-type is a reference, usually found
naturally. It can mean an organism, a set of genes, a gene, a gene product
like a protein, or a nucleotide sequence. A mutation is an inheritable
change from that reference. A mutant is the organism that carries the
mutation. Two mutations are said to be allelic if they lie in the same
gene. However, now that genes can be analyzed at the nucleotide level,
in some situations alleles refers to nucleotides rather than to genes.

Until it became possible to sequence DNA easily, mutations could
readily be identified only by their gross effects on the appearance of the
cell or the shape, color, or behavior of an organism. Some of the most
easily studied biological effects of mutations in bacteria and viruses
were changes in the colony or plaque morphology. Other easily studied
effects of mutations were the inability of cells to grow at low or high
temperatures or the inability to grow without the addition of specific
chemicals to the growth medium. Such readily observed properties of
cells constitute their phenotype. The status of the genome giving rise to
the phenotype is called the genotype. For example, the Lac™ phenotype
is the inability to grow on lactose. It can result from mutations in lactose
transport, B-galactosidase enzyme, lac gene regulation, or the cells’
overall regulation of classes of genes that are not well induced if cells
are grown in the presence of glucose. Such cells would have a mutation
in any of the following genes: lacY, lacZ, lacl, crp, or cya.

Point Mutations, Deletions, Insertions, and Damage

The structure of DNA permits only three basic types of alteration or
mutation at a site: the substitution of one nucleotide for another, the
deletion of one or more nucleotides, and the insertion of one or more
nucleotides. A nucleotide substitution at a point is called a transition if
one purine is substituted for the other or one pyrimidine is substituted
for the other and is called a transversion if a purine is substituted for a
pyrimidine or vice versa.
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Figure 8.1 Tautomeric forms of guanine and cytosine base pair differently due
to alternations of hydrogen bond donating and accepting groups.

In addition to substitutions of one nucleotide for another in single-
stranded DNA or one base pair for another in double-stranded DNA,
nucleotides are susceptible to many types of chemical modification.
These can include tautomerizations and deamination or more extensive
damage such as the complete loss of a base from the ribose phosphate
backbone (Fig. 8.1). The cellular repair mechanisms, however, remove
many such modified bases so that the gap can be refilled with normal
nucleotides. Those modified bases that escape repair cannot themselves
be passed on to the next generation because, on DNA replication, one
of the usual four nucleotides is incorporated into the daughter strand
opposite the altered base. Frequently the base so incorporated will be
incorrect, and consequently, a mutation is introduced at such a position.
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Mutations arise from a variety of sources. As discussed in Chapter 3,
point mutations can occur spontaneously during replication of the DNA
through the misincorporation of a nucleotide and the failure of the
editing mechanisms to correct the mistake or through the chemical
instability of the nucleotides. For example, cytosine can deaminate to
form uracil, which is then recognized as thymine during DNA replica-
tion.
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The frequency of spontaneous appearance of point mutations often
is too low for convenient experimentation, and mutagens are therefore
used to increase the frequency of mutants in cultures 10 to 1,000 times
above the spontaneous frequency. A variety of mutagens have been
discovered, some by rational considerations and some by chance. Many
are nucleotide analogs that are incorporated into the DNA instead of the
normal nucleotides. These increase the frequency of mispairing in
subsequent rounds of DNA replication. Other mutagens are chemically
reactive molecules that damage or modify bases in DNA. Ultraviolet
light is also a mutagen as discussed earlier. The damage it creates
ultimately leads to mutations either through a reduced fidelity of syn-
thesis or an elevated probability of mistaken repair of the original
damage. In one way or another, mutagens increase the frequency of
generating mispaired bases or increase the frequency that mispaired
bases escape repair. Ultimately, either leads to an increase in the
probability that the original DNA sequence will be changed.

The mechanisms generating deletions and insertions are not as well
understood. Errors in DNA replication provide plausible mechanisms
for the generation of one or two base insertions or deletions. Most likely
slippage, perhaps stimulated by an appropriate sequence, will permit a

Figure 8.2 Two mechanisms for generating deletions between repeated se-
quences. The first is looping with recombination between points within a single
chromosome, and the second is unequal crossing over between two chromo-
somes.
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daughter strand to possess a different number of bases than the parent
strand.

Insertions and deletions larger than a few bases arise by a different
mechanism. The end points of a number of deletions in bacteria are
located at short, repeated or almost repeated sequences. The deletion
removes one of the repeats and the intervening sequence. We can picture
two plausible events that could create such deletions (Fig. 8.2). The first
is a looping of a single chromosome followed by elimination of the
material between the two repeats. The second is similar to the first, but
it occurs between two chromosomes and transfers the material from
one chromosome to the other. One chromosome suffers a deletion and
the other an insertion.

The creation of deletions is also stimulated by the presence of some
genetic elements called insertion sequences or transposons. These ele-
ments transpose themselves or copies of themselves into other sites on
the chromosome. In the process they often generate deletions in their
vicinity.

Classical Genetics of Chromosomes

We should not proceed to a detailed discussion of molecular genetics
without a brief review of Mendelian genetics. Chromosomes in eukary-
otes consist mainly of DNA and histones. During some stages of the cell’s
division cycle in plants and animals, chromosomes can be observed with
light microscopes, and they display beautiful and fascinating patterns.
Careful microscopic study of such chromosomes sets the stage for
subsequent molecular experiments that have revealed the exact chemi-
cal nature of heredity. We are now approaching a similar level of
understanding of genetic recombination.

The basis of many of the classical studies is that most types of
eukaryotic cells are diploid. This means that each cell contains pairs of
identical or almost identical homologous chromosomes, one chromo-
some of each pair deriving from each of the parents. There are excep-
tions. Some types of plants are tetraploid or even octaploid, and some
variants of other species possess alternate numbers of one or more of
the chromosomes.

During normal cell growth and division, the pairs of chromosomes
in each dividing cell are duplicated and distributed to the two daughter
cells in a process called mitosis. As a result, each daughter cell receives
the same genetic information as the parent cell contained. The situation,
however, must be altered for sexual reproduction. During this process,
special cells derived from each of the parents fuse and give rise to the
new progeny. To maintain a constant amount of DNA per cell from one
generation to the next, the special cells, which are often called gametes,
are generated. These contain only one copy of each chromosome instead
of the two copies contained by most cells. The normal chromosome
number of two is called diploid, and a chromosome number of half this
is called haploid. The cell divisions giving rise to the haploid gametes in
animals and haploid spores in plants is called meiosis.
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Figure 8.3 The classical view of meiosis.

During the process of meiosis, a pair of chromosomes doubles,
genetic recombination may occur between homologous chromosomes,
and the cell then divides (Fig. 8.3). Each of the daughter cells then
divides again without duplication of the chromosomes. The net result
is four cells, each containing only one copy of each chromosome.
Subsequent fusion of a sperm and egg cell from different individuals
yields a diploid called a zygote that grows and divides to yield an
organism containing one member of each chromosome pair from each
parent.

The chromosomes from each of the parents may contain mutations
that produce recognizable traits or phenotypes in the offspring. Let us
consider just one chromosome pair of a hypothetical organism. Let gene
A produce trait A, and, if it is mutant, let it be denoted as gene a and its
trait be a. In genetic terminology, A and a are alleles. We can describe
the genetic state of an individual by giving its genetic composition or
genotype. For example, both copies of the chromosome in question
could contain the A allele. For convenience, d