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EXECUTIVE SUMMARY 
 

There is significant growing interest in many research laboratories and 
government agencies in developing swarms of robotic systems that have the 
ability to coordinate their actions to work collectively towards the execution of 
a shared goal. Working as a group, the swarm can perform both simple and 
complex tasks in a way that a single robot would be uncapable of. Each robotic 
unit within the swarm can be considered an autonomous member that reacts 
according to internal rules and the state of the environment. Nevertheless, it is 
precisely this ability of robots to autonomously make decisions (individually or 
as a group) that raises concerns among the international community.  

In 2014, governments began international discussions regarding emerging 
technologies in the area of Lethal Autonomous Weapons Systems (LAWS) under 
the auspices of the United Nations Convention on Certain Conventional 
Weapons (CCW). In this context, swarms have been discussed – albeit marginally. 
Concerns about swarms being deployed as (lethal autonomous) weapons 
have been raised by various States and civil society actors. During the meeting 
of the High Contracting Parties to the CCW in 2017, civil society actors released 
a fictional video illustrating their concerns about the proliferation of swarms and 
their possible use by malicious actors to conduct mass lethal attacks on 
individuals. 

While it is not clear whether States share this concern, States at least recognize 
that in future scenarios, it would be unlikely that offensive measures would 
consist of a singular system. Instead, they would consist of swarms of such 
systems with complementary abilities. Robotic swarms are not yet 
operational, and the technology is rather brittle, but the prospect of swarms 
is very real. Swarms could be used for intelligence, surveillance and 
reconnaissance operations; perimeter surveillance and protection; distributed 
attacks; overwhelming enemy air defences; force protection; deception; search 
and rescue operations; countering swarms; and dull, dirty and dangerous tasks. 
As a result, the international community is grappling with questions about how 
– if at all – robotic swarms could be responsibly, lawfully and safely used in future 
conflicts.  

One of the key issues in relation to both swarms and LAWS revolves around the 
meaning and operationalization of concepts such as “human-machine 
interaction” and “human control”. As expressed in the Chair’s summary of the 
2016 CCW Meeting of Experts, in future scenarios “where swarms of LAWS act 
as force multipliers, it would be unclear how meaningful human control 
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could be maintained over the use of force”. As the CCW Group of 
Governmental Experts on LAWS enters two crucial years during which it will – 
among other activities – examine and develop aspects of a normative and 
operational framework on emerging technologies in the area of LAWS, 
understanding the direction in which research and development is progressing 
in this field is of utmost importance. 

This study supports and informs these deliberations by examining the 
implications of swarm robotics for human-machine interaction. This report 
provides analysis of the various approaches to human control over swarms: (1) 
human-machine interaction by means of command, (2) a combination of 
human-machine and machine-machine interaction through the design and use 
of specific control architectures, and (3) machine-machine interaction resulting 
from the design and use of specific intra-swarm cooperation methods. In 
addition, it puts concepts of human control in the context of military decision-
making, thereby introducing a framework of command and control, within which 
concepts such as human-machine interaction and human control can be further 
discussed, analysed and developed. The findings of this research are relevant for 
a wide variety of key stakeholders, including policymakers, military 
organizations, diplomatic communities, technical communities, academia, the 
private sector and civil society organizations. 

Existing swarms – in the civilian and military domain – are either under 
development or still in a testing and demonstration phase. Past and ongoing 
projects have demonstrated, primarily, that swarms are capable of conducting 
specific (narrow) tasks (forming shapes, flying in formation, going to and 
searching or mapping an area, patrolling a perimeter, protecting a boundary). 
Swarms can thus be considered an emerging technology and, as such, may serve 
as a useful case study to discuss approaches to human control.  

The main challenges in operationalizing swarms in a military context relate to 
the design and implementation of appropriate human-machine and machine-
machine interactions. Researchers and developers have taken numerous 
approaches to injecting human involvement into a swarm. Human involvement 
or control in the context of swarming typically refers to either command, control 
or coordination: 

(1) Command: What orders do humans give? (Relates to the human-
machine relationship.)  

§ While swarms are expected to, for the most part, operate autonomously, 
they do not operate in a vacuum or without instructions. Robotic swarms 
ultimately operate at the direction of human decision makers. These 
commands may come in various forms, including pre-programmed sets 
of behaviour or high- or low-level commands.  
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(2) Control: Which control architectures determine task distribution within 
the swarm? (Relates to the machine-machine relationship.)  

§ After human-issued commands, the swarm relies on algorithms for 
formation, monitoring, spacing, flight path, task distribution, target 
identification and more. These algorithms or, as they are also known, 
control architectures, determine the task distribution within the 
swarm. For example, commands can go to one robot that acts as a central 
controller, but they may also go to several squad leaders or the entire 
swarm ensemble.  

§  
(3) Coordination: How does the swarm execute those tasks? (Relates to the 

machine-machine relationship.)  
§ After humans have provided the swarm (or specific units within the 

swarm) with commands and control architectures have determined how 
the commands will be distributed, the swarm has to coordinate its 
collective behaviour and the assigned tasks. How the swarm actions 
those assigned tasks depends, in part, on the coordination method. 
Examples include leader-follower (one robotic unit is the leader and the 
other robots act as followers), and consensus algorithms (individual 
robots communicate to one another and converge on a solution through 
voting or auction-based methods). 

There is currently a dearth of studies investigating how humans can effectively 
command, control and coordinate swarms, and how to exercise effective and 
responsible levels of human involvement over swarms remains a nascent area of 
research in swarm robotics. There are many similarities between discussions 
about human control of LAWS and of swarms. However, swarms may further 
complicate the discussion for two reasons.  

First, debates about human-machine interaction in the area of LAWS have 
focused primarily on the relationship between a human operator and a – or at 
least a limited number of – LAWS. When there is only a single vehicle (or a limited 
number of vehicles), traditional forms of control are possible. However, for 
swarms, direct control of individual robotic units is both impossible and 
counterproductive. For swarms, it is necessary to rely on algorithms for 
formation, monitoring, spacing, flight path, task distribution, target 
identification and more. Therefore, for human involvement to remain effective, 
it must shift increasingly to the swarm as a whole. 

Second, besides human-machine interaction, swarms inevitably engage in 
machine-machine interaction. The individual robots interact with other 
robots in the swarm to achieve a task and, in so doing, collective behaviour 
may arise. While this report shows there are different approaches to designing 
command, control architectures and cooperation methods that help mitigate 
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some of the challenges that swarms raise, there seems to be no general method 
that explains the relationship between individual rules and (desired) group 
behaviour. Some may argue that machine-machine behaviour in swarms 
inevitably means there is no human control. While this may be true in some 
circumstances, it is not an inevitable consequence of swarming technology.  

As the international community continues discussions on LAWS in 2020 and 
2021 and will focus on the further development and operationalization of the 
guiding principles, the role of human decision-making will undoubtedly 
remain one of the core issues. By drawing on near-term technologies, such as 
swarms, and related command and control models in deliberations about 
human control and human-machine interaction, the international community 
can move to develop a more comprehensive understanding of how control may 
or may not be exercised in military practice – now and in future operations.  
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1 INTRODUCTION 
 

 

 

 

 

 

 

 

 

 

 

 

 

Increasing advances in robotics are transforming many industries, from 
manufacturing to health care, agriculture, toys, transportation and warehouse 
management. Similarly, developments in robotics are changing the way in which 
wars are fought. Individually, robotic systems provide significant advantages, 
such as extended range, greater resilience and more dangerous concepts of 
operations than possible or acceptable with personnel or manned systems. 
Collectively, robotic systems may present even more disruptive changes to the 
conduct of military operations.  

There is significant growing interest in many research laboratories and 
government agencies in developing networks of robotic systems that have the 
ability to operate autonomously in a collaborative manner. Comparisons can be 
made to animal species; for example, an individual ant is a rather simple entity 
(not very bright and almost blind),1 but a colony of ants operating in a team can 
exhibit extraordinarily complex behaviour, like building impressive formations, 
foraging, killing and moving large prey.2 While robot swarms differ from animal 

 
1 Still, an insect can still be considered a rather complex creature (it can process a lot of sensory input, respond to stimuli, interact with other 

creatures and make decisions on the basis of a large amount of information). Nonetheless, the complexity of an individual insect seems 
to be insufficient to explain the complexity of the collective behaviour of insect colonies. Bonabeau et al. (1999, 6). 

2 Kordon (2010, 145–74). 

1 
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swarms in important ways, 3  the underlying idea of simple rules guiding 
individual units leading to aggregate swarming behaviour of a collective group 
applies to both.  

Swarm robotics, as a field of multi-robotics, considers large groups of robots 
that, typically, operate autonomously and coordinate their behaviour in a 
decentralized manner. Working as a group, the swarm can perform both simple 
and complex tasks in a way that a single robot would be uncapable of, thereby 
giving robustness and flexibility to the group.4  

Research and Development (R&D) in the area of swarm robotics is still relatively 
young. Most developments are experimental, and operationalization typically 
comes in the form of testing and simulation in laboratories or other structured 
and controlled testing environments. Even though swarms have not reached the 
operational stage yet, they are anticipated to bring significant advantages to 
war-fighting.5  One of those advantages is greater mass. Swarms of robotic 
systems could, for example, converge in an attack on a missile site by saturating 
or overwhelming the missile launchers by their sheer number, or they could 
cover a large area to search for targets. But swarms bring more than just greater 
numbers to the battlefield. Simply having a lot of systems is not the same as 
having a swarm of collaborative systems. To harness the full potential of 
swarming – such as improved coordination, intelligence, flexibility, speed and 
resilience on the battlefield – swarms need the ability to autonomously 
coordinate their actions between units within the swarm and respond to a 
changing environment. 

Nevertheless, it is precisely this ability of robots to autonomously make 
decisions that raises concerns among the international community. In 2014, 
governments began international discussions regarding emerging technologies 
in the area of lethal autonomous weapons systems (LAWS) under the auspices 
of the United Nations Convention on Certain Conventional Weapons (CCW). 
While lethal swarms are not yet operational, there is no reason to believe that 
swarms cannot be armed with lethal weapons. Already, there have been reports 
of small robots armed with explosives designed to explode on impact, small 
arms, or even flamethrowers.6 Concerns about swarms being deployed as (lethal 
autonomous) weapons have been raised by various actors. For example, at the 
2016 Meeting of Experts on LAWS, it was suggested that “in future scenarios, it 

 
3 Robot swarms can leverage a mix of communication methods (explicit and implicit); robot swarms may consist of heterogeneous agents; 

swarm security is a larger concern in robotic swarms; while animal swarms’ behaviour evolves, robot swarms are designed and, ultimately, 
operate at the direction of a human to perform a task. Scharre (2014b, 25–26). 

4 Navarro & Matía (2013, 1). The main idea of swarm intelligence is the modelling of a system as a self-organized group of autonomous 
individuals that interact with one another and their environment. Flasinski (2016, 66).  

5 For example, Kania (2017) explains: “The [Chinese People’s Liberation Army] recognizes the disruptive potential of these techniques, which 
could be used for saturation assaults … to overwhelm the defenses of high-value targets, including perhaps U.S. fighter jets or aircraft 
carriers.” For more examples, see McMullan (2019); Scharre (2014b). 

6 National Academies of Sciences, Engineering, and Medicine (2018, 12–13). 
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would be unlikely that offensive measures will consist of a singular system. 
Instead, swarms of such systems with complementary capabilities may carry out 
attacks”.7 And in the video Slaughterbots, which was released during the meeting 
of the High Contracting Parties to the CCW in 2017, civil society actors warned 
about the mass proliferation of swarms of armed drones to malicious actors.8  

Like LAWS, swarms raise questions about human control, responsibility, 
reliability and predictability. Direct control of individual units in a swarm would 
be not only counterproductive but, most likely, impossible. To harness the full 
potential of the swarm and allow for appropriate levels of human involvement, 
some argue that swarms will require new Command and Control (C2) models.9 
Others, however, argue that appropriate human involvement is contradictory to 
a swarm; assuming that a swarm is inherently unpredictable, humans would be 
unable to control its behaviour in a way that is appropriate or meaningful.10  

1.1 METHOD AND APPROACH  

The United Nations Institute for Disarmament Research (UNIDIR) is undertaking 
research to enhance knowledge and facilitate dialogue among a broad range of 
stakeholders (including States, technical communities, academia and the private 
sector) on the implications of increasingly intelligent and autonomous systems 
for human control. This research report is framed in the broader context of 
“human control” – a rather undefined but key concept in the context of the 
Group of Governmental Experts (GGE) on LAWS and in the Secretary-General’s 
disarmament agenda (action 29). The approach taken in this research is to look 
at the introduction of swarming technologies in military operations from a C2 
perspective, seeking to draw from current theories11 and practices regarding C2 
and identify where the risks and uncertainties lie when applied to robotic 
swarms.  

Given the early stages of R&D and limited (prototype) use of swarms for military 
purposes, studying operational practices of swarm deployment and lessons 
learned was not a possibility at the time of writing. As a result, this research, 
undertaken between October and December 2019, is based on the review of 
existing literature on the subject, supplemented by a total of 21 key informant 
interviews held in advance of a focus group comprising 15 subject matter 

 
7 Informal Meeting of Experts on Lethal Autonomous Weapons Systems (2016, para. 68). In para. 67, it is also mentioned that “the 

unpredictability of LAWS could be exacerbated in situations where multiple systems or swarms of systems interact”.  
8 Future of Life Institute (2017). It is, however, unclear from the video whether the individual units communicate or exhibit any form of 

collaborative behaviour.  
9 Scharre (2014b, 6). Or as explained by Ilachinski (2017, xix), “the operationalization of swarms … will require the development of new 

[concepts of operation]”.  
10 Interview with anonymous expert, 16 October 2019; Informal Meeting of Experts on Lethal Autonomous Weapons (2016, para. 68). 
11 Theories captured in military doctrine, but also theories of various machine-machine and human-machine relationships developed in the 

private sector and military R&D. 
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experts in the area of swarming technology, human-machine teaming and C2. 
The focus group, held on 3 December 2019 in Washington, DC, was designed to 
explore, discuss and evolve the meaning of control in relation to swarm 
technologies, especially in the context of military C2. It focused on building 
bridges between the technical and military domain and identifying implications 
of weaponized swarms.  

1.2 PURPOSE AND STRUCTURE OF THIS REPORT 

The purpose of this research report is to support and inform ongoing 
discussions about emerging technologies in the area of LAWS and related 
concepts, such as human-machine interaction. The findings of this research are 
relevant for a wide variety of key stakeholders, including policymakers, military 
organizations, diplomatic communities, technical communities, academia, the 
private sector and civil society organizations. Against this backdrop, this report 
examines approaches to command, control and coordination in the field of 
swarm robotics.  

It first sets out, in Chapter 2, the context within which weapons, including 
swarms, will be used and humans will exercise control. Understanding this 
contextual framework of C2 in military decision-making is relevant for 
discussions about concepts such as “meaningful human control” and “human-
machine interaction”, in relation to LAWS as well as swarms.  

Chapter 3 introduces the defining features of a swarm from a technical 
perspective, while Chapter 4 explains how command, control and coordination 
are considered and applied in the context of ongoing swarm R&D. Chapter 5 
introduces the concept of trade-offs between different types of swarms and their 
characteristics, based on a number of technical attributes.  

As swarm robotics is still a relatively young discipline and no (military) swarms 
are, as yet, operational, Chapter 6 elaborates on potential military applications, 
challenges and vulnerabilities in operationalizing swarms. Chapter 7 concludes 
this report by providing relevant considerations for moving forwards in the 
context of ongoing GGE on LAWS discussions.  
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2 COMMAND AND CONTROL 
 

Since governments began international discussions on LAWS in the context of 
the CCW in 2014, maintaining control over emerging technologies in the area of 
LAWS has been one of the main objectives. As there seems to be agreement 
among States that all weapon systems should be subject to some form of human 
involvement, States and civil society actors have come up with various notions 
to capture that objective, such as “meaningful human control”,12 “appropriate 
levels of human judgment”,13 and “human-machine interaction”.14 Ever since 
these concepts were first introduced, various participants (States, non-
governmental organizations, research organizations and academia) have made 
attempts to further specify them. Despite these attempts, there seems to be no 
shared understanding of what these concepts mean and how they may be 
operationalized in practice.15  

Conceptualizations of the human-machine relationship and concerns about the 
loss of meaningful human involvement are not limited to the development and 
use of singular LAWS. As expressed in the Chair’s summary of the 2016 CCW 
Meeting of Experts, in future scenarios “where swarms of LAWS act as force 
multipliers, it would be unclear how meaningful human control could be 
maintained over the use of force”.16 As the international community is grappling 
with new conceptualizations of the human role in relation to LAWS and swarms, 
it is worthwhile to consider what concepts and models related to control may 
already exist in the context of military operations.  

The concept of C2 is a central aspect of military decision-making, yet it has 
received little attention in diplomatic discussions about human-machine 
interaction. In particular in the context of LAWS, control is regularly associated 
with the “select” and “attack” functions of the weapon. Concepts such as 
“meaningful human control” are often aimed at ensuring that operators and 
commanders exercise control over the operation of a weapon or the final 
decision to attack a target. While operators and commanders may certainly 
make critical decisions about the use of force, this focus is too limited because, 
in practice, various individuals may exercise different forms of control at various 
junctures in the decision-making process and at various command levels in the 

 
12 Article 36 (2013). 
13 US Department of Defense (2017). 
14 Group of Governmental Experts on Lethal Autonomous Weapons Systems (2019, 3). 
15 UNIDIR (2014) examined what may be understood by “meaningful human control”, its strengths and weaknesses as a framing concept for 

discussions on autonomy and weapon systems, as well as other conceptual and policy-oriented approaches that address concerns about 
the weaponization of increasingly autonomous technologies.  

16 Informal Meeting of Experts on Lethal Autonomous Weapons Systems (2016, para. 68). 
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organizational structure.17 In other words, “while individuals certainly pull the 
triggers or drop the bombs, the underlying causes of a large portion of collateral 
damage deaths and injuries may lie at the organizational level.”18 

To gain a better understanding of the implications of swarms, a closer 
examination of the organizational context within which C2 is operationalized 
and weapons are deployed is necessary. The next sections first establish a 
common set of working definitions for key concepts related to C2. After 
discussion of the military-operational context within which humans and 
technologies collaborate, swarms will be introduced in the second section. 

2.1 COMMAND AND CONTROL IN MILITARY OPERATIONS 

C2 in the military domain is 
distributed and context 
dependent. It can be exercised at 
various levels by an arrangement 
of personnel and through a range 
of procedures, facilities, 
communications and equipment 
employed by a commander in 
planning, coordinating and 
controlling operations.19 As such, control can be perceived as something that is 
part of a chain of C2, rather than something that is only applied in relation to 
military capabilities such as LAWS or swarms. The general purpose of C2 is to 
focus the efforts of the individuals, organizations and resources in the chain of 
command towards the achievement of tasks, objectives or goals.20 

2.1.1 Concepts and definitions 

Fundamental to understanding a C2 structure is a shared understanding of 
terms. This can be a challenge, since multinational or combined operations – 
similar to multilateral deliberations such as the GGE on LAWS – are often 
complicated by the use of a shared language that is subject to diverging 
interpretations.21 Although the term “command and control” is widely used, the 
terms (both individually and collectively) may mean different things to different 

 
17 Ekelhof (2019b, 347–48). 
18 Crawford (2013, 314). 
19 NATO (2004, 2–7); NATO (2016a); US Air Force (2016); US Joint Chiefs of Staff (2010, 4, 77). 
20 Alberts & Hayes (2006, 32). 
21 Cathcart (2012, 261). 

 
Command and control is 
not an end in itself, but 

it is a means toward 
creating value.” 
SOURCE: ALBERTS & HAYES 
(2006, 32–33). 
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communities. 22  Nevertheless, the following definitions of “command” and 
“control” are broadly recognized: 

Command: The authority vested in an individual of the armed forces for 
the direction, coordination and control of military forces. 23 
Commanders can assign missions or tasks to subordinate commanders or 
forces under his or her command. 24 

Control: The authority exercised by a commander over part of the 
activities of subordinate organizations, or other organizations not 
normally under his command, that encompasses the responsibility for 
implementing orders or directives.25 Control can refer to the authority 
delegated to the operational commanders to direct the forces assigned 
(operational control), but it may also refer to tactical control, which is 
the detailed and usually local direction and control of movements or 
manoeuvres necessary to accomplish missions or tasks assigned.26  

Thus, “command” can be considered as perceiving and deciding (the “what”), 
whereas “control” can be associated with implementing orders by 
communicating decisions, (organizing to) carry them out and monitoring and 
assessing the outcome to feed back into command (the “how”). This continuous 
decision-making cycle can be considered the C2 loop.27 

  

 
22 Many countries simply merge the two terms; these terms, merged or individiually are, in turn, associated with a number of related concepts 

or definitions. UK Ministry of Defence (2017, 10). 
23 Similar in North Atlantic Treaty Organization (NATO), European Union and United Nations definitions. NATO, EU & UN (2015, 35). 
24 NATO, EU & UN (2015, 140, 179) includes further definitions: “operational command … The authority granted to a commander to assign 

missions or tasks to subordinate commanders, to deploy units, to reassign forces, and to retain or delegate operational and/or tactical 
control as the commander deems necessary.” And “tactical command … The authority delegated to a commander to assign tasks to forces 
under his command for the accomplishment of the mission assigned by higher authority.”  

25 Similar in NATO and the European Union, but no recognized United Nations definition. NATO, EU & UN (2015, 46). 
26 Operational control is recognized in NATO and United Nations definitions but not recognized in the 2015 European Union glossary. The 

definition of tactical control is only officially recognized in the NATO glossary. NATO, EU & UN (2015, 140, 179). 
27 Kometer (2007, 59). 
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LEVELS OF COMMAND AND CONTROL 

The standard view shared by most major military forces is that 
there are three main levels of command, each of which may 
exhibit various forms of control. While it may not always be 
practical or possible to draw a clear distinction between the 
different levels of command, there is a difference in terms of 
nature and function.28 First, there is strategic command, which 
typically refers to the overall direction and coordination of 
assigned forces and the provision of advice to and from political 
authorities at the national and international level. At this level, the 
political aim is translated into military objectives, including 
allocating means – and restrictions that apply to the use of those 
means – without specifying in detail how they should be deployed. 
Second, there is operational command, which employs forces to 
attain strategic objectives in a theatre of operations through the 
design, organization and conduct of operations. In other words, 
the operational level translates the broad strategic-level 
objectives and guidance into concrete tasks for tactical forces to 
achieve. Third, there is tactical command, which directs the 
specific use of military forces in operations and, as such, 
implements the operational-level plan.29 This level may come into 
direct contact with the parties to the conflict and is concerned with 
the methods of deployment and operation of units, platforms, 
individual personnel or weapon systems.30 

The distinction between strategic, operational and tactical 
command is recognized in most doctrines – albeit sometimes in 
slightly different terminology. For example, the current command 
structure in the Russian Federation consists of three levels: 
strategic, operational and brigade, where brigades are mobile, 
permanent-readiness units that, similar to units at the tactical 
command level, may come into contact with the parties to the 
conflict. However, Russian views regarding strategic, operational 
and tactical or brigade levels of command may be somewhat 
different from Western States. Whereas Western States typically 
define these levels by echelon size, the Russian system defines 
them by the unit’s scope of mission. For example, a brigade is 
usually considered as acting at the tactical level, but when a 
brigade is a determining factor (a “war winner”), it could be 
considered a strategic asset. 31 
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2.1.2 Centralization and decentralization 

Within the hierarchical organization, commanders decide how to balance 
centralization and decentralization. For example, C2 in the Indian Armed Forces 
is “underpinned by a philosophy of centralised intent and decentralized 
execution – this enables freedom of action and initiative. The spirit in the 
concept remains to describe the ‘what’ and not specify the ‘way’.”32  

However, in accordance with the applicable rules of engagement, commanders 
may also decide to delegate tasks and authorities to lower levels (subordinate 
commanders) and, as such, pursue a more decentralized approach to control. 
This will give the lower levels more freedom of decision-making and the ability 
to respond to situations as they unfold (while all actions of lower levels must be 
in compliance with the commander’s intent and the constraints provided). 
Decision-making may involve a wide range of decisions, including weapons 
deployment, the course of action, and the desired end state.  

How to balance centralization and decentralization may vary across 
commanders, services,33 and countries. For example, whereas both the US and 
Russian processes are “commander-driven”, Russian commanders are said to be 
more involved with the order process than US commanders; this can be 
illustrated by Russian commanders developing the course of action, instead of 
the staff (in an iterative process between various command levels).34  North 
Atlantic Treaty Organization (NATO) doctrine explains that the primary role of 
the staff is to assist the commander in timely decision-making by acquiring, 
analysing and coordinating information and, most importantly, presenting the 
essential information with a recommendation for decision-making.35 And China 
uses a theatre-specific command structure that is, in turn, under the strategic 
and overall control of the Central Military Commission (the military branch of 
the national Government).36 

Last, the balance between centralization and decentralization may also depend 
on other factors, such as missions, physical environments, available information, 
political sensitivities of the operation and more. Each operation typically has a 
unique C2 structure, designed during the planning to match the requirements 
of the operation. It may be necessary to adapt the C2 structure to changing 
circumstances or to reflect lessons learned. Thus, C2 approaches may be 

 
32 Integrated Defence Staff (2017, 36). 
33 For example, it is not uncommon for control to be relatively decentralized in the army, while in the air force, control may be more 

centralized (e.g. owing to there being fewer assets). In the air force, the doctrine of centralized control and decentralized execution has 
become dominant in controlling air operations.  

34 Bartles & Grau (2018, 51). 
35 NATO (2017, 5-1 to 5-2). 
36 Sugiura (2017, 17–18). 
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different depending on purposes and circumstances, and they may change over 
time.37 

2.1.3 The distributed nature of military decision-making 

C2 should not only be assessed through the actions and decisions taken by 
commanders but should rather be seen as a distributed process through which 
various staff – as well as systems, organizations and even technologies – 
influence, make and execute decisions.38  

Decisions made by one link in the chain almost definitely will affect the choices 
or limit the decisions of others in the chain. For example, if – on the basis of 
information provided by analysts and perhaps technologies – a targeteer 39 
nominates a particular target (system) for further development (while 
disregarding potential others), this influences the targets that may be presented 
to the commander for inclusion in the target list. Military decision-making is thus 
based on a division of labour, where various individuals make decisions within a 
context that is created by other individuals, relying on intelligence gathered and 
assessed by others and acting under the command of their superiors.40 

 
 

 
37 NATO (2017, 5-5). 
38 Ekelhof (2019a). 
39 A “targeteer” is an individual who has completed the requisite training and guides the joint targeting cycle by conducting tasks such as 

analysing, developing and nominating targets; preparing target folders; and weaponeering.  
40 Schulzke (2013, 204). 

 

Commanders exercise control through processes 
and structures that enable them to verify the 
execution of their intent. The staff often 
exercises control on behalf of the commander.  
SOURCE: NATO (2017, 5-4). 
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THE THIRD C: COMMUNICATIONS 

For effective C2 to be accomplished, there is a need for two-way 
communications. Without communications, commands could 
not be passed to the appropriate persons or platforms, and 
control would be impossible without some form of feedback. 
Given the importance of communication, it is regularly added as 
a third element to C2: Command, Control and Communications 
(also known under the abbreviation C3). While this report 
focuses on C2, it is critical to acknowledge the importance of 
reliable communications in allowing for C2 to be operationalized 
at all.  

Military communications technologies come in large numbers 
and many forms, ranging from traditional high-frequency radios 
to complex and elaborate satellite communications systems.41 In 
hostile environments, communications can be fragile. They can 
be jammed or destroyed by adversaries, but even without 
external influence in the form of malicious attacks, 
communication may not always be reliable (it can be interrupted 
and intermittent) or possible (e.g. underwater systems). 
Recognizing that secure and reliable communications are key 
requirements for effective C2, militaries are continuously looking 
at optimizing their communications networks and technologies.  

 

2.2 SWARMS IN THE CONTEXT OF COMMAND AND 
CONTROL  

Swarming is still in its infancy, and R&D is mostly experimental. Therefore, how 
to effectively and responsibly command and control robotic swarms after 
deployment is an open question. Even the most cutting-edge R&D projects 
struggle to develop an effective human-machine relationship, in particular as 
swarms grow larger.42 Controllability of a swarm’s collective behaviour depends 
on a number of factors, including: 

• The size of the swarm: As the number of robotic units in a swarm increases, 
human control must increasingly shift to the swarm as a whole.  

 
41 Stratcore Group (2020). 
42 Interview with anonymous expert, 21 October 2019. The expert explained that there is still a long way to go before humans can intuitively 

interact with robotic swarms close to 250 units (as is pursued under the Defense Advanced Research Projects Agency [DARPA] Offensive 
Swarm-Enabled Tactics [OFFSET] project).  
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• The flow of information: Without information and the ability to 
communicate across the units in the swarm, the ability to steer the swarm 
towards some desired performance will be complicated.  

• The autonomous capabilities of each system: For example, aerial vehicles 
that are flown in an autopilot mode relieve the operator from manual flying 
tasks, allowing different forms of control. 

• The design of the system: For example, a vehicle without a steering wheel 
does not have the same capabilities as a vehicle with one and, as a result, 
requires different forms of control.43  

In general, as the number of robotic units in a swarm grows, it becomes 
increasingly difficult for humans to control every individual unit. Therefore, for 
human control to remain effective, that control must shift increasingly to the 
swarm as a whole. How to exercise effective and responsible human control over 
swarms remains a nascent area of research where “no one size fits all”.  

2.2.1 Swarms at the tactical level 

From the perspective of military C2, it could be said that – even though the 
decision to deploy may be taken at the operational or even strategic levels – a 
swarm operates at the tactical level.  

Before tactical-level deployment, human decision makers will formulate mission 
objectives, gather intelligence, 44  analyse and develop potential targets and 
decide which weapon(s) to use and under which circumstances and conditions. 
Once these decisions have been made, operational and tactical-level planning 
has been completed, and the swarm has been deployed by a tactical (human-
issued) command, it could be argued that the swarm itself exercises tactical 
control over its own elements during operation.  

In this context, tactical control means the detailed and usually local direction 
and control of movements or manoeuvres necessary to accomplish the missions 
or tasks assigned. Ultimately, the aim of swarming would be that the swarm is 
capable of executing these lower-level tasks (determining movements and 
manoeuvring) to achieve its mission without traditional forms of human control.  

This raises questions about how swarm behaviour fits within existing military C2 
structures. According to some experts, new technologies, specifically robotic 
swarms, will require new C2 models.45 Because “command and control structures 
emerge from complex interactions between people, structures, technology and 

 
43 Egerstedt (2011, 158). 
44 Swarms can also be used to contribute to these tasks. One of the most anticipated near-term applications of robotic swarms involves their 

use as extended sensors to gather intelligence about specific areas. This is further explained in Chapter 6. 
45 Scharre (2014b, 6). Or as explained by Ilachinski (2017, xix), “the operationalization of swarms … will require the development of new 

[concepts of operation]”.  
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processes”,46 changes and advances in technology can be expected to impact 
the C2 model. Nevertheless, some argue that “technology has not changed the 
fundamental principles of command and control”.47 Chapter 4 takes a closer 
look at approaches to C2 in swarm robotics. Before that, some clarifying notes 
on language are in order.  

2.2.2 Military and technical language 

It should come as no surprise that the term “command and control” in relation 
to swarm robotics is less common in civilian R&D than in the military domain. 
However, even in some military swarming projects, the term “C2” is deliberately 
avoided, in part because the term is rather disputed.48 The same applies to the 
term “control”. Some experts argue that the aim is not to control the swarm in a 
traditional sense (e.g. providing digital commands to individual units) but rather 
to command the swarm (e.g. have the individual units collaborate with one 
another in accordance with the higher-level commander’s intent).49  

While there seems to be no shared definition of the terms among experts, it 
seems that, generally, “command” is related to the input or instructions provided 
by human operators or commanders (human-machine interaction), 50  while 
“control” is related to the swarm algorithms that are executing the orders 
through the movement, motions and coordination of the swarm (design of the 
swarm architecture). As such, the interpretation of C2 is not dissimilar to that in 
military operations.  

2.2.3 Mathematical and natural language 

Humans think and interact in a language that is not easily codified in 
mathematical language. At the same time, algorithmic-based machine 
behaviour is based on mathematical language that is difficult to translate 
appropriately into natural language. 51  Translating complex mathematical 
concepts into natural language (and vice versa) can thus introduce a range of 
complications and inadequacies. Natural languages are significantly less precise 
in describing the characteristics and inner functioning of swarm algorithms.52 
Therefore, natural language may be useful in introducing technical concepts, but 
there is a limit to what it can describe about the underlying computational 

 
46 UK Ministry of Defence (2017, 35). 
47 Kometer (2007, abstract). Kometer continues that new technologies have, nonetheless, altered the way in which humans perform their 

jobs, and even the jobs they perform. 
48 Interview with anonymous expert, 21 October 2019.  
49 Scharre (2014b, 38); interview with anonymous expert, 21 October 2019.  
50 Commands can also be provided or passed along by robots if information is disparate. Regardless, it seems that (high-level) commands 

are, at least initially, designed and provided by humans.  
51 Multidisciplinary fields concerned with interactions between computer and human (natural) language include natural language processing 

and human-computer interaction. 
52 Personal Communication with anonymous expert, 9 December 2019. 
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algorithms. As such, the next sections are not intended to give a precise 
description of the swarm architectures and algorithms but rather to introduce 
defining features and general concepts of control architectures in the context of 
swarming. 
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3 DECONSTRUCTING THE SWARM 
 

Swarming as a concept is not new. Swarms can be found, first and foremost, in 
nature. Examples are schools of fish (foraging and defending against predators), 
colonies of wasps (nest building), bird flocks (foraging and migration) and 
termite colonies (building massive and complex structures).53 In these swarms, 
individuals do not need sophisticated knowledge to produce complex 
behaviours and, typically, there is no group leader that guides all the other 
individuals in accomplishing their goals. One individual is not able to accomplish 
its task without the rest of the swarm. As such, the knowledge of these natural 
swarms is distributed across all the individuals.54 

However, swarming is not limited to natural phenomena. It is also a long-
standing military tactic. Swarming as a military tactic occurs when several units 
converge to attack a target from multiple axes in a deliberately structured, 
coordinated way.55  This type of swarming has occurred throughout military 
history, ranging from the behaviour of horse archers in the fourth century to 
swarm-like capabilities that simultaneously target multiple vulnerabilities, 
devices and access points in cyberspace.56  

The swarms discussed in this paper are robotic swarms. Robotic systems, such 
as the Predator aircraft and counter-IED robots, are already used in military 
operations. Individually, these systems allow militaries to protect their own 
forces, extend their range on the battlefield, and increase situational awareness 
and persistence. Collectively, swarms of robotic systems have the potential for 
even more disruptive changes in military operations.57 They may bring mass 
back to the battlefield, for example the use of large numbers of robots to expand 
sensing and striking capabilities. Nonetheless, as will be explained in this 
chapter, swarming is more than just having greater numbers of robotic systems. 

Swarm behaviour is based on the use of local rules and relatively simple robots 
that, when organized in a group, can perform complex tasks in a way that a 

 
53 The Macrotermes species builds complex nests composed of cone-shaped outer walls that often have ventilation ducts, brood chambers, 

thin horizontal lamellae supported by pillars, cooling vents, a royal chamber, a thick-walled protective bunker with holes through which 
workers can pass, and more. Bonabeau et al. (1999, 4). 

54 Navarro & Matía (2013, 1). 
55 Arquilla & Ronfeldt (2000, 5); Edwards (2005, xvii). 
56 Edwards (2005, xvii); Fortinet (2018). 
57 While some experts consider swarms of robotic systems to be the next step in a continuum of robotic R&D (like the Predator drone), one 

expert pointed out that swarms could be considered the opposite of the Predator drone in that one Predator is said to require a lot of 
personnel to be operational (according to Noorman (2014, 818), it can take up to 168 people to keep a Predator in the air for 24 hours), 
while large numbers of robotic systems operating in a swarm would require only one person to be operational. Interview with anonymous 
expert, 9 October 2019. 
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single robot would be uncapable of. 58  Much like discussions about LAWS, 
artificial intelligence and autonomy, there is no single or agreed definition of a 
swarm. The meanings of these terms seem to be far from settled, both within 
the international community and the private sector, academia and technical 
communities. While conscious of this technical and political context, for the 
purpose of this report, we propose the following working definition of swarms: 
multi-robot systems within which robots coordinate their actions to work 
collectively towards the execution of a goal. 

Such a definition can be a useful foundation for further debates; however, 
discussing definitions in a political body like the CCW – of which the purpose is 
to ban or restrict the use of certain types of weapon – is rather contentious. As 
such, it may be useful to discuss and define swarms by reference to a number of 
defining features. The next sections will further examine these features: mass, 
diversity, collective and collaborative behaviour, intra-swarm communication, 
and autonomy and decentralization.  

 

WHAT IS A ROBOT? 

Robotic systems are enabled by the integration of three key 
capabilities: sense, decide, act.  
Sense. Robots need sensors to gather data about the 
environment. For small robotic systems, these are typically video 
cameras and some kind of navigation sensor, like GPS. Larger 
systems might use computer-intensive sensors like lidar. 

Decide. Robots need to make sense of that data and turn it into 
purposeful plans and actions. To do so, they need a suite of 
computer chips, sensing software and control software. Together, 
these technologies form the “brain” of the system.  

Act. The decisions of the robots are exerted in the real world 
through their end-effectors and actuators.59  

 

 

 
58 Navarro & Matía (2013, 1). The main idea of swarm intelligence is the modelling of a system as a self-organized group of autonomous 

individuals that interact with one another and their environment. Flasinski (2016, 66). 
59 Boulanin & Verbruggen (2017, 11–12). 



SWARM ROBOTICS UNIDIR 

 

 

25 

3.1 MASS 

As the etymology of the term indicates, swarms are regularly associated with a 
large group of insects, people or robots.60 The simplest description of a robotic 
swarm is that there are many robotic units and only a few people involved in 
controlling them. However, there is no magic number and, in theory, swarms 
may vary from as few as two units to thousands of units.61  

Significant attention is given to projects that intend to develop the largest swarm 
possible. In 2014, Harvard University’s 1,000-robot swarm was reported as being 
the largest robot swarm ever.62 According to the Harvard Gazette, “the vast scale 
of this swarm is a milestone in itself.”63 Until then, only a few robot swarms had 
exceeded 100 individual units because of the difficulties related to coordinating 
such large numbers (as well as the cost and labour involved in producing the 
robots64). In 2017, a private company in China set a world record by performing 
a light show with 1,108 miniature drones that, allegedly, had self-repair 
capabilities and so-called independent thought, demonstrated by units 
executing their own landing when falling out of sync with the group or failing to 
achieve the intended objective.65  

Even though large swarms have been promoted regularly in the context of, for 
example, light shows, it is not always clear what the technology behind the 
group behaviour is (whether the units are centrally controlled, have pre-
programmed flight paths or exhibit any coordinated or collaborative behaviour). 
As explained by Scharre, “a swarm with 10 more individual drones isn’t 
necessarily better. What matters are the things you can’t see. It’s the algorithms 
that govern the swarm behavior.”66 

While it could be said that “quantity has a quality of its own”, the optimal size of 
a swarm will ultimately depend on the swarm’s capabilities and the mission. For 
example, a large swarm could be particularly useful for a saturation attack or for 
a search mission over a large area. However, a large swarm may have a large 
footprint and draw a lot of attention, which would be detrimental for a stealthier 

 
60 Nearly all experts consulted in the process of this research referred to size as one of the characteristics, although many pointed out that 

describing a swarm as a large group of robots was insufficient. 
61 Some experts argue that a swarm can be as few as two systems, while others argue that a swarm consists of a minimum of 40 robots. 

National Academies of Sciences, Engineering, and Medicine (2018, 12–13). 
62 Woo (2014). 
63 Perry (2014). 
64 Researchers at Harvard discovered a new manufacturing process allowing them to print microdrones cheaply, effectively and without 

errors by printing them by the sheet. Global Guerillas (2012); Perry (2014). 
65 Irvine (2018). At the time, Chinese media quoted military experts who highlighted that this technique could be used with mission payload 

modules mounted on the small drones and that it might be integrated into weapon systems. Liu (2017). Also see Kania (2017). 
66 Feng & Clover (2017). 
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mission.67 At the same time, a larger swarm could mean additional challenges 
and risks resulting from algorithmic limitations that complicate the coordination 
of such large numbers, risking collisions, occlusions and loss of communication.  

3.2 DIVERSITY 

While swarms are regularly portrayed as a large number of exact copies of 
robotic units (homogeneous), 68  a robotic swarm can be heterogeneous. A 
swarm may consist of a variety of dissimilar units with a mix of properties and 
tasks assigned. Similar to social insect colonies, a single unit may not perform all 
tasks but rather specialize in one or a set of tasks according to its capabilities.69 
For example, the Defense Advanced Research Projects Agency (DARPA) 
Offensive Swarm-Enabled Tactics (OFFSET) programme envisions a combination 
of unmanned aircraft systems and unmanned ground systems to accomplish 
missions in complex urban environments.70 Similarly, a European Union initiative 
called Roborder uses aerial, water surface, underwater and ground vehicles in its 
autonomous border surveillance system that are said to be capable of operating 
in swarms.71 Heterogeneity can be achieved by equipping similar robots with 
different payloads (e.g. different sensors or weapons), and they may be assigned 
different tasks depending on their capabilities. However, heterogeneous swarms 
are said to be more difficult to implement than homogeneous swarms.72 

3.3 COLLECTIVE AND COLLABORATIVE BEHAVIOUR 

Experts agree that for swarms to be different from simply large numbers of 
individual robots, they need to exhibit collective behaviour that involves 
collaborating among individual units and with the environment.73 In this context, 
some experts make a distinction between swarming and teaming.  

Teaming, sometimes referred to as collaborative autonomy, can be illustrated 
by hunting wolf packs or a basketball team playing a game. Each individual has 
an understanding of the mission and a mental model of their roles; they each 

 
67 Kallenborn (2018); interview with anonymous expert, 30 October 2019. For example, as illustrated by the White House lockdown on 26 

November 2019, the way in which a flock of birds appears on a radar screen can be similar to the “look” of a small aircraft. While it has not 
been confirmed that the lockdown was caused by a flock of birds, it is one of the possible explanations for the “slow-moving blob” that 
was seen on radar. Cohen et al. (2019).  

68 Examples can be found in drone light shows, but homogeneous agents are also common in natural swarms. The arms control advocacy 
video Slaughterbots demonstrated a fictional scenario in which swarms of thousands of homogeneous microdrones could be deployed. 

69 In a social insect colony, this division of labour among workers, whereby different activities are performed simultaneously by groups of 
specialized individuals, is perceived as being more efficient than if all tasks were performed by unspecialized individuals. Bonabeau et al. 
(1999, 2). 

70 DARPA (2019). The Distributed and Collaborative Intelligent Systems and Technology (DCIST) Collaborative Research Alliance too creates 
heterogeneous swarms in a wide range of missions and environments. DCIST (2020). 

71 Roborder (2019). 
72 Defense Science Board (2016, 85). 
73 Sometimes this is referred to as “self-organization”. Ilachinski (2017, 106). 
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know the plan that they are supposed to execute to achieve the common goal.74 
While some argue that having a group of individual robots execute a program 
(for both individual and group plans) should be considered teaming or multi-
robot systems, rather than swarming, 75  others argue that differentiating 
between teaming and swarming is unhelpful and unnecessary or, at least, 
unclear and confusing.76 Regardless, it is generally agreed that one of the key 
characteristics of a swarm is that simple interactions between units can induce 
complex collective behaviour.  
Considering this, many swarm demonstrations, such as Intel’s drone light show 
during the 2018 Winter Olympic Games, 77  may not be considered “true” 
swarming if the robots are unaware of their counterparts, such as when the 
choreography of the drone is pre-planned and the individual robots simply 
follow their pre-programmed flight paths. These robots exhibit behaviour that 
seems collective but is certainly not collaborative. Nevertheless, in these large 
groups of robots there may be some limited awareness of other units if the 
robots are deconflicting to avoid collisions. Without knowing the algorithms 
behind the group behaviour, distinguishing between swarms, teams (multi-
robot systems) and large groups of non-cooperative robots can be a challenge.78 

3.4 INTRA-SWARM COMMUNICATION 

To achieve collaborative behaviour, some form of communication to allow for 
information exchange among the robots is necessary. Communication may take 
different forms, both explicit and implicit. Some common technologies for 
explicit communication are wireless signalling over Bluetooth, Wi-Fi, radio, 
ladar,79 infrared or a mix of methods. Nevertheless, while these methods may 
work well in a controlled environment, such as a laboratory, they may not be 
optimal methods in an operational setting. Particularly in a military environment, 
explicit communication is vulnerable to attacks, such as spoofing, jamming or 
hacking.80  

An implicit form of communication is, for example, co-observation. In a school 
of fish, there is no explicit communication, but the fish coordinate their 
behaviour by observing neighbouring fish.  

 
74 An example of teaming or collaborative autonomy projects in a military context is the DARPA Collaborative Operations in Denied 

Environments (CODE) project. This project is discussed in more detail in Chapter 4.  
75 Kolling et al. (2015, 1); interview with anonymous expert, 16 October 2019. 
76 Interview with anonymous expert, 8 October 2019; interview with anonymous expert, 30 October 2019. 
77 It was a world record in terms of the number of drones deployed (1,218 drones), but the swarm had zero percent decision-making 

autonomy. Each individual drone was commanded by an external computer. Intel (2018).  
78 This is further complicated by the lack of stringent definitions.  
79 Ladar, a combination of laser and radar, produces an image by scanning a very high repetition rate laser rangefinder over a scene to 

produce a three-dimensional map. Department of Defence Science and Technology (2019). 
80 This is further discussed in Chapter 6. 
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Another implicit communication method is the modelling of behaviour. In a 
sports team, the individual players have a mental model of what the other 
players on the team will be doing, because they are “running the same play”.81 
This is not dissimilar to military tactics, where battle drills are used to train teams 
to execute coordinated manoeuvres with limited or no explicit communication 
among them.82  

3.5 AUTONOMY AND DECENTRALIZATION 

Each robotic unit within the swarm can be considered an autonomous member 
that reacts according to internal rules and the state of the environment. The 
algorithm used to program a swarm is distributed, meaning that the algorithm 
of the swarm runs separately on each individual robot in the swarm.83 Swarms 
are typically not centrally controlled but are instead based on decentralized, 
cooperative behaviours between multiple units. In other words, the behaviour 
of a swarm is a collective property of the combined decisions of otherwise 
autonomous robots.84  

While swarms such as flocks of birds may give the impression that centralized 
control is directing the overall movement and direction of the flock, evidence 
strongly suggests this is a decentralized activity, where each bird acts according 
to its own local perceptions of what nearby birds are doing.85 However, even 
though natural swarms seem to have no central controller, robot swarms cannot 
operate without any instructions. They ultimately operate at the direction of 
human decision makers. That does not mean that humans control the 
behaviour of each individual robot; instead, they exercise control over the swarm 
as a whole.  

Theoretically, by increasing the autonomy of each robot, the operator’s 
workload would be reduced as increased robot autonomy could reduce the 
number of tasks the operator needs to accomplish. 86  This allows for 
decentralized control; for example, a human operator decides which target 
should be attacked and authorizes the swarm as a whole to engage, while the 
swarm coordinates which of its units should carry out the attack according to a 
list of parameters, such as proximity and payload. While decentralized control 

 
81 Interview with anonymous expert, 8 October 2019. 
82 Scharre (2014b, 24). 
83 In swarm robotics, the terms “decentralized” and “distributed” are sometimes used interchangeably. However, in some cases, the term 

“distributed” relates to the tasks (division of labour) within the swarm, while the terms “centralized” and “decentralized” relate to the 
coordination within the swarm. For example, a system could be both distributed and centralized when a centralized coordinator receives 
the commands and then distributes the tasks among the individual units. Interview with anonymous expert, 11 November 2019. 

84 Ilachinski (2017, 90).  
85 Ilachinski (2017, 117).  
86 Nevertheless, it may also add significantly more complexity to the system as a whole, making it much harder to certify as safe. Also, 

decentralized models may come with both increased autonomy and increased neglect times, which may, in turn, exacerbate a loss of the 
operator’s situational awareness and promote complacency and skill degradation. Cummings (2015, 980, 989). 
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has various benefits (e.g. scalability, robustness, speed), the outgrowth of 
decentralized swarms may have radical implications for C2 structures.  
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4   CONTROLLING THE SWARM 
 

Human involvement or control in the context of swarming typically refers to (1) 
command (i.e. the human-machine relationship: What orders do humans give?), 
(2) control (i.e. a combination of human-machine and machine-machine 
relationships: Which control architectures determine task distribution within the 
swarm?) and (3) coordination (machine-machine relationships: How does the 
swarm action those tasks?). Because swarms can exhibit self-organized 
emergent behaviours that arise in complex adaptive systems, they may not be 
amenable to conventional design processes. 87  The following sections study 
existing approaches to command, control and coordination that are intended to 
facilitate these unique swarm behaviours, each with its own opportunities and 
challenges. These approaches to command, control architectures and 
coordination methods are not mutually exclusive; in practice, it is likely that a 
mix is applied.88 As such, this chapter will conclude with a brief discussion of 
combined methods and approaches. 

4.1 COMMANDING THE SWARM 

While swarms are expected to, for the most part, operate autonomously, they 
do not operate in a vacuum or without instructions. As mentioned previously, 
robotic swarms ultimately operate at the direction of human decision makers.  

Commands to a swarm may come in many forms. With manual control of each 
individual robot off the table, how do humans ensure that the swarm 
successfully accomplishes the tasks it is assigned? What are the types of 
command that operators may give to a swarm? And what kind of C2 
relationships are most optimal for human-swarm interaction? These questions 
depend on multiple factors, including the control architecture, the coordination 
model, the communication methods, the human-machine interface, the 
information available to the operator and the context within which the swarm is 
deployed.  

Certainly, there currently exist no validated schemes for scalable, flexible and 
adaptive human-machine interaction in the context of swarms. 89  Different 
approaches to commanding swarms are being explored. The next paragraphs 
will provide further details on existing methods to command swarms; these are 
examples and should not be considered a comprehensive overview. 

 
87 Ilachinski (2017, 223). 
88 Personal Communication with anonymous expert, 9 December 2019. 
89 Ilachinski (2017, 126). 
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4.1.1 Low-level commands 

In the context of swarm robotics, designing the necessary (tactical-level) 
commands to ensure that the swarm behaves as desired may be incredibly 
complex. According to Ilachinski: 

“The “devil is in the details” resides in designing an appropriate 
“language” that describes policy-orders in a way that is precise (read: 
mathematical) enough to yield unambiguous swarm behaviour, yet is 
“simple” enough to be understood by a human operator who may not be 
programming savvy”. 90 

Currently, it is unreasonable to expect robots to be able to execute commands 
like “take that hill” or “establish air supremacy”.91 However, simpler, lower-level 
commands have already proven to work in swarm robotics, at least in R&D, 
testing and simulation. For example, a swarm could be commanded to “go to 
area B; once there, look for red things, and when you have found them, form a 
protective boundary around them”. Or “go to this location and take some 
pictures”. Currently, these commands require the specific programming of 
definitions of the individual elements, such as “red thing” and “protective 
boundary”. Particularly, low-level commands related to forming shapes, flying in 
formation, going to and searching an area, patrolling a perimeter or protecting 
a boundary are feasible with the current state of technology.  

4.1.2 Higher-level intent 

According to some, the ultimate aim in swarming is to have a decentralized 
swarm where robots react to their surroundings in accordance with a higher-
level commander’s intent. 92  Several projects are exploring possibilities to 
command a swarm by providing higher-level instructions, while delegating 
lower-level decision-making to the robotic units.93 Rather than micromanaging 
actions on the swarm algorithm level, these projects aim to command a swarm 
by giving it a sequence of behaviours.94 For example, in a firefighting scenario, 
high-level commands could be “isolate danger setting; secure perimeter; create 
path for first responder vehicles”. 95  It would be then up to the robots to 
collaborate with others in the swarm to understand and explain what it means 

 
90 Ilachinski (2017, 133). 
91 Beal (2012, 15). 
92 Scharre (2014b, 38).  
93 Raz et al. (2019, 1) suggest a “game theoretic machine learning C2” concept, where they introduce autonomy in the independent systems, 

which collaborate to accomplish the commander’s intent while remaining subordinate to their human operators or commanders. See also 
Cruise et al. (2018, 23–30); DARPA (2019).  

94 Interview with anonymous expert, 21 October 2019.  
95 Interview with anonymous expert, 21 October 2019.  
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to, for instance, “secure a perimeter”.96 Determining the appropriate human-
system interaction is an ongoing research question, and many open issues 
remain. In this context, conveying the commander’s intent to the swarm and 
from the swarm to the human supervisors is particularly challenging. 

4.1.3 Behaviour selection 

In swarms with behavioural control architectures (see Section 4.2.4), each 
individual robot has a pre-programmed set of behaviours in their internal library. 
While this is a specific design choice, it also influences the way in which humans 
command the system. Instead of giving low- or high-level commands, humans 
command the swarm to execute a specific pre-programmed behaviour.97 By 
selecting a pre-programmed behaviour, the human acts as a switch. These types 
of command may be given (uploaded) before an operation or given or changed 
in real time. The latter presupposes that the operator can develop an 
understanding of what the different swarm behaviours look like and that inputs 
can be communicated to the swarm at the appropriate time.98 Once the swarm 
has been instructed to execute a certain behaviour, humans rely on the 
autonomy of the swarm to deal with lower-level tasks such as movement, 
obstacle avoidance, and intra-swarm communication and coordination. 
Commands in the form of behaviour selection may also be based on perception, 
where the robots match their behaviour according to what they perceive in the 
environment.99  

4.1.4 Collaborative autonomy 

Yet another, perhaps more collaborative, method to command a group of 
robotic units is by means of communicating specific plans. In DARPA’s 
Collaborative Operations in Denied Environment (CODE) programme, 
unmanned vehicles present recommendations for actions to the human 
supervisor, who may approve or disapprove those actions or direct the group to 
collect more data.100 While CODE is regularly referred to as a swarm project, 101 
CODE’s project manager does not agree.102 Instead, CODE could be compared 
to a wolf pack or a basketball team, where there is a common plan distributed 
among the members of the group, each member of the group is highly 

 
96 This approach is explored in DARPA’s OFFSET project. Other projects that focus on higher-level commands in swarms are Crandall et al. 

(2017); Cruise et al. (2018, 23–30); Raz et al. (2019, 1). Interview with anonymous expert, 21 October 2019. 
97 See, for example, Bashyal & Venayagamoorthy (2008, 1–8); Kolling et al. (2012, 89–96). 
98 Kolling et al. (2015, 8). 
99 Interview with anonymous expert, 18 October 2019.  
100 Cooney (2015). 
101 See, for example, Article 36 (2013, 3). According to FlightGlobal, CODE fits within DARPA’s larger vision of swarm robotics controlled by 

a single source. Giangreco (2018). 
102 Interview with anonymous expert, 16 October 2019. 



SWARM ROBOTICS UNIDIR 

 

 

34 

sophisticated, the group coordinates with minimal communications, and a 
human can review and influence the plan during the operation (in real time).103  

4.1.5 Setting parameters 

While specific spatial and temporal limitations will vary, every military operation 
is limited in time and space to allow for coordination and deconfliction (e.g. to 
prevent duplication of effort and blue-on-blue engagements). In the context of 
swarms, these parameters may offer a way of control to decision makers. Even 
though these parameters may not directly influence the behaviour of the swarm, 
they may limit the time and space within which the swarm can operate, and they 
may indirectly affect the swarm behaviour from interaction with its 
environment.104 Controlling a swarm’s behaviour through setting parameters 
may, however, require militaries to adapt their thinking. When, for example, the 
US Air Force started testing its Perdix swarm (103 microdrones released from a 
canister in the back of military aircraft), a flight plan for each drone was 
requested. However, because these drones determine their own flight path in 
real time (adaptive formation flying), planners had to shift their thinking from 
“you need a flight plan” to “you need a box”.105  

4.2 CONTROL ARCHITECTURES 

Besides control through commands, swarm behaviour can be controlled by 
means of design choices. One way to exercise control by design is through a 
swarm’s control architecture. Extensive research is being conducted on 
developing control architectures in centralized and, particularly, decentralized 
swarms. While traditional forms of control are possible over a single or a limited 
number of vehicles, for swarms of robotic units it is necessary to rely on 
algorithms for formation, monitoring, spacing, flight path, task distribution, 
target identification and more. These algorithms could be used for ten, a 
hundred or even more systems, making them – at least theoretically – highly 
scalable. Given the state of R&D, the most common architectures (executed 
through various algorithms) currently used for control within the swarm are 
centralized control, hierarchical control, ensemble-level control and behavioural 
control.  

 
103 Scharre (2018); interview with anonymous expert, 16 October 2019.  
104 Kolling et al. (2015, 8). 
105 McCullough (2019). Nevertheless, having a box within which to execute an operation is not unusual in military practice. For example, in a 

Strike Coordination And Reconnaissance (SCAR) mission, a fighter aircraft searches for targets in a specific geographic area with the 
purpose of finding and fixing targets for engagement by a designated strike aircraft. SCAR missions are conducted in an area (or “box”) 
because certain targets may be known to exist in the area, but they have not yet been detected, located and identified. US Joint Chiefs of 
Staff (2014, I-4).  
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4.2.1 Centralized control 

 
Fig. 4.1: in centralized control, the commands go to the centralized controller, which, 
in turn, distributes instructions to each individual robot in the swarm.  

Centralized control is when a central controller, after receiving a command from 
a human operator, tasks each robotic unit individually (Figure 4.1). In this 
architecture, there is no collaboration between the units directly, except that 
which goes through the central controller.106 While it is not unusual to have 
human operators conduct central controller functions, this would, arguably, no 
longer be considered a swarm.107 In swarm robotics, the central controller is a 
robot that receives commands from human operators and processes and 
distributes these instructions to the various units of the swarm, while being an 
integral part of the swarm. This control architecture can be compared to air 
traffic control, where all coordination goes through the traffic control centre (e.g. 
monitoring, managing airspace, and issuing landing and take-off instructions) 
and the execution of specific tasks (e.g. executing manoeuvres and changing 
flight paths on the basis of higher-level instructions) is left to the pilots of the 
individual aircraft.108        

Given that an attack on the central controller could cripple the swarm as a whole, 
centralized control is relatively vulnerable. Regardless, it is possible to minimize 
vulnerability by designing for a succession of control if the central controller of 
the swarm is compromised. In this case, there is one central controller at a time, 
but if that robot is destroyed or damaged, the leadership is delegated to another 
robot. This delegation can, for example, be based on tail numbers (the robot 
with the lowest tail number will become the new controller) or positions (the 
robot that is operating at the highest altitude will become the new controller). 
That way, the swarm can continue its mission, because control is delegated if 

 
106 Nevertheless, individual units can be aware of one another without active collaboration. 
107 Expert discussion, focus group, 3 December 2019. 
108 In a way, air traffic control is also hierarchical in that there is typically not one controller. Rather, there are multiple controllers that hand 

off aircraft among themselves. Interview with anonymous expert, 9 October 2019. 
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the central controller is compromised.109 Nonetheless, succession of control is 
only possible to robots with the required leadership capabilities.  

4.2.2 Hierarchical control 

 

Fig. 4.2: in hierarchical control, the commands go to (one or) several “squad leaders”, 
which, in turn, distribute instructions to the individual robots in their “squad”.  

When centralized control is not desirable  (e.g. because it is too vulnerable) and 
transmitting instructions from a central controller to each robotic unit is not 
feasible (e.g. because the size of the swarm is too large, the bandwidth 
insufficient or the operational environment does not allow it), a human 
controller may transmit commands to several leaders in the swarm. 110  The 
leaders then, in turn, communicate with the individual units in the swarm (e.g. 
via their neighbours). In hierarchical control architectures, individual robots may 
be controlled by several lower-level (“squad” level) agents, which are in turn 
controlled by higher-level controllers, and so on.111 (See Figure 4.2.) 

Communication through localized “squad leaders” may result in a more robust 
swarm that is less vulnerable to communications disruptions.112 While this type 
of control architecture may also accelerate the speed of immediate reaction, the 
time needed to communicate instructions to one or several leaders in the swarm, 
which have to, in turn, communicate those instructions to the robots in their 
“squad”, increases as the group size increases (e.g. to a hundred or a thousand 
robots). As such, this architecture is said to work particularly well in small 
groups.113  

 
109 Expert discussion, focus group, 3 December 2019. 
110 Where there is only a single leader, the model would be best described as centralized control. 
111 Scharre (2014b, 38). 
112 Scharre (2014b, 38). 
113 Interview with anonymous expert, 18 October 2019.  
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4.2.3 Ensemble-level control 

 

Fig. 4.3: in ensemble-level control, the commands are broadcast to the swarm as a 
single group, after which the individual robots make decisions on how to action that 
command.  

While hierarchical control can be particularly efficient in coordinating behaviour 
among the various robots in the swarm, it is typically not as flexible, tolerant of 
errors or reliable as ensemble-level control. Ensemble-level control is a 
decentralized method that allows the broadcast of commands to a swarm as a 
single group, after which the individual robots make decisions on how to 
execute that command (Figure 4.3). Because there is no central controller or 
leader(s), there is no single point of failure. 

Ensemble-level control can be combined with emergent coordination (discussed 
in Section 4.3.4), which allows this architecture to work well in operations with 
high levels of uncertainty. This type of control, however, also means that specific 
actions would not necessarily be predictable in advance. 114  Ensemble-level 
control is said to be useful in finding solutions to complex problems and can 
work with low bandwidth between the different elements (or even without 
explicit communication between elements), making it less vulnerable to attack 
than centralized or hierarchical control.  

  

 
114 Scharre (2014b, 40). 
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4.2.4 Behavioural control 

 

Fig. 4.4: in behavioural control, each individual unit has a pre-programmed library of 
behaviours. The human commands the swarm to execute a certain behaviour.  

Another decentralized coordination model is behavioural control. In this 
architecture, a human can determine the swarm’s behaviour by exercising 
control over how the units respond to the environment.115 Each robot has a 
library of behaviours, and operators command the system to execute a certain 
behaviour or, in other words, to run a certain program (Figure 4.4). For example, 
robots may be tasked to execute a search mission. They may be updating one 
another to optimize their behaviour (e.g. deconflict search areas) and, once they 
find the object of interest, their behaviour may change into tracking or even 
targeting.116 This method can be based on perception, for instance when real-
time communication is not possible or desirable.117  

Similar to ensemble-level control, this type of control allows for a more diverse 
and robust swarm than centralized or hierarchical control, because there is no 
single point of failure. Behavioural control differs from ensemble-level control in 
that actions may be more predictable because the behaviour of the swarm is 
based on a pre-determined library of behaviours. However, while ensemble-level 
control, in particular with emergent coordination, works well in operations with 
high uncertainty, behavioural control can become increasingly difficult to apply 
in complex missions and in unexpected situations that require behaviours that 
are not programmed.118  

In a way, behavioural control can be compared to issuing Standard (or Standing) 
Operating Procedures (SOPs). SOPs are specific instructions that guide 
personnel in carrying out standard (routine) operations to ensure efficient, 
uniform and desired outputs.119 SOPs can be compared with the swarm’s library 

 
115 Interview with anonymous expert, 18 October 2019.  
116 For an example of this type of control architecture, see DARPA CODE. 
117 However, particularly in targeting missions, communication with a human operator may be required for legal, political or operational 

reasons. These military applications are further discussed in Chapter 6. 
118 Ilachinski (2017, 133); Expert discussion, focus group, 3 December 2019. 
119 They may apply to all sorts of operations, from peacekeeping to military and crisis response situations. See, for example, UNDP (2018); 

UNDPO (2016); US Department of the Army (2011).  
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of behaviours, prescribing the desired behaviour in specific situations. While it 
is impossible to predict how the environment or tactical situation will evolve 
during an operation, SOPs allow a certain level of predictability in responses.  

4.3 INTERNAL SWARM COORDINATION  

After humans have provided the swarm (or specific units within the swarm) with 
commands, and control architectures have determined how the commands will 
be distributed, the swarm has to coordinate its collective behaviour and action 
(execute) the assigned task(s). The following section explains some common 
approaches to facilitating internal swarm coordination (i.e. actioning decisions): 
leader-follower, consensus algorithms, utility functions and emergent 
coordination. While some coordination methods are more likely to be used in 
combination with specific control architectures (e.g. leader-follower in 
hierarchical control), they could, theoretically, be applied to each of the four 
architectures described above (i.e. centralized control, hierarchical control, 
ensemble-level control and behavioural control).  

4.3.1 Leader-follower  

The leader-follower model designates one robotic unit as the leader and the 
other robots as followers.120 It is arguably the most well-known approach to 
swarm control and is most regularly used in centralized and hierarchical control 
models.121 This method is often used to control a swarm’s formation, but leader-
follower models can also be used for more complex tasks. For example, a single 
or a small number of robotic agents can be responsible for tactical planning by 
deciding which robot in the swarm performs which task, while working jointly 
with the human operator to define plans that meet operational goals. In this 
case, the human provides the operational goals and makes global decisions – 
for example, regarding locations and targets of interest – while the leader (in 
this case, the tactical planner) optimizes the trajectories of each robotic unit in 
the swarm. 122  Rather than the other robots simply following the leader’s 
trajectory, the leader can assign specific tasks to individual robots in the swarm.  

4.3.2 Consensus algorithms 

Another method to coordinate swarm behaviour – perhaps most common in 
ensemble-level control – is through consensus algorithms. 123  By means of 
consensus algorithms, the individual robots communicate to one another and 

 
120 See, for example, Xu et al. (2014). 
121 Campobasso (2017, 2).  
122 Cummings et al. (2011, 662–63). 
123 See, for example, Davis et al. (2016, 3801–08). 
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converge on a solution through voting or auction-based methods.124 This model 
may have high degrees of decentralization, for example when robots negotiate 
among themselves which robot would be assigned which task, while each robot 
determines its own route.125 Consensus-based models have been proposed for 
a number of swarm coordination problems – such as resource and task 
allocation and formation control – and allow for individual robots to determine 
not only their own role in the swarm but also that of other robots.126  

4.3.3 Utility functions 

Another approach, presented in a NATO publication, is the use of utility 
functions as a method for the swarm to optimize its behaviour and choose the 
appropriate action. The swarm is given a high-level command (a goal in the form 
of a utility function), after which the swarm balances the costs and rewards of 
particular actions and pursues the action that is considered the most utile (with 
the highest reward). The swarm could be used, for example, to detect and 
identify possible threats (i.e. serve as an early detection or identification system), 
while using utility functions to relate all (individual) actions to a common goal, 
such as the minimization of damage to a ship from fast attack crafts launched 
from the shore.127 Utility functions could also be thought of as generalizations 
of the consensus algorithm in that they both coordinate by means of capturing 
consensus phenomena as well as use a broader set of objectives, such as 
covering areas and patrolling perimeters. 

4.3.4 Emergent coordination 

When no explicit communication between the individual robots is possible, 
control may be feasible through emergent coordination. In natural swarms, 
emergent coordination arises naturally by individual swarm elements reacting 
to others (e.g. in a school of fish or a flock of starlings). In robotic swarms, 
individual units are engineered and, as a result, the capabilities of individual units 
are known (from their design). However, as soon as individual units behave as a 
collective entity through emergent coordination, predicting its behaviour 
becomes incredibly difficult.128 Some experts compare emergent coordination 
to the behaviour of musicians in a jazz ensemble, where individual musicians 
coordinate by reacting to the behaviour of the other musicians in the group.129 

 
124 Scharre (2014b, 38). 
125 Cummings (2015, 987). 
126 Davis et al. (2016, 3801). 
127 Fransman & Kester (2012). For more work on utility functions see Aliman & Kester (2019). 
128 Predicting the collective behaviour may only be possible in limited circumstances. Expert discussion, focus group, 3 December 2019. 
129 Interview with anonymous expert, 16 October 2019; interview with anonymous expert, 21 October 2019.  
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4.4 COMBINED METHODS AND ALTERNATIVE APPROACHES  

While discussed separately, the above approaches to command, control 
architectures and coordination methods are not mutually exclusive. It is likely 
that there will be a mix of each applied in a single swarm. In other words, 
different methods and approaches to control (both human-machine and 
machine-machine relationships) may exist within the same system. For example, 
a swarm may use consensus-based models for data sharing but leader-follower 
models to determine its route. Or tactical coordination of a swarm could be 
performed through emergent coordination, while centralized agents could 
perform operational-level coordination and human controllers could make 
higher-level decisions.130  

In addition, whereas the above figures illustrate the human as separate from the 
swarm, recent developments in the area of swarming examine assigning a wider 
variety of roles to humans. Humans may command the swarm from outside, but 
they may also operate as teammates within the swarm, or they may be 
functioning as bystanders (only consulted by the swarm when it needs 
guidance). For example, Distributed and Collaborative Systems and Technology 
(DCIST) – a collaborative research alliance of the US Army Research Laboratory 
– is creating “swarms of humans and robots [that] will operate as a cohesive 
team”.131  

  

  

 
130 Scharre (2014b, 41). 
131 DCIST (2020). 
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5 TRADE-OFFS 
 

The combination of different approaches to command, control architectures and 
coordination models may create different opportunities and risks in different 
situations. Choices about control in relation to swarms therefore depend on the 
balance of competing attributes.132 For example, whereas in a saturation attack 
on enemy air defences resilience and speed may be the most important 
attributes, when using swarms to attack soft targets predictability of the swarm’s 
behaviour may be considered more important than speed. Depending on the 
context of use, some control architectures may be considered more useful (or 
pose higher risks) than others.  

5.1 FRAMEWORK OF TECHNICAL ATTRIBUTES 

To get a better understanding, at least at the theoretical level, of such trade-offs, 
a framework of technical attributes can be used to characterize different 
architectures. These attributes include: 

• System resilience: The ability to continue performing the assigned mission 
or tasks in degrading conditions (e.g. denied communications or 
unavailability of one or more swarm elements, for example due to technical 
failure or kinetic force) 

• Predictability of behaviour: The degree to which the operator can predict 
in advance how the swarm will interpret instructions and implement a given 
task 

• Influence over behaviour: The degree to which the operator maintains the 
ability to intervene and alter the behaviour of the swarm as a whole or of its 
individual components 

• Speed: The speed at which commands provided by the human operator are 
processed and actioned by the swarm 

• Technological sophistication: The level of technological sophistication of 
the system as a whole or of its individual components  

The five technical attributes described above are not officially, or unofficially, 
endorsed by any community of practice involved in swarms R&D, but they are 
useful analytical tools developed for the purpose of this study. 

The understanding of each control architecture developed through this research 
(Section 4.2), allows us to rank them for each attribute. This ranking is 
summarized in Figure 5.1, which illustrates how different architectures compare 

 
132 Scharre (2014b, 40). 
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against one another. The scale used for each attribute is from lowest to highest, 
with the external edge representing the “best performing” architecture for each 
attribute. These rankings should be considered as relative and not absolute 
assessments of individual performance. These assessments are made under the 
assumption that all other conditions remain unchanged (e.g. size of the swarm 
is the same, environment is the same, conditions remain unaltered during 
mission).  

Fig 5.1: Technical attributes of control architectures in swarms. 

5.2 BALANCING COMPETING ATTRIBUTES 

Figure 5.1 shows that a perfect solution – one that is highly predictable, fast (in 
processing and implementing commands), highly resilient, technologically 
sophisticated (e.g. potentially able to conduct complex tasks) and easy to 
influence in real time – is not achievable with any single control architecture.  

For example, predictability can be at odds with technological sophistication: 
as the system becomes more complex, it may also become increasingly difficult 
for a human to understand and explain its behaviour. Ilachinski argues this is “a 
fundamental tradeoff: either the [intelligent system] can achieve a given 
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performance level (e.g., it can play the game Go as well as, or better than, a 
human) or humans can be able to understand how its performance is being 
achieved”. 133  The one exception in this case might be represented by 
behavioural control. By design, this control architecture is based on pre-
programming behaviours and responses into a digital library uploaded on each 
element of the swarm, which is sophisticated enough to select the appropriate 
pre-programmed response in a given scenario (although this may become 
increasingly difficult to apply in complex missions and in unexpected situations 
that require behaviours that are not programmed). With this exception, it could 
be concluded that the simpler the control architecture, the more predictable the 
system is.  

Similarly, technological sophistication appears to be linked with less influence 
over behaviour: more technologically advanced systems, operated through 
more complex control architectures such as ensemble-level or behavioural 
control, are meant to be less dependent on human input during the mission 
execution phase. 

This leads to a parallel trade-off between predictability and resilience. Control 
architectures such as ensemble-level control operate on the basis that only the 
high-level intent or mission goal is set by the human operator, while the specific 
behaviour of the swarm is determined endogenously by the swarm itself. This 
could include reassigning tasks and roles to each swarm element in response to 
degrading conditions. By contrast, a centralized control architecture that relies 
on only one “synthetic brain” at a time (i.e. the swarm element with the role of 
central controller) is more predictable as the commands are given by the human 
at a more tactical level and passed to the rest of the swarm through a single 
iteration (i.e. human, to controller, to rest of the swarm). This comes at the cost 
of resilience and, typically, technological sophistication. As explained above, a 
centralized control architecture will be only as resilient as the percentage of its 
elements capable of performing central or tactical control roles.  

Building on this concept, in addition to trade-offs it is possible to identify 
positive (qualitative) correlations between attributes. In general terms, more 
technological sophistication appears to be positively correlated to speed and 
resilience.  

In terms of speed, more technologically complex architectures allow the human 
operator to interact directly with the swarm as a whole through either pre-
programmed behaviours or by definition of intent or goal setting. This results in 
a shorter lag between the moment the command is given and the moment the 
swarm performs the assigned mission. Less complex architectures relying on one 

 
133 Ilachinski (2017, vi). 
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or more robotic controllers and a higher number of relatively simpler elements 
may result in longer time lags as (1) these architectures may require more 
frequent human interventions through commands and (2) each command has 
to be translated into specific instructions and transferred to each element of the 
swarm.  

With respect to resilience, as mentioned in the discussion regarding 
predictability, more technologically sophisticated control architectures that are 
less reliant on a small number of swarm elements to perform control duties are 
typically more resilient to degrading environmental or operational conditions.  

5.3 OTHER FACTORS INFLUENCING THE C2 APPROACH 

How to determine the optimal C2 approach in a given situation will depend on 
the above attributes and trade-offs as well as on a set of critical, context-shaping 
factors. These shaping factors include, but are not limited to:  

• Environment: Different environments present different risks, which is likely 
to be reflected in the choice of C2. For instance, while in urban environments 
swarms could be particularly useful (e.g. where forces cannot see over long 
distances and movement is channelized between buildings), these 
environments also present higher risks to civilians and friendly forces.  

• Situational awareness: The greater the information available to decision 
makers before deployment of a swarm, the better they may be able to predict 
the swarm’s behaviour in that particular environment. 

• Connectivity: Connectivity both within the swarm and between the human 
and the swarm can be a challenge, in particular in hostile environments where 
there is a high risk of jamming, spoofing, hijacking or other electronic 
warfare.  

• Human-machine interface: The interaction between the human and the 
swarm will depend on the tools available for communication through visual, 
aural and tactile means. In all cases, translating human commands into 
computer instructions (and vice versa) is a challenge. 

• Level of training: Training and education is necessary for human operators 
and other decision makers in the chain of command to understand and 
adequately influence the behaviour and limits of the swarm. 
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• Achievability: Some attributes are more difficult to achieve and implement 
in practice. For example, a highly intelligent (technologically sophisticated) 
system that allows for highly interactive and advanced human-machine 
interaction is said to be harder to implement than a swarm that is based on 
simple, predefined rule sets and in which human-machine interaction is 
limited to a human giving the “Go” command.134 As demonstrated by this 
report, the “ideal” swarm – possessing all the desired attributes – may not be 
achievable. 

 

 

 

  

 
134 Defense Science Board (2016, 85). 
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6 OPERATIONALIZING THE SWARM 
 

Because existing swarms are either under development or still in a 
demonstration phase, distilling opportunities and challenges resulting from 
operationalizing swarms in military practice is complicated by the lack of 
practical examples. Past and ongoing projects have demonstrated, primarily, 
that swarms are capable of conducting specific (narrow) tasks (forming shapes, 
flying in formation, going to and searching or mapping an area, patrolling a 
perimeter, protecting a boundary). While these tasks may have useful military 
applications, being able to design, develop and test swarms in structured 
environments, such as a laboratory, is only the beginning. Deploying that same 
technology in an environment that is uncontrolled, unstructured and potentially 
hostile presents many more challenges. Challenges raised by the 
operationalization of systems that are developed and tested in static and 
structured environments, but of which the anticipated use is in dynamic and 
unstructured environments, are significant and, as of yet, unresolved.135 Whether 
swarms can be effectively and responsibly operationalized in military operations 
will be dependent on a number of factors, including, but not limited to (1) the 
intended use of the swarms (military applications) and (2) specific limitations and 
challenges associated with operationalizing swarms in a military context. 

6.1 SWARMS IN CONFLICT 

Swarms are not designed in the abstract. Rather, they are developed with a 
specific intended use.136 To gain a better understanding of the implications of 
military swarms on human control, studying the technology in isolation is of little 
use. While it is difficult to make reliable predictions of future swarm capabilities 
and uses in the context of military operations, swarm R&D and strategies 
provide insights into a range of looming applications of military swarms on and 
off the battlefield. Most prominently, swarm R&D focuses on intelligence, 
surveillance and reconnaissance missions; perimeter surveillance and protection; 
distributed attacks; saturating enemy defences; force protection; deception; dull, 
dirty and dangerous tasks;137 and countering other swarms.  

Whether independently or in coordination with other weapon systems, swarms 
may support critical areas of operational planning and tactical execution.138 The 
applications discussed in this section are not argued to be legally, ethically and 

 
135 Ilachinski (2017, vi); Personal Communication with anonymous expert, 9 December 2019. 
136 Expert discussion, focus group, 3 December 2019. 
137 When discussing the types of task that robots are expected to “take over” from humans, it is common to refer to the three D’s of 

robotization: dull, dirty, dangerous. It is not uncommon to add more D’s, such as “dear” or “difficult”. Marr (2017).  
138 Kania (2017). 
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politically accepted; rather, this section aims to present emerging, anticipated or 
envisioned applications.  

6.1.1 Intelligence, surveillance and reconnaissance operations 

One of the most anticipated near-term applications of swarms involves their use 
as extended sensors to gather intelligence about specific areas, particularly in 
cluttered environments. These swarms may be tasked to search a defined area 
to, for example, find wounded soldiers or potential targets, or they may be used 
to map large areas.139 Numerous projects are investigating the use of swarms 
for intelligence, surveillance and reconnaissance purposes. One project that has 
received significant attention is Perdix, designed and tested by the Strategic 
Capability Office of the US Department of Defense in partnership with the Naval 
Air Systems Commands. The project culminated in 2016 with the successful 
testing of a surveillance operation involving 103 Perdix drones launched from a 
combat aircraft at high altitude and at high speed.140  

The US Army Research Laboratory’s DCIST research alliance also creates 
autonomous swarms for a wide range of missions in dynamically changing, 
harsh and contested environments, including search and rescue of hostages and 
information gathering after terrorist attacks or natural disasters.141 In the civilian 
realm, researchers from TU Delft, University of Liverpool and Radboud University 
of Nijmegen have developed a swarm of drones equipped with cameras that can 
be used to search unknown, indoor environments and find dummies 
(representing victims) in a disaster scenario.142  

6.1.2 Perimeter surveillance and protection 

Another foreseeable application of swarm technology is for perimeter 
surveillance and protection. A European Union initiative called Roborder 
provides a good illustration of how swarms could be used for border patrol. 
Roborder uses aerial, water surface, underwater and ground vehicles in its 
autonomous border surveillance system that are said to be capable of operating 
in swarms.143 Similarly, the CARACaS (Control Architecture for Robotic Agent 
Command and Sensing) project led by the US Office of Naval Research focuses 
on developing algorithms that enable a boat swarm fleet to identify and classify 
unknown vessels and coordinate among the swarm which unit should approach 
the unknown vessel, while communicating with the other units to conduct other 

 
139 See, for example, a search and rescue project conducted by researchers at Delft University of Technology (2019), and, in a military context, 

US and Indian collaborative efforts as well as DARPA’s CODE project. Pandit (2019); Wierzbanowski (2019a).  
140 Agence France-Presse (2015); Boulanin & Verbruggen (2017, 30–31). 
141 DCIST (2020).  
142 Delft University of Technology (2019); interview with anonymous experts, 16 October 2019. 
143 Roborder (2019). 
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tasks (assist in tracking and trailing or continue to patrol the area).144 In May 
2018, Chinese State media released a video demonstrating a swarm of 56 
unmanned boats coordinating to avoid obstacles and manoeuvre into various 
shapes.145 

6.1.3 Distrbuted attacks  

Swarms could potentially be used as weapon systems that autonomously 
distribute targets among themselves. In May 2019, the Chinese Zhuhai Ziyan 
drone company issued a statement that it had developed helicopter drones 
carrying proximity explosive mortal shells, grenades and machine guns that, 
enabled by swarming attack technology, could engage in coordinated strikes.146 
A month later, the Turkish company STM published a video claiming that its 
Kargu swarm could perform a joint strike on a target.147 There are some who 
claim that swarms could be used in an offensive capacity for mass casualty and 
assassination purposes and might serve as a strategic deterrent, for example in 
lieu of chemical, biological and radiological weapons.148  

6.1.4 Saturating enemy air defences 

Air defence is another area where swarm technology is expected to play a key 
role. In this context, swarms can be used to overwhelm and neutralize enemy air 
defence.149 The European Union is currently funding a research project called 
Suppression Enemy Air Defense Swarm, which aims to develop a control 
algorithm that would reportedly “enable a mass of aerial drones to inspect the 
characteristics of air defense systems, distribute the information within the 
swarm and derive a plan of attack against weak points. Actions taken could 
include blinding radar sensors, overwhelming anti-aircraft fire with kamikaze-
type tactics, or attacking sites with explosive or electronic-warfare payloads.”150 
The UK Secretary of State for Defence said on 11 February 2019 that the United 
Kingdom was to field swarming drones to confuse and overwhelm enemy air 
defences by the end of the year.151 

 
144 NavalDrones (2020). 
145 Long (2018). 
146 Liu (2019). 
147 STM (2019). 
148 Kallenborn & Bleek (2018, 523, 541). Using large swarms for attack or assassination purposes is also portrayed in fictional movies like the 

American action movie Angel Has Fallen, but also the civil society initiative Slaughterbots, presented during the meeting of the High 
Contracting Parties to the CCW in 2017.  

149 Lamothe (2016).  
150 Sprenger (2019).  
151 Jennings & Cranny-Evans (2019). 
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6.1.5 Force protection 

Swarms could also be used to protect high-end military platforms and troops 
during missions. They may be deployed, for example, around a convoy, ships or 
other assets to absorb enemy fire, or they could be used to move ahead of 
fighter jets, ships or ground troops to identify threats and, potentially, neutralize 
them.152 For example, the US Air Force’s XQ-58A Valkyrie is designed to operate 
as a “loyal wingman”, meaning it will fight alongside a human pilot – either as a 
single drone or as a swarm of drones – and absorb enemy fire.153 

6.1.6 Deception 

Swarms could be used for deception operations to confuse the enemy. They 
could be used as decoys, perform false manoeuvres or deceive the adversary 
into thinking that the coordinated emissions from dispersed elements is a much 
larger vehicle moving through an area. 154  Similar decoy tactics have been 
deployed by Israeli forces in the Syrian Arab Republic, tricking Syrian radars into 
believing drones were attacking aircraft.155  

6.1.7 Dull, dirty and dangerous tasks 

Swarms could also be used for dull, dirty and dangerous tasks. For example, they 
could be used for mine detection and cleaning. If one robot fails and a mine 
explodes, the other robots could continue their search.156 Conversely, swarms 
could be used as mobile, self-replenishing mines. They could, for example, 
detect whether they are close to other mines and, if so, move to other areas. 
Such a capability is said to increase the disruptive capacity of mines.157 In the 
field of maintenance, aerospace engine manufacturer Rolls-Royce is sponsoring 
projects examining the use of miniature robots that can perform visual 
inspections of engines.158 This technology may be transferred to the military 
domain, potentially allowing for predictive inspection and maintenance of 
military vehicles. This will likely have implications for the operational readiness 
of the armed forces. 

 
152 See, for example, the DARPA and Air Force Research Laboratory project Gremlins and the US Navy’s swarm boats that can overwhelm 

adversaries. Smalley (2014); Wierzbanowski (2019b). 
153 Liptak (2019). 
154 Scharre (2015). See, for example, what may have been a flock of birds causing a White House lockdown when it appeared on the radar 

as a small aircraft. Cohen et al. (2019). 
155 Kallenborn & Bleek (2018, 534).  
156 Navarro & Matía (2013). 
157 Defense Science Board (2016, 85). 
158 Rolls-Royce (2018). 
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6.1.8 Counter-swarms 

Swarms may also be used to counter other swarms. The worldwide availability 
of small robotic platforms (particularly aerial vehicles such as hobby aircraft) 
raises widespread security concerns. Both sophisticated systems (e.g. large 
swarms operating under a centralized commander’s intent but with 
decentralized execution) 159  as well as relatively crude systems (hundreds of 
commercially available drones carrying explosives or biological or chemical 
payloads) can be incredibly difficult to counter. 160  While swarms may be 
countered by other means, such as high-power microwave attacks or large 
shotguns with small munitions,161 countering swarms with swarms is an actively 
researched domain.162  

6.2 LIMITATIONS AND CHALLENGES 

Even though swarm technology is being researched, developed and tested 
actively by many States, military swarms are not yet an operational reality. 
Significant challenges arise for militaries to make the leap from experimental 
testing to operational deployment. The next sections will discuss some of the 
chief limitations of existing swarms and the challenges related to 
operationalizing these technologies in a military environment.  

6.2.1 Procedures for Test and Evaluation (T&E) and Verification and 
Validation (V&V) 

Given the complexity and uncertainty that is typical for military environments, 
swarms would have to be able to assimilate, respond and adapt to dynamic 
situations that are not considered during their design. 163  To conduct the 
necessary operational T&E and V&V for large groups of robots (both hard- and 
software), there is a need for good laboratory infrastructure 164  as well as 
dynamic environments in which swarms can be tested under realistic conditions, 
taking into account possible adversary actions and the potential consequences 
of an unintended engagement or the loss of control of the system.165 

 
159 Scharre (2014b, 38). 
160 National Academies of Sciences, Engineering, and Medicine (2018). 
161 Interview with anonymous expert, 11 October 2019. 
162 See, for example, the Naval Postgraduate School’s experiments on counter-swarms in the context of the Advanced Robotic Systems 

Engineering Laboratory. Chung (2015).  
163 Ilachinski (2017, vi). 
164 Even creating controlled laboratories for testing can be challenging, as these require significant funding. To create a space to test ideas 

on hardware, Magnus Egerstedt, Professor at the Georgia Institute of Technology, created the Robotarium. In this 725-square-foot (67 
square meters) laboratory, people can upload their programs and watch machines carry out their commands. Interview with anonymous 
expert, 18 October 2019.  

165 Group of Governmental Experts on Lethal Autonomous Weapons Systems (2019, 6); US Department of Defense (2017, 7). 
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6.2.2 Security challenges and vulnerabilities 

In military operations, communication between units and between the human 
and the swarm are vulnerable to attack. Some commonly used communication 
methods in swarm R&D are wireless signalling over Bluetooth, Wi-Fi, radio, ladar, 
infrared or a mix of methods. These methods may work well in a controlled 
environment, but in a military environment, these forms of communication are 
vulnerable to jamming, spoofing, hacking, hijacking, manipulation or other 
electronic warfare attacks. Even without external influence in the form of 
malicious attacks, communication in a military context may not always be 
reliable (it can be interrupted and intermittent) or possible (e.g. underwater 
systems). Similar challenges apply to navigational techniques that are based on, 
for example, GPS or wireless beacons.166  Promotional videos demonstrating 
swarm capabilities may thus look incredibly sophisticated – such as STM’s Kargu 
swarm performing a joint strike on a target – but many important questions 
regarding communication and navigation, as well as coordination and C2 
models, remain unanswered.167  

6.2.3 Costs 

Given the rapidly increasing cost of military hardware and personnel, 
affordability of new capabilities is an important factor in military R&D. It is often 
argued that individual robots of a swarm need not be expensive multimission 
systems but rather can be simple units, making them, potentially, dramatically 
cheaper than stand-alone weapon systems.168 As a result, swarms of low-cost 
robots would be comparatively dispensable and, as such, could be used for high-
risk missions where losing units does not prevent the swarm continuing the 
mission. While this may hold in theory, ongoing R&D demonstrates that the 
costs involved in developing and producing swarms can be relatively high. In 
particular in the context of targeting, swarms that can search for and identify 
targets, process the data, communicate with one another and navigate the 
battlefield all at the same time, can be quite expensive.169 It may thus not be a 
given that a swarm of robots will, as a group, cost less than a single multimission 
robot.170 

 
166 Beacons (as inspired by nature) can be placed in the area of operations and serve as a base station. A swarm of robots can spread out in 

the environment around the beacon and, after conducting the search, return to the beacon. This can be useful for, for example, search 
and rescue operations after a natural disaster. But using a beacon in a hostile environment will make it vulnerable to attack. Delft University 
of Technology (2019).  

167 STM (2019). 
168 Lachow (2017, 98); Scharre (2014b, 6). 
169 Safi (2019). 
170 Ilachinski (2017, 106). 
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6.2.4 Emergent behaviour 

Emergent behaviour is group behaviour that arises from the interaction between 
the individual robots in the swarm. This behaviour is not programmed and 
cannot be readily explained from the behaviour at the individual robots’ level.171 
In the context of ongoing LAWS discussions, emergent behaviour typically has 
a negative connotation because it, allegedly, prevents decision makers from 
predicting a system’s behaviour on the battlefield and, as such, increases 
unintended risks.172 In swarm robotics, however, emergent behaviour is said to 
be both a blessing and a curse.173 On the one hand, emergent behaviour may 
be used to solve complex problems that cannot be solved by other means. On 
the other hand, emergent behaviour challenges prediction of the system’s 
behaviour, potentially resulting in lack of trust and control by the user and a 
higher risk of undesired behaviour. 

Whether emergent behaviours are inherently unpredictable or impossible to 
control remains a matter of debate. While some argue that emergent behaviour 
is inherently unpredictable,174  others claim that prediction of certain simple 
behaviours is possible or that some elements of emergent behaviour may be 
universal, while recognizing that predicting detailed characteristics is more 
challenging.175 As humans are relatively skilled at finding groups and patterns in 
everyday life, some experts argue that, in theory, humans may be uniquely suited 
to identify, categorize and alter swarm behaviour.176 Also, some experts believe 
that control over swarms with emergent behaviour is possible – albeit complex 
– through design and modelling approaches.177  

How to adequately design appropriate machine-machine and human-machine 
interaction is an unanswered question that is complicated, in part, by the lack of 
a universal model that allows humans to understand complex emergent 
behaviour and take adequate responses in a timely manner. Without the ability 
to verify and trust the emergent behaviour of swarms in the situations in which 
they will be (or are intended to be) applied, it is likely that strict limits on their 
use in real-world, military environments will apply. 178  This uncertainty in 
predicting or even understanding swarm behaviour ex post seems to be one 

 
171 Harvey (2018, 117). 
172 For a detailed examination of unintentional risk in increasingly autonomous systems, see UNIDIR (2016); Scharre (2016).  
173 Harvey (2018). 
174 Some participants in United Nations CCW discussions on LAWS in 2016 argued that “autonomous ‘swarms’ would mean that such systems 

would be inherently unpredictable”. Informal Meeting of Experts on Lethal Autonomous Weapons (2016, para. 40). 
175 Fromm (2005); Ilachinski (2017, 79). Walker et al. (2016, 1) further explain that “identifying the emergent behavior is often challenging, as 

deficiencies in the robot hardware or communication capabilities limit the amount of data that can be returned from the swarm. 
Furthermore, when there is significant noise or error in the robot data, the behaviors may not be readily apparent.” 

176 Kolling et al. (2015, 15). 
177 Harvey (2018); interview with anonymous expert, 16 October 2019; interview with anonymous expert, 21 October 2019; interview with 

anonymous expert, 30 October 2019.  
178 Harvey (2018, 112). 
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reason that many developers express concern about the deployment of swarms 
in military contexts, in particular under the more advanced ensemble-level 
control and associated emergent coordination methods.  

6.2.5 Adapting doctrine, concepts of operations and organizational 
frameworks 

To allow for safe, responsible and lawful use of swarms, the technical possibilities 
offered by swarms will need to be supported by doctrinal, operational and 
organizational adjustments. As illustrated by the Perdix experiments, militaries 
may have to consider adapting their thinking.179 This pertains to planning (of 
experiments and operations) but will, most likely, also require changes in military 
doctrine, concepts of operations and the organizational framework within which 
swarms are to be deployed. Some States, like the United States of America and 
the United Kingdom, have started exploring how to best implement these new 
technologies in their defence enterprises,180 but further consideration of how 
military organizational structures and concepts should be adapted to allow for 
safe, responsible and lawful use of swarms (and how swarms may, in turn, affect 
these structures and concepts) is required.  

 
179 When the US Air Force started testing its Perdix swarm (103 microdrones released from a canister in the back of military aircraft), a flight 

plan for each drone was requested. However, as these drones determine their own flight path in real time (adaptive formation flying), 
planners had to shift their thinking from “you need a flight plan” to “you need a box”. McCullough (2019). 

180 UK Ministry of Defence (2018); US Department of Defense (2017). 

 

The winner of the Robotics Revolution will not 
be who develops this technology first or even 
who has the best technology, but who figures 
out how to best use it.  
SOURCE: SCHARRE (2014A). 
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7 MOVING FORWARD 
 

 

 

 

 

 

 

 

 

 

 

 

Whereas some argue that many of the issues that swarms raise could be 
addressed through improving the technology, operational concepts and 
training, 181  others see particular value in multilateral discussions with the 
potential of creating new governance measures.182 Swarms have been discussed, 
albeit marginally, in the context of CCW LAWS discussions. In this context, efforts 
are primarily aimed at the control of LAWS, but many of the outcomes, such as 
the guiding principles, also have a bearing on swarms.  

Although the 11 guiding principles have been developed in the context of LAWS 
discussions, the principles have a much wider application. For example, the 
principles confirm that international humanitarian law continues to apply fully 
to all weapons systems and, therefore, also applies to the development and use 
of LAWS and swarms. Another principle confirms that during the study, 
development, acquisition or adoption of new weapons, means and methods of 
warfare, States should comply with their obligations under international law. Any 
State that is developing swarms that may be considered new weapons, means 
or methods of warfare should, therefore, conduct a review process as early as 
possible (even as early as during the study of a new project).  

Furthermore, principles confirming that accountability and responsibility must 
be ensured and cannot be transferred to machines apply, regardless of which 

 
181 See, for example, Scharre (2014b, 35). 
182 Article 36 (2019, 4); Homayounnejad (2018). 
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machines are used. And safeguards, risk assessments and mitigation measures 
“should be part of the design, development, testing and deployment cycle of 
emerging technologies in any weapon systems” [emphasis added]. 183  The 
generality of these guiding principles and the fact that they typically confirm the 
application of existing obligations under international law were important 
factors leading to their adoption.  

Ever since international discussions on LAWS started, States considered the 
“human element” as one of the main topics. But even though States agreed on 
the general idea of the need for some form of human involvement over weapons 
systems and the use of force, they could not agree on language that captured 
this objective until 2019, when they adopted the following principle:  

“Human-machine interaction, which may take various forms and be 
implemented at various stages of the life cycle of a weapon, should 
ensure that the potential use of weapons systems based on emerging 
technologies in the area of lethal autonomous weapons systems is in 
compliance with applicable international law, in particular [international 
humanitarian law]. In determining the quality and extent of human-
machine interaction, a range of factors should be considered including 
the operational context, and the characteristics and capabilities of the 
weapons system as a whole”.184 

However, the fact that States have reached formal consensus on these principles 
does not mean that they are well developed and commonly understood. 
Specifically, the quality and extent of human-machine interaction has been 
interpreted vastly differently among States, with some States calling for direct 
control over the weapon at all times and others arguing that human-machine 
interaction may be limited to the design and setting of operational parameters 
(and may not be necessary during the weapon’s operation). The interpretation 
of human-machine interaction may be even further complicated in the case of 
swarms for two reasons.  

First, debates about human-machine interaction in the area of LAWS have 
focused primarily on the relationship between a human operator and a – or at 
least a limited number of – LAWS. When there is only a single vehicle or a limited 
number of vehicles, traditional forms of control are possible. However, for 
swarms of robotic units, it is necessary to rely on algorithms for formation, 
monitoring, spacing, flight path, task distribution, target identification and more.  

This brings us to the second complicating factor: Besides human-machine 
interaction, swarms inevitably engage in machine-machine interaction. The 

 
183 For a full overview of all guiding principles, see Group of Governmental Experts on Lethal Autonomous Weapons Systems (2019, annex 

IV). 
184 Group of Governmental Experts on Lethal Autonomous Weapons Systems (2019, 3–4). 
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individual robots interact with other robots in the swarm to achieve a task and, 
in so doing, collective behaviour may arise. While this report shows there are 
different approaches to designing command, control architectures and 
cooperation methods that help mitigate some of the challenges that swarms 
raise, there seems to be no general method that explains the relationship 
between individual rules and (desired) group behaviour.185  

Some may argue that machine-machine behaviour in swarms inevitably means 
there is no human control. While this may be true in some circumstances, it is 
not an inevitable consequence of swarming technology. This report provided 
analysis of the various approaches to human control over swarms: (1) human-
machine interaction by means of command, (2) a combination of human-
machine and machine-machine interaction through the design and use of 
specific control architectures, and (3) machine-machine interaction resulting 
from the design and use of specific intra-swarm cooperation methods. In 
addition, this report put concepts of “human control” in the context of military 
decision-making, thereby introducing a framework of C2 within which concepts 
such as “human-machine interaction” and “meaningful human control” can be 
further discussed, analysed and developed. 

Swarms will likely challenge the way in which humans exercise C2 in military 
decision-making. Therefore, the context provided in this report is highly relevant 
to discussions that aim to specify appropriate levels of human involvement in 
emerging technologies in the area of LAWS.  

There is currently a dearth of studies investigating how humans can effectively 
command, control and coordinate swarms, and many open questions and issues 
for further study remain. These include, but are not limited to:  

• What is an appropriate level of interaction between humans and swarms?  
• How is the human-machine interaction influenced by the applied control 

architectures, coordination models, communication methods, mission type, 
and so on? 

• What commands or orders might humans give to a swarm?  
• What is emergent behaviour and can it be predicted or controlled in any 

way? 
• How long and in which circumstances should humans trust a swarm to 

operate without the possibility of human intervention? 
• How can the human infer the intent of the swarm, diagnose problems and 

assist a swarm?  
• How can humans detect when a swarm has been hacked, jammed or 

spoofed? 

 
185 Ilachinski (2017, 123). 
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• How does one move from swarming in controlled environments (e.g. 
laboratories) to swarming in uncontrolled environments (e.g. battlefields)? 

To harness the potential of swarm robotics and, ultimately, effectively and 
responsibly deploy swarms in military operations, these questions require 
significant further study. More research is needed, not only to increase our 
understanding of the technology itself but also to learn, test, evaluate and 
validate appropriate human-machine and machine-machine relationships. 

As the international community continues discussions on LAWS in 2020 and 
2021 and focuses on the further development and operationalization of the 
guiding principles, the role of human decision-making will undoubtedly be one 
of the core issues. While swarms are not yet operational and the technology is 
rather brittle, the prospect of military swarms is very real. By drawing on near-
term technologies, such as swarms, and related C2 models in deliberations 
about the “human element”, the international community can move to develop 
a more comprehensive understanding of how control may or may not be 
exercised in military practice, now and in future operations.  
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