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1.1.1 https://stats.libretexts.org/@go/page/21995

1.1: Why are you taking this course?
Why must you take a stats class when your major is in the social sciences (probably), and you just want to help people? There are
several answers to that. The one that is probably most compelling to you right now is:

Understanding statistics will help make you better in your future career.

Whether you become a therapist, a social worker, a police officer, a nurse, or run a business, you should read research from your
field, and understand the statistical results. You are being trained to think like a manager or supervisor. To make decisions in your
career, you’ll need to understand and apply the results of statistical analyses of others in your field. Understanding statistical
analyses will help you make decisions based on evidence. What you will learn in this class can help you show that your program
(or your decision) is statistically significantly better than the alternatives.

What you might not know right now, but will know when you start in a career field in the social sciences, is that much of what you
will be doing is documenting what you did, and how it worked. In other words, you will be describing data that you collect on your
clients based on their different groups. That leads us to a second major reason that you have to take this course:

You will need to report evidence to show that what you are doing helps your
clients/patients/customers.

This relates to the first reason because knowing what works and what doesn’t will help you figure out how to be more successful in
the future. It also turns out that the organizations that fund workers in many helping fields only want to continue funding programs
and services that are effectives. It will be much easier to get funding if you understand the best way to organize and present your
results. This evidence comes from collecting, analyzing, and reporting data from your program.

For more on why your major may require a statistics class, watch this short TED Talk by Arthur Benjamin:

Figure : Arthur Benjamin's TED Talk on statistics before calculus. (CC-BY-NC-ND TED Talks via YouTube or TED Talks
directly)

Finally, some of you will fall in love with statistics, and become a researcher for a living! This isn’t a reason why you have to take
the course, but it is a happy accident for those of you who want to help people, but tend to be more logical rather than emotional
(like me!). According to this American Psychological Association (APA) article, there are jobs out there for folks who like
statistics, including analyzing data for big companies like Netflix and Hulu (as shown in this optional TED Talk by Sebastian
Wernicke about using data to make a hit TV show).

This page titled 1.1: Why are you taking this course? is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

1.1: On the Psychology of Statistics by Danielle Navarro is licensed CC BY-SA 4.0. Original source:
https://bookdown.org/ekothe/navarro26/.
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1.2: What is a statistic? What is a statistical analysis?
The Crash Course video series are great, and there’s one for statistics! Check out this Crach Course Statistics Preview video:

Figure : Crash Course Statistics Preview. (Crash Course: Statistics via YouTube )

You should follow the whole Crash Course Statistics playlist as you go through this textbook's chapters; the chapters won't
completely align with the videos, but they will be similar. The Khan Academy also has a great series on statistics (website addres:
https://www.khanacademy.org/math/statistics-probability).

Statistics are the results of statistical analyses, such as the percentage of psychology majors at your school; the analysis was
calculating the percentage, while the result is a statistic that you could share.

The results of statistical analyses

Procedures to organize and interpret numerical information

To learn more about what statistics are, you can watch Alan Smith's TED Talk about how so many people are bad at estimating
statistics.

Figure : Alan Smith's TED Talk on loving statistics. (CC-BY-NC-ND TED Talks via YouTube or directly from TED Talks)

I have my students watch this video because it shows them that statistics aren't something to be afraid of, and that statistics are
really about each of us.

Learning statistical analysis is actually not that similar to learning mathematical analyses. It’s more like learning to read and
interpret another language. Social scientists know that a language is one of the components of a culture; the culture of statistics is

Crash Course Statistics PreviewCrash Course Statistics Preview
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1.2.2 https://stats.libretexts.org/@go/page/21996

the scientific method and probability. We’ll talk about the scientific method next, and will touch on probably when talking about
distributions.
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1.3: The Scientific Method
I can hear you now, “What? You just convinced me that I will need to know something about statistics to be good in my future
career, but, seriously, the scientific method?”

Yup. It turns out that the social sciences are a science. And each step of the scientific method is related to what you’ll learn in this
course.

1. Generate research question.
2. Formulate a Research Hypothesis.
3. Collect data to test the Research Hypothesis.
4. Analyze data.
5. Publicize the results.

The following example of using the scientific method (Table ) is based off of Part 2 (What Students Should Know about How
People Learn) and Part 3 (Cognitive Principles for Optimizing Learning) of Dr. Chew's five-part video series on the best way to
learn material and pass your classes. Dr. Chew is a cognitive psychologist, so his career is to learn how people think, process
material, and learn.

Table : Scientific Method

Steps of the Scientific Method Description of the Step of the Scientific
Method

Example of the Step of the Scientific Method

1. Generate research question. This might be pretty broad "What should I do to pass this class?"

2. Formulate a Research Hypothesis

This is a sentence that states a predicted
relationship between two or more groups. This
should not be a question, and it should not
include the word “because” or else you
actually have two hypotheses (the predicted
relationship, and the reason why the
relationship is that way).

"Students who re-organize their notes will earn
more points on their first paper than students
who re-read their notes."

3. Collect data to test your Research
Hypothesis.

We’ll learn more about this step later, but the
important part now is to count or measure the
variables in your Research Hypothesis.

"At the end of each class session, half of the
class will spend 20 minutes rewriting and
organizing their notes, while the other half of
the class will spend 20 minutes reviewing (re-
reading) their notes. We will then compare
their points earned on the first paper between
these two groups."

4. Analyze data.

Remember the second reason that you have to
take this class? That’s this part of the
Scientific Method. You would describe what
you found, and state whether the Research
Hypothesis was supported or not supported.
(We don’t say that a Research Hypothesis is
“proven;” we’ll discuss why not when we talk
about Null Hypothesis Significant Testing).

That's what the rest of this book will be about!

5. Publicize the results. Let people know what you found!

Typically, researchers present at a conference
or publish a research article. In this example,
we could also share our findings with the
student newspaper or the tutors.

To the surprise of many students, research and statistics is a fairly significant part of the social sciences. To the surprise of no one,
statistics is very rarely the favorite part of one’s education. After all, if you really loved the idea of doing statistics, you’d probably
be enrolled in a statistics class right now, not a behavioral statistics class. So, not surprisingly, there’s a pretty large proportion of

 Steps of the Scientific Method
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the student base that isn’t happy about the fact that their major has so much research and statistics in it. By the end of this chapter,
if not this textbook, hopefully you'll understand why research and statistics are so important!

This page titled 1.3: The Scientific Method is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Danielle
Navarro.
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1.4: Types of Data and How to Measure Them
In order to use statistics, we need data to analyze. Data come in an amazingly diverse range of formats, and each type gives us a
unique type of information. In virtually any form, data represent the measured value of variables. A variable is simply a
characteristic or feature of the thing we are interested in understanding. In psychology, we are interested in people, so we might get
a group of people together and measure their levels of stress (one variable), anxiety (a second variable), and their physical health (a
third variable). Once we have data on these three variables, we can use statistics to understand if and how they are related. Before
we do so, we need to understand the nature of our data: what they represent and where they came from.

Types of Variables 
When conducting research, experimenters often manipulate variables. For example, an experimenter might compare the
effectiveness of four types of antidepressants. In this case, the variable is “type of antidepressant.” When a variable is manipulated
by an experimenter, it is called an independent variable. The experiment seeks to determine the effect of the independent variable
on relief from depression. In this example, relief from depression is called a dependent variable. In general, the independent
variable is manipulated by the experimenter and its effects on the dependent variable are measured.

Can blueberries slow down aging? A study indicates that antioxidants found in blueberries may slow down the process of
aging. In this study, -month-old rats (equivalent to -year-old humans) were fed either their standard diet or a diet
supplemented by either blueberry, strawberry, or spinach powder. After eight weeks, the rats were given memory and motor
skills tests. Although all supplemented rats showed improvement, those supplemented with blueberry powder showed the most

notable improvement.
a. What is the independent variable?
b. What are the dependent variables?

Solution

a. IV: dietary supplement: none, blueberry, strawberry, and spinach
b. DVs: memory test and motor skills test

One more together, and then one on your own:

Does beta-carotene protect against cancer? Beta-carotene supplements have been thought to protect against cancer. However, a
study published in the Journal of the National Cancer Institute suggests this is false. The study was conducted with 39,000
women aged 45 and up. These women were randomly assigned to receive a beta-carotene supplement or a placebo, and their
health was studied over their lifetime. Cancer rates for women taking the betacarotene supplement did not differ systematically
from the cancer rates of those women taking the placebo.

a. What is the independent variable?
b. What is the dependent variable?

Solution

a. IV: Supplements: beta-carotene or placebo
b. DV: Cancer occurrence

Your turn!

How bright is right? An automobile manufacturer wants to know how bright brake lights should be in order to minimize the
time required for the driver of a following car to realize that the car in front is stopping and to hit the brakes.

 Example 1.4.1

19 60

 Example 1.4.2
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1. What is the independent variable?
2. What is the dependent variable?

Answer
1. IV: Brightness of brake lights
2. DV: Time to hit brakes

Levels of an Independent Variable 
If an experiment compares an experimental treatment with a control treatment, then the independent variable (type of treatment)
has two levels: experimental and control. If an experiment were comparing five types of diets, then the independent variable (type
of diet) would have  levels. In general, the number of levels of an independent variable is the number of experimental conditions.

Qualitative and Quantitative Variables 

An important distinction between variables is between qualitative variables and quantitative variables. Qualitative variables are
those that express a qualitative attribute such as hair color, eye color, religion, favorite movie, gender, and so on. The values of a
qualitative variable do not imply a numerical ordering. Values of the variable “religion” differ qualitatively; no ordering of
religions is implied. Qualitative variables are sometimes referred to as categorical variables. Quantitative variables are those
variables that are measured in terms of numbers. Some examples of quantitative variables are height, weight, and shoe size.

In the study on the effect of diet discussed previously, the independent variable was type of supplement: none, strawberry,
blueberry, and spinach. The variable “type of supplement” is a qualitative variable; there is nothing quantitative about it. In
contrast, the dependent variable “memory test” is a quantitative variable since memory performance was measured on a
quantitative scale (number correct).

Discrete and Continuous Variables 

Variables such as number of children in a household are called discrete variables since the possible scores are discrete points on the
scale. For example, a household could have three children or six children, but not  children. Other variables such as “time to
respond to a question” are continuous variables since the scale is continuous and not made up of discrete steps. The response time
could be  seconds, or it could be  seconds. Of course, the practicalities of measurement preclude most
measured variables from being truly continuous.

Levels of Measurement 
Before we can conduct a statistical analysis, we need to measure our dependent variable. Exactly how the measurement is carried
out depends on the type of variable involved in the analysis. Different types are measured differently. To measure the time taken to
respond to a stimulus, you might use a stop watch. Stop watches are of no use, of course, when it comes to measuring someone's
attitude towards a political candidate. A rating scale is more appropriate in this case (with labels like “very favorable,” “somewhat
favorable,” etc.). For a dependent variable such as “favorite color,” you can simply note the color-word (like “red”) that the subject
offers.

Although procedures for measurement differ in many ways, they can be classified using a few fundamental categories. In a given
category, all of the procedures share some properties that are important for you to know about. The categories are called “scale
types,” or just “scales,” and are described in this section.

Nominal scales 

When measuring using a nominal scale, one simply names or categorizes responses. Gender, handedness, favorite color, and
religion are examples of variables measured on a nominal scale. The essential point about nominal scales is that they do not imply
any ordering among the responses. For example, when classifying people according to their favorite color, there is no sense in
which green is placed “ahead of” blue. Responses are merely categorized. Nominal scales embody the lowest level of
measurement.

Ordinal scales 

5

4.53

1.64 1.64237123922121

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/21998?pdf


1.4.3 https://stats.libretexts.org/@go/page/21998

A researcher wishing to measure consumers' satisfaction with their microwave ovens might ask them to specify their feelings as
either “very dissatisfied,” “somewhat dissatisfied,” “somewhat satisfied,” or “very satisfied.” The items in this scale are ordered,
ranging from least to most satisfied. This is what distinguishes ordinal from nominal scales. Unlike nominal scales, ordinal scales
allow comparisons of the degree to which two subjects possess the dependent variable. For example, our satisfaction ordering
makes it meaningful to assert that one person is more satisfied than another with their microwave ovens. Such an assertion reflects
the first person's use of a verbal label that comes later in the list than the label chosen by the second person.

On the other hand, ordinal scales fail to capture important information that will be present in the other scales we examine. In
particular, the difference between two levels of an ordinal scale cannot be assumed to be the same as the difference between two
other levels. In our satisfaction scale, for example, the difference between the responses “very dissatisfied” and “somewhat
dissatisfied” is probably not equivalent to the difference between “somewhat dissatisfied” and “somewhat satisfied.” Nothing in
our measurement procedure allows us to determine whether the two differences reflect the same difference in psychological
satisfaction. Statisticians express this point by saying that the differences between adjacent scale values do not necessarily represent
equal intervals on the underlying scale giving rise to the measurements. (In our case, the underlying scale is the true feeling of
satisfaction, which we are trying to measure.) 
 
What if the researcher had measured satisfaction by asking consumers to indicate their level of satisfaction by choosing a number
from one to four? Would the difference between the responses of one and two necessarily reflect the same difference in satisfaction
as the difference between the responses two and three? The answer is No. Changing the response format to numbers does not
change the meaning of the scale. We still are in no position to assert that the mental step from  to  (for example) is the same as
the mental step from  to .

Interval scales 

Interval scales are numerical scales in which intervals have the same interpretation throughout. As an example, consider the
Fahrenheit scale of temperature. The difference between  degrees and  degrees represents the same temperature difference as
the difference between  degrees and  degrees. This is because each -degree interval has the same physical meaning (in terms
of the kinetic energy of molecules). 
 
Interval scales are not perfect, however. In particular, they do not have a true zero point even if one of the scaled values happens to
carry the name “zero.” The Fahrenheit scale illustrates the issue. Zero degrees Fahrenheit does not represent the complete absence
of temperature (the absence of any molecular kinetic energy). In reality, the label “zero” is applied to its temperature for quite
accidental reasons connected to the history of temperature measurement. Since an interval scale has no true zero point, it does not
make sense to compute ratios of temperatures. For example, there is no sense in which the ratio of  to  degrees Fahrenheit is
the same as the ratio of  to  degrees; no interesting physical property is preserved across the two ratios. After all, if the “zero”
label were applied at the temperature that Fahrenheit happens to label as  degrees, the two ratios would instead be  to  and 

 to , no longer the same! For this reason, it does not make sense to say that  degrees is “twice as hot” as  degrees. Such a
claim would depend on an arbitrary decision about where to “start” the temperature scale, namely, what temperature to call zero
(whereas the claim is intended to make a more fundamental assertion about the underlying physical reality).

Ratio scales 

The ratio scale of measurement is the most informative scale. It is an interval scale with the additional property that its zero
position indicates the absence of the quantity being measured. You can think of a ratio scale as the three earlier scales rolled up in
one. Like a nominal scale, it provides a name or category for each object (the numbers serve as labels). Like an ordinal scale, the
objects are ordered (in terms of the ordering of the numbers). Like an interval scale, the same difference at two places on the scale
has the same meaning. And in addition, the same ratio at two places on the scale also carries the same meaning. 
 
The Fahrenheit scale for temperature has an arbitrary zero point and is therefore not a ratio scale. However, zero on the Kelvin
scale is absolute zero. This makes the Kelvin scale a ratio scale. For example, if one temperature is twice as high as another as
measured on the Kelvin scale, then it has twice the kinetic energy of the other temperature. 
 
Another example of a ratio scale is the amount of money you have in your pocket right now (25 cents, 55 cents, etc.). Money is
measured on a ratio scale because, in addition to having the properties of an interval scale, it has a true zero point: if you have zero
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money, this implies the absence of money. Since money has a true zero point, it makes sense to say that someone with 50 cents has
twice as much money as someone with 25 cents (or that Bill Gates has a million times more money than you do).

Let's practice!

For each of the following, determine the level of measurement:

1. T-shirt size
2. Time taken to run 100 meter race
3. First, second, and third place in 100 meter race
4. Birthplace
5. Temperature in Celsius

Answer
1. Ordinal
2. Ratio
3. Ordinal
4. Nominal
5. Interval

What level of measurement is used for psychological variables? 

Rating scales are used frequently in psychological research. For example, experimental subjects may be asked to rate their level of
pain, how much they like a consumer product, their attitudes about capital punishment, their confidence in an answer to a test
question. Typically these ratings are made on a 5-point or a 7-point scale. These scales are ordinal scales since there is no assurance
that a given difference represents the same thing across the range of the scale. For example, there is no way to be sure that a
treatment that reduces pain from a rated pain level of 3 to a rated pain level of 2 represents the same level of relief as a treatment
that reduces pain from a rated pain level of 7 to a rated pain level of 6.

In memory experiments, the dependent variable is often the number of items correctly recalled. What scale of measurement is this?
You could reasonably argue that it is a ratio scale. First, there is a true zero point; some subjects may get no items correct at all.
Moreover, a difference of one represents a difference of one item recalled across the entire scale. It is certainly valid to say that
someone who recalled 12 items recalled twice as many items as someone who recalled only 6 items.

But number-of-items recalled is a more complicated case than it appears at first. Consider the following example in which subjects
are asked to remember as many items as possible from a list of 10. Assume that there are five easy items and five difficult items;
Half of the participants are able to recall all the easy items and different numbers of difficult items, while the other half of the
particiapnts are unable to recall any of the difficult items but they do remember different numbers of easy items. Some sample data
are shown below.

Table : Sample Data

Participan
t

Easy Item
1

Easy Item
2

Easy Item
3

Easy Item
4

Easy Item
5

Difficult
Item 1

Difficult
Item 2

Difficult
Item 3

Difficult
Item 4

Difficult
Item 5

Total
Score

A 0 0 1 1 0 0 0 0 0 0 2

B 1 0 1 1 0 0 0 0 0 0 3

C 1 1 1 1 1 1 1 0 0 0 7

D 1 1 1 1 1 0 1 1 0 1 8

Let's compare the difference between Participant A's score of 2 and Participant B's score of 3, and the difference between
Participant C's score of 7 and Participant D's score of 8. The former difference is a difference of one easy item (Participant A versus
Participant B); the latter difference is a difference of one difficult item (Participant C versus Participant D). Do these two
differences necessarily signify the same difference in memory? We are inclined to respond “No” to this question since only a little

 Exercise 1.4.2
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more memory may be needed to retain the additional easy item whereas a lot more memory may be needed to retain the additional
hard item. The general point is that it is often inappropriate to consider psychological measurement scales as either interval or ratio.

Consequences of Scale of Measurement 

Why are we so interested in the type of scale that measures a dependent variable? The crux of the matter is the relationship between
the variable's level of measurement and the statistics that can be meaningfully computed with that variable. For example, consider a
hypothetical study in which 5 children are asked to choose their favorite color from blue, red, yellow, green, and purple. The
researcher codes the results as follows:

Table : Favorite Color Data Code

Color Code

Blue 1

Red 2

Yellow 3

Green 4

Purple 5

This means that if a child said her favorite color was “Red,” then the choice was coded as “2,” if the child said her favorite color
was “Purple,” then the response was coded as 5, and so forth. Consider the following hypothetical data

Table : Favorite Color Data

Participant Color Code

1 Blue 1

2 Blue 1

3 Green 4

4 Green 4

5 Purple 5

Each code is a number, so nothing prevents us from computing the average code assigned to the children. The average happens to
be 3, but you can see that it would be senseless to conclude that the average favorite color is yellow (the color with a code of 3).
Such nonsense arises because favorite color is a nominal scale, and taking the average of its numerical labels is like counting the
number of letters in the name of a snake to see how long the beast is.

Does it make sense to compute the mean of numbers measured on an ordinal scale? This is a difficult question, one that statisticians
have debated for decades. The prevailing (but by no means unanimous) opinion of statisticians is that for almost all practical
situations, the mean of an ordinally-measured variable is a meaningful statistic. However, there are extreme situations in which
computing the mean of an ordinally-measured variable can be very misleading.

This page titled 1.4: Types of Data and How to Measure Them is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Foster et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was
edited to the style and standards of the LibreTexts platform.
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1.4.1: IV and DV- Variables as Predictors and Outcomes
Okay, we’ve got more terminology before moving away from variables. All variables can be defined by their Scale of
Measurement. Variables in research can also be described by whether the experimenter thinks that they are the cause of a behavior
(IV), or the effect (DV). The IV is the variable that you use to do the explaining and the DV is the variable being explained. It’s
important to keep the two roles “thing doing the explaining” and “thing being explained” distinct. So let’s be clear about this now.

The variable that the researcher thinks is the cause of the effect (the DV). The IV is sometimes also called a "predictor" or
"predicting variable".

A true IV is created by the experimenter, but sometimes we measure something that we think is the cause and call it an “IV.” If we
just measure the groups, then we can’t be sure that the IV is causing the DV, so it’s better to create the groups through random
assignment. IVs are often qualitative/nominal; for most of this textbook, the IV levels are the groups that we are comparing.

Look up “independent variable” online. What is that definition? How is it similar or different from the one provided? Which
makes more sense to you?

In the Scientific Method example ( (Table ) ), the IV levels were students who re-organized their notes, and students who
only re-read their notes.

The variable that you think is the effect (the thing that the IV changes). The DV is the outcome variable, the thing that you
want to improve.

DVs are always measured. DVs can be qualitative, but for most of this textbook the DV will be quantitative because we will be
comparing means.

Look up “dependent variable” online. What is that definition? How is it similar or different from the one provided? Which
makes more sense to you?

The logic behind these names goes like this: if there really is a relationship between the variables that we're looking at, then we can
say that DV depends on the IV. If we have designed our study well, then the IV isn’t dependent on anything else.

Practice 

Although the terms IV and DV are misleading, they are still the standard phrasing so that's what we'll work with in the following
examples. In the Scientific Method example, the DV was the points earned on the first paper. The DV is what we want to improve,
and the IV is a group that we think will do better on the DV plus at least one comparison group (sometimes called a control group).

1. SAT score & type of high school (public vs. private)
1. Q: Which variable is the IV? (groups or levels)?
2. Q: Which variable is the DV?

2. Salary & type of job obtained

1. Q: Which variable is the IV? (groups or levels)?
2. Q: Which variable is the DV?

3. Fail rate & brand of computer

 Definition: Independent Variable (IV)

 Note

1.4.1.2

 Definition: Dependent Variable (DV)

 Note

 Exercise 1.4.1.1
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1. Q: Which variable is the IV? (groups or levels)?
2. Q: Which variable is the DV?

4. Exam score & method of course delivery (online vs. hybrid vs. face-to-face)
1. Q: Which variable is the IV? (groups or levels)?
2. Q: Which variable is the DV?

5. Type of phone and how long the battery lasts
1. Q: Which variable is the IV? (groups or levels)?
2. Q: Which variable is the DV?

Answer
1. SAT score & type of high school (public vs. private)

1. Q: Which variable is the IV? (groups or levels)? type of high school
2. Q: Which variable is the DV? SAT score

2. Salary & type of job obtained
1. Q: Which variable is the IV? (groups or levels)? type of job obtained
2. Q: Which variable is the DV? Salary

3. Fail rate & brand of computer
1. Q: Which variable is the IV? (groups or levels)? brand of computer
2. Q: Which variable is the DV? Fail rate

4. Exam score & method of course delivery (online vs. hybrid vs. face-to-face)
1. Q: Which variable is the IV? (groups or levels)? course delivery
2. Q: Which variable is the DV? Exam score

5. Type of phone and how long the battery lasts
1. Q: Which variable is the IV? (groups or levels)? type of phone
2. Q: Which variable is the DV? how long the battery lasts

This page titled 1.4.1: IV and DV- Variables as Predictors and Outcomes is shared under a CC BY-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.
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1.4.2: Qualitative versus Quantitative Variables
Some researchers call the first two scales of measurement (Ratio Scale and Interval Scale) “quantitative” because they measure
things numerically, and call the last scale of measurement (Nominal Scale) “qualitative” because you count the number of things
that have that quality. The MooMooMath YouTube series did a short segment on these two types of variables. [It turns out that
there are a LOT of videos online about statistics! Use them any time you are confused! My only caution is that some videos use
slightly different formulas than in this textbook, and some use software that will not be discussed here, so make sure that the
information in the video matches what your professor is showing you.] Ordinal scales are sort of in-between these two types, but
are more similar in statistical analyses to qualitative variables.

Quantitative Variables 

Quantitative variables are measured with some sort of scale that uses numbers. For example, height can be measures in the number
of inches for everyone. Halfway between 1 inch and two inches has a meaning. Anything that you can measure with a number and
finding a mean makes sense is a quantitative variable. If a decimal makes sense, then the variable is quantitative.

Quantitative variables are usually continuous.

The data are the weights of backpacks with books in them. You sample the same five students. The weights (in pounds) of their
backpacks are 6.2, 7, 6.8, 9.1, 4.3. Notice that backpacks carrying three books can have different weights. Is the weight of the
backpacks a quantitative variable?

Solution

Yes, the weights are quantitative data because weight is a numerical variable that is measured.

Qualitative Variables 

Qualitative variables, which are the nominal Scale of Measurement, have different values to represent different categories or kinds.
Qualitative/nominal variables name or label different categories of objects. Something is either an apple or an orange, halfway
between an apple and an orange doesn’t mean anything. Qualitative variables are counted, and the counts are used in statistical
analyses.The name or label of a qualitative variable can be a number, but the number doesn’t mean anything.

Let’s say I collected data and coded it:

Women = 1
Men = 2,
Non-binary = 3

Does it make any sense to add these numbers? To find the “mean” of gender?

Answer

No. An average gender of 1.75 (or whatever) doesn't tell us much since gender is a qualitative variable (nominal scale of
measurement), so you can only count it.

Qualitative variables are discrete.

Deciding: Quant or Qual? 

Use the following to practice identifying whether variables are quantitative (measured with numbers) or qualitative (categories).

 Example 1.4.2.1

 Exercise 1.4.2.1
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1. City
2. Gender
3. Weight
4. Type of degree
5. College major
6. Percent correct on Exam 1.
7. Score on a depression scale (between 0 and 10)
8. How long it takes you to blink after a puff of air hits your eye.
9. What is another example of a quantitative variable?

10. What is another example of a qualitative variable?

Answer
1. City: Qualitative (named, not measured)
2. Gender: Qualitative (named, not measured)
3. Weight: Quantitative (number measured in ounces, pounds, tons, etc.; decimal points make sense)
4. Type of degree: Qualitative (named, not measured)
5. College major: Qualitative (named, not measured)
6. Percent correct on Exam 1: Quantitative (number measured in percentage points; decimal points make sense)
7. Score on a depression scale (between 0 and 10): Quantitative (number measured by the scale; decimal points make

sense)
8. How long it takes you to blink after a puff of air hits your eye: Quantitative (number measured in milliseconds; decimal

points make sense)
9. What is another example of a quantitative variable? (Your answer should be something that was measured, not counted,

and in which decimal points make sense.)
10. What is another example of a qualitative variable? (Your answer should be something that is a category or name.)

Okay, that probably makes it seem like it's easy to know whether your variable is qualitative or quantitative.

Exercise  shows that variables can be defined in different ways.

You go to the supermarket and purchase three cans of soup (19 ounces) tomato bisque, 14.1 ounces lentil, and 19 ounces Italian
wedding), two packages of nuts (walnuts and peanuts), four different kinds of vegetable (broccoli, cauliflower, spinach, and
carrots), and two desserts (16 ounces Cherry Garcia ice cream and two pounds (32 ounces chocolate chip cookies).

Name data sets that are quantitative discrete, quantitative continuous, and qualitative.

Solution

One Possible Solution:

The three cans of soup, two packages of nuts, four kinds of vegetables and two desserts are quantitative discrete data
because you count them.
The weights of the soups (19 ounces, 14.1 ounces, 19 ounces) are quantitative continuous data because you measure
weights as precisely as possible.
Types of soups, nuts, vegetables and desserts are qualitative data because they are categorical.

Try to identify additional data sets in this example.

As you'll learn in the next chapter, there are types of graphs that are designed for qualitative variables and other graphs that are
most appropriate for quantitative variables. Before you learn about that, why don't you check out these graphs to see if you can
figure out whether the variable is qualitative or quantitative.

 Exercise 1.4.2.2

1.4.2.3

 Exercise 1.4.2.3
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A statistics professor collects information about the classification of her students as freshmen, sophomores, juniors, or seniors.
The data she collects are summarized in the pie chart Figure . What type of data does this graph show?

Figure - Statistics Students (CC-BY by Barbara Illowsky & Susan Dean (De Anza College) from OpenStax)

Answer

This pie chart shows the students in each year, which is qualitative data.

The Registrar keeps records of the number of credit hours students complete each semester. The data she collects are
summarized in the histogram.

Figure - Credit Hours (CC-BY by Barbara Illowsky & Susan Dean (De Anza College) from OpenStax)

What type of data does this graph show?

Answer

A histogram is used to display quantitative data: the numbers of credit hours completed.

Final Word on Scales of Measurement 

The type of scale determines what specific statistical analysis you should use. I'm going to share a flow chart now that shows how
knowing the type and number of variables (IVs and levels, and DVs) and whether they are related (dependent) or not related
(independent) is how you choose which statistical analysis to choose: �  Decision Tree PDF I know, that might be a little
overwhelming right now! Dr. MO isn't sharing this to scare you, but to show how important knowing the type of variable will be
when analyzing data statistically. Plus, it's easier to learn new material if you can connect it to something that you already know.
You might want to print out the Decision Tree, then write notes on it when you learn about each type of analysis. That way, you can
"hang" your new knowledge on the "tree" that you already have.

In good news, by the end of this book, you'll be familiar with all of these, and know how to compute most of them!

 Exercise 1.4.2.6

1.4.2.1

1.4.2.1

 Exercise 1.4.2.7

1.4.2.2

https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://stats.libretexts.org/@go/page/22000?pdf
https://deanza.edu/faculty/illowskybarbara/
https://deanza.edu/
https://openstax.org/details/books/introductory-statistics
https://deanza.edu/faculty/illowskybarbara/
https://deanza.edu/
https://openstax.org/details/books/introductory-statistics
https://stats.libretexts.org/@api/deki/files/13711/DecisionTreeHandout.pdf?revision=1


1.4.2.4 https://stats.libretexts.org/@go/page/22000

In bad news, statistical software will run what you ask, regardless of the measurement scale of the variable. If it’s a number, you
can analyze it. When this happens with qualitative variables, the results are junk. If you say apple=1 and orange=2, it will find the
average of an appleorange. Since that's not a thing, you're answer wouldn't mean anything. More reason to understand the different
kinds of variables!

This page titled 1.4.2: Qualitative versus Quantitative Variables is shared under a CC BY 4.0 license and was authored, remixed, and/or curated
by Michelle Oja.

1.3: Data, Sampling, and Variation in Data and Sampling by OpenStax is licensed CC BY 4.0. Original source:
https://openstax.org/details/books/introductory-statistics.
Current page by Michelle Oja is licensed CC BY 4.0.
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1.4.3: Scales of Measurement
Look at the Figure :

Figure : 3 Beakers. (CC-BY-SA Photo by Jaeger5432. The file was originally uploaded to English Wikipedia. This file is
licensed under the Creative Commons Attribution-Share Alike 2.5 Generic license.)

List three ways that the beakers in Figure  can be described.

Solution

Some examples include: by color, by size (bigger, smaller), and measurement (ounces, milligrams, etc). Your descriptions
probably map pretty well onto the different Scales of Measurement.

Scales of Measurement 
A very useful concept for distinguishing between different types of variables is what’s known as scales of measurement.

Scales of Measurement
Ratio: true numerical measurement
Interval: created numerical scale
Ordinal: variables with an order
Nominal: Named variable

Table - Description & Examples of Each Scale of Measurement

Scale of Measurement Description of Scale of
Measurement

Example from Figure 1.3.1 Another Example

Ratio Scale
A type of variables that is
measured, and zero means that
there is none of it.

Ounces of liquid (and you could
have no liquid)

Liters of ice cream (you could
have zero liters of ice cream)

Interval Scale

A type of variable that is
measured, and the intervals
between each measurement are
equal (but zero does not mean the
absence of the measured item).

[There are no variables with an
interval scale in the image.]

A satisfaction scale in which -5
means “very unsatisfied”, 0 means
“neutral,” and +5 means “very
satisfied.”

1.4.3.1

1.4.3.1

 Example 1.4.3.1

1.4.3.1

 Note

1.4.3.1
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Scale of Measurement Description of Scale of
Measurement

Example from Figure 1.3.1 Another Example

Ordinal Scale

A type of variables that can be put
in numerical order, but the
difference between any pair is not
the same as the difference
between any other pair. The
variables are in ranks (first,
second, third, etc.).

You could order these from
biggest to smallest; the difference
between the biggest and the
middle might be much larger than
the difference between the middle
and the smallest.

The medals earned in the
Olympics; the difference between
the person who wins the gold
medal and the person who wins
the silver medal might be much
larger than the difference between
the person who wins the silver
medal compared to the person who
wins the bronze medal.

Nominal Scale

Type of variable that has quality
or name, but not a number that
means something. “Nom” means
“name,” so it’s just a name, not
anything that is measured. This
variable is counted, rather than
measured.

Color of the liquids Your major in college.

Things that are measured use some sort of tool (like a ruler, weight scale, or survey scale), which differs from things that can only
be counted.

If you're still a little lost (which is fine, these types of variables are confusing and a little squishy), keep reading. If you're good,
skip down to the last section in this page, then make sure to read the section on Qualitative and Quantitative variables!

Ratio Scale 

The fourth and final type of variable to consider is a ratio scale variable, in which zero really means zero, and it’s okay to multiply
and divide. A good example of a ratio scale variable is response time (RT). In a lot of tasks it’s very common to record the amount
of time somebody takes to solve a problem or answer a question, because it’s an indicator of how difficult the task is. Suppose that
Amar takes 2.3 seconds to respond to a question, whereas Becky takes 3.1 seconds. As with an interval scale variable, addition and
subtraction are both meaningful here. Becky really did take 3.1 - 2.3 = 0.8 seconds longer than Amar did. However, notice that
multiplication and division also make sense here too: Becky took 3.1 / 2.3 = 1.35 times as long as Amar did to answer the question.
And the reason why you can do this is that, for a ratio scale variable such as RT, “zero seconds” really does mean “no time at all”.

Interval Scale 

In contrast to nominal and ordinal scale variables, interval scale and ratio scale variables are variables for which the numerical
value is genuinely meaningful. In the case of interval scale variables, the differences between the numbers are interpretable, but the
variable doesn’t have a “natural” zero value. A good example of an interval scale variable is measuring temperature in degrees
celsius. For instance, if it was 15  yesterday and 18∘ today, then the 3  difference between the two is genuinely meaningful.
Moreover, that 3  difference is exactly the same as the 3  difference between 7  and 10 . In short, addition and subtraction are
meaningful for interval scale variables.

However, notice that the 0  does not mean “no temperature at all”: it actually means “the temperature at which fresh water freezes”,
which is pretty arbitrary. As a consequence, it becomes pointless to try to multiply and divide temperatures. It is wrong to say that
20  is twice as hot as 10 , just as it is weird and meaningless to try to claim that 20  is negative two times as hot as -10 .

Again, lets look at a more psychological example. Suppose I’m interested in looking at how the attitudes of first-year university
students have changed over time. Obviously, I’m going to want to record the year in which each student started. This is an interval
scale variable. A student who started in 2003 did arrive 5 years before a student who started in 2008. However, it would be
completely insane for me to divide 2008 by 2003 and say that the second student started “1.0024 times later” than the first one.
That doesn’t make any sense at all.

Ordinal Scale 

Ordinal scale variables have a bit more structure than nominal scale variables, but not by a lot. An ordinal scale variable is one in
which there is a natural, meaningful way to order the different possibilities, but you can’t do anything else. The usual example

o o

o o o o
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given of an ordinal variable is “finishing position in a race”. You can say that the person who finished first was faster than the
person who finished second, but you don’t know how much faster. As a consequence we know that 1st > 2nd, and we know that
2nd > 3rd, but the difference between 1st and 2nd might be much larger than the difference between 2nd and 3rd.

I accidently found an ordinal scale when trying to find an example of a nominal scale: highest degree earned. I was looking for
categories, but there is definitely an order to level of education!

1. Did not finish high school
2. High school degree only
3. Some college
4. Certificate
5. Associate's degree
6. Bachelor's degree
7. Graduate degree

Since there is a natural order to education level, it would be very weird to list the options like this…

1. Did not finish high school
2. Graduate degree
3. High school degree only
4. Some college
5. Certificate
6. Bachelor's degree
7. Associate's degree

… because it seems against the natural “structure” to the question. Notice that while we can use the natural ordering of these items
to construct sensible groupings, what we can’t do is average them. The #1 doesn't have any meaningful numerical value, and is not
really related to the #7 in any measurable way. If you can tell me what the mean of these categories might mean, I’d love to know.
Because that sounds like gibberish to me!

Nominal Scale 

A nominal scale variable (also referred to as a categorical variable) is one in which there is no particular relationship between the
different possibilities: for these kinds of variables it doesn’t make any sense to say that one of them is “bigger’ or”better" than any
other one, and it absolutely doesn’t make any sense to average them. The classic example for this is “eye color”. Eyes can be blue,
green and brown, among other possibilities, but none of them is any “better” than any other one. As a result, it would feel really
weird to talk about an “average eye colour”. In short, nominal scale variables are those for which the only thing you can say about
the different possibilities is that they are different. That’s it.

Let’s take a slightly closer look at this. Suppose I was doing research on how students studied. This “study” variable could have
quite a few possible values,but for now, let’s suppose that these four are the only possibilities, and suppose that when I ask 100
students what they did the last time that they studied, and I get this:

Table - Example of Nominal Variable

Method of Studying Number of people

(1) Read the whole chapter 12

(2) Skimmed the whole chapter, read some sections 30

(3) Watched YouTube videos on class content 48

(4) Took notes on the chapter 10

So, what’s the average way that students studied? The answer here is that there isn’t one. It’s a silly question to ask. You can say
that watching YouTube is the most popular method, and taking notes is the least popular method, but that’s about all. Similarly,
notice that the order in which I list the options isn’t very interesting. I could have chosen to display the data like this

Table - Example of Nominal Variable

Method of Studying Number of people

1.4.3.2.1

1.4.3.2.2
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Method of Studying Number of people

(3) Watched YouTube videos on class content 48

(2) Skimmed the whole chapter, read some sections 30

(1) Read the whole chapter 12

(4) Took notes on the chapter 10

and it doesn't matter.

Some Complexities 

Okay, I know you’re going to be shocked to hear this, but … the real world is much messier than this little classification scheme
suggests. Very few variables in real life actually fall into these nice neat categories, so you need to be kind of careful not to treat the
scales of measurement as if they were hard and fast rules. It doesn’t work like that: they’re guidelines, intended to help you think
about the situations in which you should treat different variables differently. Nothing more.

So let’s take a classic example, maybe the classic example, of a psychological measurement tool: the Likert scale. The humble
Likert scale is the bread and butter tool of all survey design. You yourself have filled out hundreds, maybe thousands of them, and
odds are you’ve even used one yourself. Suppose we have a survey question that looks like this:

Which of the following best describes your opinion of the statement that “all pirates are freaking awesome” …

and then the options presented to the participant are these:

(1) Strongly disagree 
(2) Disagree 
(3) Neither agree nor disagree 
(4) Agree 
(5) Strongly agree

This set of items is an example of a 5-point Likert scale: people are asked to choose among one of several (in this case 5) clearly
ordered possibilities, generally with a verbal descriptor given in each case. However, it’s not necessary that all items be explicitly
described. This is a perfectly good example of a 5-point Likert scale too:

(1) Strongly disagree 
(2) 
(3) 
(4) 
(5) Strongly agree

Likert scales are very handy, if somewhat limited, tools. The question is, what kind of variable are they? They’re obviously
discrete, since you can’t give a response of 2.5. They’re obviously not nominal scale, since the items are ordered; and they’re not
ratio scale either, since there’s no natural zero.

But are they ordinal scale or interval scale? One argument says that we can’t really prove that the difference between “strongly
agree” and “agree” is of the same size as the difference between “agree” and “neither agree nor disagree”. In fact, in everyday life
it’s pretty obvious that they’re not the same at all. So this suggests that we ought to treat Likert scales as ordinal variables. On the
other hand, in practice most participants do seem to take the whole “on a scale from 1 to 5” part fairly seriously, and they tend to
act as if the differences between the five response options were fairly similar to one another. As a consequence, a lot of researchers
treat Likert scale data as if it were interval scale. It’s not interval scale, but in practice it’s close enough that we usually think of it as
being quasi-interval scale.

These different Scales of Measurement are important because they determine which statistical analysis to use on your data. We’ll
talk about choosing the correct statistical analysis when we know more specific statistical analyses, but that’s why we care about
what kind of variables we have so much.

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22001?pdf


1.4.3.5 https://stats.libretexts.org/@go/page/22001

Contributors and Attributions 
Danielle Navarro (University of New South Wales)

Dr. MO (Taft College)

Photo by Jaeger5432. The file was originally uploaded to English Wikipedia. This file is licensed under the Creative Commons
Attribution-Share Alike 2.5 Generic license.

This page titled 1.4.3: Scales of Measurement is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22001?pdf
https://djnavarro.net/
https://compcogscisydney.org/
http://www.linkedin.com/in/michelle-oja-ph-d-0a54b41
http://www.taftcollege.edu/
https://en.wikipedia.org/wiki/User:Jaeger5432
https://en.wikipedia.org/wiki/en:Creative_Commons
https://creativecommons.org/licenses/by-sa/2.5/deed.en
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/01%3A_Introduction_to_Behavioral_Statistics/1.04%3A_Types_of_Data_and_How_to_Measure_Them/1.4.03%3A_Scales_of_Measurement
https://creativecommons.org/licenses/by-sa/4.0
https://www.facebook.com/DoctorOja/


1.5.1 https://stats.libretexts.org/@go/page/22002

1.5: Populations and Samples
Because social scientists want to make people’s lives better, they see what works on a small group of people, and then apply it to
everyone. The small group of people is the sample, and “everyone” is the population.

People who participate in a study; the smaller group that the data is gathered from.

A sample is the small group of people that scientists test stuff on. We want at least 30 people in each group, so a study that has two
groups will need about 60 people in the sample.

The biggest group that your sample can represent.

A population is the “everyone” that we want to apply the results to. Sometimes, “everyone” can be a pretty small group; if I
measured the GPA of one of my Behavioral Statistics classes, then the sample would be the class and the population could be
students in all Behavioral Statistics classes at the college. (GPA would be the DV.)

A sample is a concrete thing. You can open up a data file, and there’s the data from your sample. A population, on the other hand, is
a more abstract idea. It refers to the set of all possible people, or all possible observations, that you want to draw conclusions about,
and is generally much bigger than the sample. In an ideal world, the researcher would begin the study with a clear idea of what the
population of interest is, since the process of designing a study and testing hypotheses about the data that it produces does depend
on the population about which you want to make statements. However, that doesn’t always happen in practice: usually the
researcher has a fairly vague idea of what the population is and designs the study as best he/she can on that basis.

Examples 
In our Scientific Method example, the sample would be the class from which we got the data from, and the population would be the
biggest group that they could represent. There’s often more than one possible population, but I might say all college students could
be a good population for this sample.

You might have heard the phrase “random sample.” This means that everyone in the population has an equal chance of being
chosen to be in the sample; this almost never happens.

Let’s say I want to know if there’s a relationship between intelligence and reading science fiction books. If I survey 100 of my
Introduction to Psychology students on their intelligence and reading of science fiction:

1. Who is the Sample?
2. Who could be the population? In other words, what is the biggest group that this sample could represent?

Answer

Add texts here. Do not delete this text first.

1. Who is the Sample? 100 of my Introduction to Psychology students
2. Who could be the population? In other words, what is the biggest group that this sample could represent? There are

many possible populations, but all Introduction to Psychology students could work, or all Introduction to Psychology
students at my college might make sense, too.

Sometimes it’s easy to state the population of interest. In most situations the situation is much less simple. In a typical a
psychological experiment, determining the population of interest is a bit more complicated. Suppose Dr. Navarro ran an experiment
using 100 undergraduate students as participants. Her goal, as a cognitive scientist, is to try to learn something about how the mind
works. So, which of the following would count as “the population”:

 Definition: Sample

 Definition: Population

 Exercise 1.5.1
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All of the undergraduate psychology students her university in Australia?
Undergraduate psychology students in general, anywhere in the world?
Australians currently living?
Australians of similar ages to my sample?
Anyone currently alive?
Any human being, past, present or future?
Any biological organism with a sufficient degree of intelligence operating in a terrestrial environment?
Any intelligent being?

Each of these defines a real group of mind-possessing entities, all of which might be of interest to me as a cognitive scientist, and
it’s not at all clear which one ought to be the true population of interest. Maybe surprisingly for you, there's no "right" answer!
Although some the suggestions get a little vague, they all could potentially be a population that her sample represents. Irrespective
of how the population is defined, the critical point is that the sample is a subset of the population. The goal of researchers is to use
our knowledge of the sample to draw inferences about the properties of the population. More on that in later chapters!

Actual drug use is much higher than drug arrests suggest, so you might want to measure how many people use marijuana. If
you send out a survey asking about their drug use to everyone with a driver’s license in California, but only 30% fill it out:

1. Who is the Sample?
2. Who could be the population? In other words, what is the biggest group that this sample could represent?

Answer

Add texts here. Do not delete this text first.

1. Who is the Sample? 30% of Californians with driver's licenses
2. Who could be the population? In other words, what is the biggest group that this sample could represent? There are

many possible populations, but Californians who have driver's licenses might make the most sense here.

This last example shows that sometimes our sample limits who we can generalize our results about, who could be our population.

In almost every situation of interest, what we have available to us as researchers is a sample of data. We might have run experiment
with some number of participants; a polling company might have phoned some number of people to ask questions about voting
intentions; etc. Regardless: the data set available to us is finite, and incomplete. We can’t possibly get every person in the world to
do our experiment; a polling company doesn’t have the time or the money to ring up every voter in the country etc.

This page titled 1.5: Populations and Samples is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.

10.1: Samples, Populations and Sampling by Danielle Navarro is licensed CC BY-SA 4.0. Original source:
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1.5.1: Collecting Data- More Practice with Populations and Samples
We are usually interested in understanding a specific group of people. This group is known as the population of interest, or simply
the population. The population is the collection of all people who have some characteristic in common; it can be as broad as “all
people” if we have a very general research question about human psychology, or it can be extremely narrow, such as “all freshmen
psychology majors at Midwestern public universities” if we have a specific group in mind.

Populations and samples
In statistics, we often rely on a sample --- that is, a small subset of a larger set of data --- to draw inferences about the larger set.
The larger set is known as the population from which the sample is drawn.

You have been hired by the National Election Commission to examine how the American people feel about the fairness of the
voting procedures in the U.S. Who will you ask?

Solution

It is not practical to ask every single American how he or she feels about the fairness of the voting procedures. Instead, we
query a relatively small number of Americans, and draw inferences about the entire country from their responses. The
Americans actually queried constitute our sample of the larger population of all Americans.

A sample is typically a small subset of the population. In the case of voting attitudes, we would sample a few thousand
Americans drawn from the hundreds of millions that make up the country. In choosing a sample, it is therefore crucial that it
not over-represent one kind of citizen at the expense of others. For example, something would be wrong with our sample if it
happened to be made up entirely of Florida residents. If the sample held only Floridians, it could not be used to infer the
attitudes of other Americans. The same problem would arise if the sample were comprised only of Republicans. Inferences
from statistics are based on the assumption that sampling is representative of the population. If the sample is not representative,
then the possibility of sampling bias occurs. Sampling bias means that our conclusions apply only to our sample and are not
generalizable to the full population.

We are interested in examining how many math classes have been taken on average by current graduating seniors at American
colleges and universities during their four years in school.

Solution

Whereas our population in the last example included all US citizens, now it involves just the graduating seniors throughout the
country. This is still a large set since there are thousands of colleges and universities, each enrolling many students. (New York
University, for example, enrolls 48,000 students.) It would be prohibitively costly to examine the transcript of every college
senior. We therefore take a sample of college seniors and then make inferences to the entire population based on what we find.
To make the sample, we might first choose some public and private colleges and universities across the United States. Then we
might sample 50 students from each of these institutions. Suppose that the average number of math classes taken by the people
in our sample were 3.2. Then we might speculate that 3.2 approximates the number we would find if we had the resources to
examine every senior in the entire population. But we must be careful about the possibility that our sample is non-
representative of the population. Perhaps we chose an overabundance of math majors, or chose too many technical institutions
that have heavy math requirements. Such bad sampling makes our sample unrepresentative of the population of all seniors.

To solidify your understanding of sampling bias, consider the following example. Try to identify the population and the sample,
and then reflect on whether the sample is likely to yield the information desired.

 Example 1.5.1.1

 Example 1.5.1.2
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A substitute teacher wants to know how students in the class did on their last test. The teacher asks the 10 students sitting in the
front row to state their latest test score. He concludes from their report that the class did extremely well. What is the sample?
What is the population? Can you identify any problems with choosing the sample in the way that the teacher did?

Solution

The population consists of all students in the class. The sample is made up of just the 10 students sitting in the front row. The
sample is not likely to be representative of the population. Those who sit in the front row tend to be more interested in the class
and tend to perform higher on tests. Hence, the sample may perform at a higher level than the population.

A coach is interested in how many cartwheels the average college freshmen at his university can do. Eight volunteers from the
freshman class step forward. After observing their performance, the coach concludes that college freshmen can do an average
of 16 cartwheels in a row without stopping.

Solution

The population is the class of all freshmen at the coach's university. The sample is composed of the 8 volunteers. The sample is
poorly chosen because volunteers are more likely to be able to do cartwheels than the average freshman; people who can't do
cartwheels probably did not volunteer! In the example, we are also not told of the gender of the volunteers. Were they all
women, for example? That might affect the outcome, contributing to the non-representative nature of the sample (if the school
is co-ed).

Simple Random Sampling
Researchers adopt a variety of sampling strategies. The most straightforward is simple random sampling. Such sampling requires
every member of the population to have an equal chance of being selected into the sample. In addition, the selection of one member
must be independent of the selection of every other member. That is, picking one member from the population must not increase or
decrease the probability of picking any other member (relative to the others). In this sense, we can say that simple random sampling
chooses a sample by pure chance. To check your understanding of simple random sampling, consider the following example. What
is the population? What is the sample? Was the sample picked by simple random sampling? Is it biased?

A research scientist is interested in studying the experiences of twins raised together versus those raised apart. She obtains a
list of twins from the National Twin Registry, and selects two subsets of individuals for her study. First, she chooses all those in
the registry whose last name begins with Z. Then she turns to all those whose last name begins with B. Because there are so
many names that start with B, however, our researcher decides to incorporate only every other name into her sample. Finally,
she mails out a survey and compares characteristics of twins raised apart versus together.

Solution

The population consists of all twins recorded in the National Twin Registry. It is important that the researcher only make
statistical generalizations to the twins on this list, not to all twins in the nation or world. That is, the National Twin Registry
may not be representative of all twins. Even if inferences are limited to the Registry, a number of problems affect the sampling
procedure we described. For instance, choosing only twins whose last names begin with Z does not give every individual an
equal chance of being selected into the sample. Moreover, such a procedure risks over-representing ethnic groups with many
surnames that begin with Z. There are other reasons why choosing just the Z's may bias the sample. Perhaps such people are
more patient than average because they often find themselves at the end of the line! The same problem occurs with choosing
twins whose last name begins with B. An additional problem for the B's is that the “every-other-one” procedure disallowed
adjacent names on the B part of the list from being both selected. Just this defect alone means the sample was not formed
through simple random sampling.

 Example 1.5.1.3

 Example 1.5.1.4

 Example 1.5.1.5
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Sample size matters
Recall that the definition of a random sample is a sample in which every member of the population has an equal chance of being
selected. This means that the sampling procedure rather than the results of the procedure define what it means for a sample to be
random. Random samples, especially if the sample size is small, are not necessarily representative of the entire population. For
example, if a random sample of 20 subjects were taken from a population with an equal number of males and females, there would
be a nontrivial probability (0.06) that 70% or more of the sample would be female. Such a sample would not be representative,
although it would be drawn randomly. Only a large sample size makes it likely that our sample is close to representative of the
population. For this reason, inferential statistics take into account the sample size when generalizing results from samples to
populations. In later chapters, you'll see what kinds of mathematical techniques ensure this sensitivity to sample size.

More complex sampling

Sometimes it is not feasible to build a sample using simple random sampling. To see the problem, consider the fact that both Dallas
and Houston are competing to be hosts of the 2012 Olympics. Imagine that you are hired to assess whether most Texans prefer
Houston to Dallas as the host, or the reverse. Given the impracticality of obtaining the opinion of every single Texan, you must
construct a sample of the Texas population. But now notice how difficult it would be to proceed by simple random sampling. For
example, how will you contact those individuals who don’t vote and don’t have a phone? Even among people you find in the
telephone book, how can you identify those who have just relocated to California (and had no reason to inform you of their move)?
What do you do about the fact that since the beginning of the study, an additional 4,212 people took up residence in the state of
Texas? As you can see, it is sometimes very difficult to develop a truly random procedure. For this reason, other kinds of sampling
techniques have been devised. We now discuss two of them.

Stratified Sampling
Since simple random sampling often does not ensure a representative sample, a sampling method called stratified random sampling
is sometimes used to make the sample more representative of the population. This method can be used if the population has a
number of distinct “strata” or groups. In stratified sampling, you first identify members of your sample who belong to each group.
Then you randomly sample from each of those subgroups in such a way that the sizes of the subgroups in the sample are
proportional to their sizes in the population. 
 
Let's take an example: Suppose you were interested in views of capital punishment at an urban university. You have the time and
resources to interview 200 students. The student body is diverse with respect to age; many older people work during the day and
enroll in night courses (average age is 39), while younger students generally enroll in day classes (average age of 19). It is possible
that night students have different views about capital punishment than day students. If 70% of the students were day students, it
makes sense to ensure that 70% of the sample consisted of day students. Thus, your sample of 200 students would consist of 140
day students and 60 night students. The proportion of day students in the sample and in the population (the entire university) would
be the same. Inferences to the entire population of students at the university would therefore be more secure.

Convenience Sampling

Not all sampling methods are perfect, and sometimes that’s okay. For example, if we are beginning research into a completely
unstudied area, we may sometimes take some shortcuts to quickly gather data and get a general idea of how things work before
fully investing a lot of time and money into well-designed research projects with proper sampling. This is known as convenience
sampling, named for its ease of use. In limited cases, such as the one just described, convenience sampling is okay because we
intend to follow up with a representative sample. Unfortunately, sometimes convenience sampling is used due only to its
convenience without the intent of improving on it in future work.
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1.6: "Research shows that..."
You may have heard someone say, “Research shows that…” What this means is that an experimenter used the scientific method to
test a Research Hypothesis, and either supported that Research Hypothesis or did not support that Research Hypothesis. However,
much of what you read online is not supported by research using the scientific method. Instead, people who don’t know what an IV
or DV is try to convince you that their ideas are correct.

As a group, scientists seem to be bizarrely fixated on running statistical tests on everything. In fact, we use statistics so often that
we sometimes forget to explain to people why we do. It’s a kind of article of faith among scientists – and especially social scientists
– that your findings can’t be trusted until you’ve done some stats. Undergraduate students might be forgiven for thinking that we’re
all completely mad, because no one takes the time to answer one very simple question:

Why do you do statistics? Why don’t scientists just use common sense?
There’s a lot of good answers to it,  but a really simple answer is: we don’t trust ourselves enough. Scientists, especially
psychologists, worry that we’re human, and susceptible to all of the biases, temptations and frailties that humans suffer from. Much
of statistics is basically a safeguard. Using “common sense” to evaluate evidence means trusting gut instincts, relying on verbal
arguments and on using the raw power of human reason to come up with the right answer. Most scientists don’t think this approach
is likely to work.

In fact, come to think of it, this sounds a lot like a psychological question. In this behavioral statistics textbook, it seems like a good
idea to dig a little deeper here. Is it really plausible to think that this “common sense” approach is very trustworthy? Verbal
arguments have to be constructed in language, and all languages have biases – some things are harder to say than others, and not
necessarily because they’re false (e.g., quantum electrodynamics is a good theory, but hard to explain in words). The instincts of
our “gut” aren’t designed to solve scientific problems, they’re designed to handle day to day inferences – and given that biological
evolution is slower than cultural change, we should say that our gut is designed to solve the day to day problems for a different
world than the one we live in. Most fundamentally, reasoning sensibly requires people to engage in “induction”, making wise
guesses and going beyond the immediate evidence of the senses to make generalizations about the world. If you think that you can
do that without being influenced by various distractors, well, I have a bridge in Brooklyn I’d like to sell you.

The Curse of Belief Bias 
People are mostly pretty smart. Our minds are quite amazing things, and we seem to be capable of the most incredible feats of
thought and reason. That doesn’t make us perfect though. And among the many things that psychologists have shown over the
years is that we really do find it hard to be neutral, to evaluate evidence impartially and without being swayed by pre-existing
biases.

But first, suppose that people really are perfectly able to set aside their pre-existing beliefs about what is true and what isn’t, and
evaluate an argument purely on its logical merits. We’d expect 100% of people to say that the valid arguments are valid, and 0% of
people to say that the invalid arguments are valid. So if you ran an experiment looking at this, you’d expect to see data like this:

Table - Valid Arguments and Feelings

 Conclusion feels true Conclusion feels false

Argument is valid 100% say “valid” 100% say “valid”

Argument is invalid 0% say “valid” 0% say “valid”

If the data looked like this (or even a good approximation to this), we might feel safe in just trusting our gut instincts. That is, it’d
be perfectly okay just to let scientists evaluate data based on their common sense, and not bother with all this murky statistics stuff.
However, you have taken classes, and might know where this is going . . .

In a classic study, Evans, Barston, and Pollard (1983) ran an experiment looking at exactly this. What they found is show in Table 
; when pre-existing biases (i.e., beliefs) were in agreement with the structure of the data, everything went the way you’d hope

(in bold). Not perfect, but that’s pretty good. But look what happens when our intuitive feelings about the truth of the conclusion
run against the logical structure of the argument (the not-bold percentages):

Table - Beliefs Don't Match Truth

1
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 Conclusion feels true Conclusion feels false Conclusion feels true Conclusion feels false

Argument is valid 92% say “valid” 46% say “valid”

Argument is invalid 92% say “valid” 8% say “valid”

Almost all people continue to believe something that isn't true, even with a valid argument against it. Also, almost half of people
continue to believe that true arguments are false (if they started out not believing it).

Oh dear, that’s not as good. Apparently, when we are presented with a strong argument that contradicts our pre-existing beliefs, we
find it pretty hard to even perceive it to be a strong argument (people only did so 46% of the time). Even worse, when people are
presented with a weak argument that agrees with our pre-existing biases, almost no-one can see that the argument is weak (people
got that one wrong 92% of the time!).

Overall, people did do better than a chance at compensating for their prior biases, since about 60% of people’s judgments were
correct (you’d expect 50% by chance). Even so, if you were a professional “evaluator of evidence”, and someone came along and
offered you a magic tool that improves your chances of making the right decision from 60% to (say) 95%, you’d probably jump at
it, right? Of course you would. Thankfully, we actually do have a tool that can do this. But it’s not magic, it’s statistics. So that’s
reason #1 why scientists love statistics. It’s just too easy for us humans to continue to “believe what we want to believe”; so if we
want to “believe in the data” instead, we’re going to need a bit of help to keep our personal biases under control. That’s what
statistics does: it helps keep us honest.

Before you “like” or share news articles or posts online, try to get to get as close to the original study as you can get, and figure out
what the IV, DV, sample, and population is so that you can decide if their clam is actually supported by research. Was the IV
created (not just measured)? Does the way that the DV was measured make sense for that outcome? Does the sample really
represent the population that they are saying it does? Science is hard to do well, but it’s the best way to learn new things about the
world.

Including the suggestion that common sense is in short supply among scientists.
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1.7: Learning (Statistics)
As we close this chapter, if you are not at least a little overwhelmed, then you probably didn’t read the chapter closely enough. We
went over many, many words that you know what they mean, but now they have technical definitions use in statistics and research
that much more specific than how most people use the words. When learning a new field, you must learn new vocabulary. In this
case, you are learning statistics for the social sciences. A disadvantage of the social sciences is that so much of the vocabulary that
we use are technical definitions of words that you are familiar with.

What can you do to learn? 

Learn How To Learn 

This five-part video series from cognitive psychologist Dr. Chew, first mentioned in 1.3: Scientific Method, provides many
suggestions for how best to learn in any class. We will be returning to some of these ideas throughout the first unit. You might want
to watch one video every day for the first week of class to get in the practice of spending time and effort on your classes. Plus, the
videos have a lot of information in them, so it’s best not to watch them all at once.

Part 1: Beliefs that Make You Fail
Part 2: What Students Should Know about How People Learn
Part 3: Cognitive Principles for Optimizing Learning
Part 4: Putting the Principles of Optimizing Learning into Practice
Part 5: I Blew the Exam, Now What?

Spend Time Before, During, & After Class 

In his videos, Dr. Chew emphasizes how important time and effort is for learning. In addition to some of the practices that he
suggests for learning, you can also read this article by Zanardelli Sickler (2017) that describes what you can do before your class
session or lecture video, what you should do during lecture, and what you can do after lecture to make sure that you learn and
understand the material.

Another strategy is to decide what activities can be done easily enough on your phone for when you are on the go or don’t have
access to a bigger screen. For example, if you are reading this textbook (or any online material for your classes, really), then your
phone might be a great option, especially if you are taking notes in an online document. Your phone might be a great way to
preview assignments so that you can start thinking about what you'll be submitting. However, maybe taking quizzes should be
reserved when you have a bigger screen and time to think. Doing practice problems are probably best when you have a table or
desk to write on. Just planning ahead for what activities can be done when and how will help you organize your studying.

Practice! 
Use the Exercises throughout the chapters as practice. Don't just read them, but try to do them on your own, then check to see
how close you are to the answers.
Utilize this support “course” or try to finish the chapters during the first few weeks of the semester: Support Course for
Elementary Statistics, which is a course to prepare you to take a more math-focused statistics course (rather than social science
focused like this textbook)
Your school probably has tutors or a learning lab (math lab?), so set up weekly meetings to go over what you’re learning in
class. Don't just show up in a panic before an exam or paper is due; learning takes time.
Work in pairs to check each others’ work. But don’t do exactly what your partner is doing (that looks like cheating).
What else might work for you?

Phew! That was a lot! Take a break, and I'll meet you in the next chapter to learn about organizing data!
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2.1: Introduction to Looking at Data (This is what too many numbers looks like)
I have scores on a 100-point final exam from one class provided by OpenIntro.org Can you look at them in Table  and quickly
tell how the class did?

Table - Final Exam Scores

79 83 66 81

83 72 89 88

57 74 78 69

82 73 81 77

94 71 78 79

Even if you could get a general idea of how these 20 students did on the final exam, this is not the best way to understand data sets.
And just imagine if the class had 40 or 100 students in it!

When you deal with data, you may have so many numbers to you that you will be overwhelmed by them. That is why we need
ways to describe the data in a more manageable fashion.

We'll start that in this chapter on charts, then describe whole sets of data in only a few important numbers in the following chapter.

This page titled 2.1: Introduction to Looking at Data (This is what too many numbers looks like) is shared under a CC BY-SA 4.0 license and was
authored, remixed, and/or curated by Michelle Oja.

2.1: This is what too many numbers looks like by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
https://www.crumplab.com/statistics/.
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2.2: Frequency Tables
A table will have columns and rows. Columns go up and down (think of pillars or Greek columns), and rows go left to right on the
horizon line.

A graph (also called a chart) is like a drawing in which the data is plotted on two axes. These will be discussed next.

Table  shows the same data as Table 2.1.1 (scores on a 100-point final exam from one class from an unknown college
provided by OpenIntro.org). The only difference is that they are all in one column in Table , which is typically how lists of
raw data is provided.

Table - Final Exam Scores

Final Exam Scores

79

83

57

82

94

83

72

74

73

71

66

89

78

81

78

81

88

69

77

79

Let's practice with what we learned from the prior chapter on this new set of data.

1. Who was the sample?
2. Who could this sample represent (population)?
3. What was measured?
4. How many students scored above 90 points on the exam?

Solution

1. 20 students from an unknown college
2. Anything reasonable; maybe students in college?
3. Scores on a 100-point final exam
4. One

2.2.1

2.2.1

2.2.1
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It’s difficult to answer that last question with the raw data shown in Table . It would be easier if the data was organized from
highest score to lowest score, but an even easier way to answer these kinds of “how many” questions is to create a frequency table.

Table showing each score in the “x” column, and how many people earned that score in the “f” column. The “x” stands in for
whatever the score is, and the “f” stands for frequency.

Table  shows the same data as Table , but in a Frequency Table generated by software (Software Package for the Social
Sciences, or SPSS). As you can see in Table , only one person scored each amount listed, except for the scores of 78, 79, 81,
and 83 points (in which two students earned those scores).

Table - Frequency Table of Final Exam Scores

x f

57.00 1

66.00 1

69.00 1

71.00 1

72.00 1

73.00 1

74.00 1

77.00 1

78.00 2

79.00 2

81.00 2

82.00 1

83.00 2

88.00 1

89.00 1

94.00 1

Total 20

You might notice that the Table  does not include final exam scores that no student earned (for example, no scores are in the
“x” column between 57 to 66 points). You can include all of the scores with a frequency (“f” column) of zero, it does make the
table much complicated to interpret. What can be confusing is frequency tables must include scores of zeros (“x” is the score, not
the frequency or number of people who earned that score). For example, if a student skipped the final exam, then their zero points
earned would need to be included in the “x” column, with a frequency (“f” column) of one student.

The following practice Exercise should be much easier with Table !

1. How many students scored above 90 points on the exam?

2. How many students scored below 70 points?

Answer

1. One

2.2.1

 Definition: Frequency Table

2.2.2 2.2.1

2.2.2

2.2.2

2.2.2

2.2.2

 Exercise 2.2.1
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2. Three

Did you notice that the x-variable, the final exam scores, was a quantitative variable (ratio scale of measurement)? Frequency
Tables can also be used with qualitative variables (nominal scale of measurement). Table  shows the frequency (“f” column)
of Associate of Arts for Transfer degrees (which are slightly different from Associate of Arts degrees in general) earned by
California community college students in academic year 2019-2020 (“x” column). This data can be found on the California
Community Colleges Chancellor’s Office DataMart.

Table - AA-T Majors

x f

Biological Sciences 19

Education 8

Family and Consumer Sciences 616

Fine and Applied Arts 2,778

Foreign Language 717

Health 1,982

Humanities (Letters) 6,667

Interdisciplinary Studies 1,034

Law 36

Media and Communications 444

Psychology 10,843

Public and Protective Services 33

Social Sciences 13,164

The majors in Table  are listed alphabetically, which makes understanding the numbers a little more confusing. Because
qualitative variables have no natural order, you can list them however you like. To find your own major, an alphabetical order
works best. But if you'd like emphasize which major has the most graduates, then order from the highest to the lowest number of
graduates would be best. As we will learn more with charts, the best way to display data depends on what message you are trying to
tell.

Most of the graphs shown in the rest of the chapter are derived from frequency tables, so I hope that you find some simple data and
practice making a few before we starting using them more!

Contributors and Attributions 

Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown Campus)

Dr. MO (Taft College)

This page titled 2.2: Frequency Tables is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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2.3: APA Style Tables
You are probably a student in the social sciences. Most fields in the social sciences use the Publication Manual of the American
Psychological Association (Seventh Edition). This style guide is full of information on formatting and writing in APA Style. In this
Seventh Edition, you are allowed to put tables in an appendix (which would be the last section of the paper), or near where they are
being discussed in the appear.

For our purposes right now, we’ll be looking at how to format the titles for tables (which have rows and columns, and are not charts
or pictures). In APA Style, tables should be numbered and have a descriptive title. “Table 1” should be in bold, and on the line
above the title (which should be in italics). They both should be above the table and flush-left. An example is below, and you can
find more details at the best site to learn about APA Style: Purdue Online Writing Lab. Here is OWL Purdue’s page on tables and
figures in APA Style. Below is a Note on what the title and number should look like in APA Style.

Table 1

Final Exam Scores

You might notice that this is not at all like how the table titles have been throughout this textbook so far. And there's a good reason
for this! APA Style formatting is for sending your work to a publisher. Forcing everyone to format their papers the same way makes
it easier on the reviewers, and makes the playing field more fair for the researchers. With a standard formatting style, no one is
given preference for fancy graphics or exciting desktop publishing; instead, your work is judged on the quality of the science.

Once a work has been accepted for publishing, the formatting is then modified to fit the formatting of the journal, book, or website
where it is being published. That's what is happening here! It might be confusing to see the table titles in one format in your
textbook while your own work should be formatted differently. Sorry! When in doubt with formatting, go to your APA Manual or
OWL Purdue's APA Style website!

This page titled 2.3: APA Style Tables is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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2.4: Graphing Qualitative Variables- Bar Graphs

Graphing Qualitative Variables 

The first types of charts that will be covered are bar charts and pie charts. Both types of charts should be used on qualitative
variables only. There's another whole mess of chart types to use on quantitative variables! Review the section on quantitative and
qualitative variables in the first chapter to refresh yourself on qualitative variables and the nominal scale of measurement.
describes.

Bar Charts 
Bar charts are meant to display the frequencies of qualitative variables. Figure  shows the same data as the frequency table in
Table 2.2.3, but with bars.

Figure : AA-T Graduates by Major (Copyright CC0; chart created by Michelle Oja via California Community Colleges
Chancellor’s Office DataMart)

Let’s unpack Figure  a bit.

First, the x-axis has the same information as the “x” column in Table 2.2.3, the major that the graduating student earned the degree
in. The x-axis is always the one on the bottom going from left to right. Because we are talking about a variable that has categories
(nominal scale of measurement; qualitative variable), the information on the x-axis is the category names. They can be in any order
on the chart because qualitative variables don’t have a natural order. As you can see, they are ordered alphabetically. This makes no
sense to me, so I usually order from lowest frequency to highest frequency but wanted to let you see what is looks like when not
ordered numerically. You can choose any order that you’d like since qualitative variables have no natural order.
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Second, the y-axis in Figure  shows the same information as the “f” column in Table 2.2.3, the number of students who earned
that degree. The y-axis is always going up and down. Stand with your hands touching above your head to show that this is the axis
that is going up and down, then move your hands out to a “Y” (like in the song YMCA) to remember that the y-axis is the one that
goes up and down.

Third, notice that the bars do not touch; this is what makes it a bar chart and not a histogram (which will be covered later in this
chapter). This chart was created with common commercial spreadsheet software (Excel), but note that this type of chart is called a
“column bar chart” in the software. There are fancier types of bar charts, but often the fancier a chart looks, the more difficult it is
to easily and quickly understand what the chart is showing.

Interpreting Bar Charts 

The following questions will be asked for each type of graph in this chapter. In most cases, the questions will also be answered so
that you can get an idea of what you should be looking for in graphs. Some of these questions won't make sense for specific types
of graphs, but I want you to get in the habit of answering them to yourself when reviewing graphs.

1. What kind of graph is Figure ?
1. This is a bar graph (notice that the bars are not touching) because the variable is a qualitative category (nominal scale of

measurement).
2. What does the x-axis measure in Figure ?

1. The x-axis is the one on the bottom, and it was named “Student Major”. This is the major that the student earned an
Associate of Arts for Transfer degree from a California community college student during the 2019-2020 academic year.

3. What does the y-axis measure in Figure ?
1. The y-axis is the axis that goes up and down. For most charts discussed in this textbook, the y-axis will be frequencies. In

this figure, that means that the y-axis shows how many students earned the Associate of Arts for Transfer degree from each
major.

4. What do you notice from Figure ? What pops out to you?
1. What I noticed is that most students are earning the general “Social Science” degree, rather than something more specific

like Sociology or Psychology. I also noticed that there were very few students earned an Associate of Arts for Transfer
degree with an Education major.

5. What does Figure  make you wonder about?

1. I wonder what kind of degree future teachers are earning, because it does not look like they are earning an Associate of Arts
for Transfer! Maybe a general Associate of Arts? Or is there a different major that they are in?

6. What is a catchy headline for Figure ?
1. Be Like the Ten Thousand Psychology Graduates- Go to a California Community College

7. How could you summarize the info in Figure  into one sentence?
1. The most common Associate of Arts for Transfer degrees were in the Social Sciences, Psychology, Humanities, and Fine

and Applied Arts.

8. Who might want to know the information in Figure ?
1. California community college students? Potential California community college students? Faculty or administrators of

California community colleges?

Remember those videos about the best way to learn from Dr. Chew, a cognitive psychologist, first discussed in the first
chapter? Well, Dr. Chew’s second video has a bar chart (Part 2: What Students Should Know about How People Learn! I
suggest that you watch the whole video to understand the experiment, but the bar chart shows up around 3:10 minutes. Then,
answer the same questions as above.

Answer
1. What kind of graph is in the video?

1. This is a bar graph (notice that the bars are not touching).

2.4.1
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2. What does the x-axis measure in the video?
1. The x-axis is the one on the bottom, named “Level of Processing” and it has three levels (shallow, deep, and the

control group). There are different colored bars, and they represent another variable (memory goal?) that has two
levels, intentional and incidental.

3. What does the y-axis measure in the video?

1. The y-axis is the axis that goes up and down. For most charts discussed in this textbook, the y-axis will be
frequencies. However, in this video, the y-axis is showing the percentage of words that were successfully recalled
(remembered).

4. What do you notice from the graph in the video? What pops out to you?
1. What I noticed is that shallow processing (looking for the letter “e”) leads to worse recall than not having any

processing goal (the control group). I also find it interesting that the intent to learn didn’t affect memory really at all.
But you might have noticed other things!

5. What does the graph in the video make you wonder about?
1. I wonder why deep processing (elaborating) isn’t more well known to help students?! But what does the graph make

you wonder?

6. What is a catchy headline for the graph in the video?
1. "Learning is Deep" seems catchy to me, but I bet you came up with something better!

7. How could you summarize the info in the graph in the video into one sentence?
1. You could say something like, "Focusing on the meaning of words doesn’t seem to help you remember much more

than just trying to remember information, but it is way better than shallow processing."
8. Who might want to know the information from the graph in the video?

1. I imagine that both students and teachers would find this information very useful. Tutors and other learning
professionals should also know about it, too.

Summary 

Bar charts effectively portraying qualitative data. Bar charts are a good option when there are more than just a few categories, or
for comparing two or more distributions.

This page titled 2.4: Graphing Qualitative Variables- Bar Graphs is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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Figure - Pie Chart of Graduate's Majors (Copyright CC0; chart created by Michelle Oja via California Community Colleges
Chancellor’s Office DataMart)

2.5: Graphing Qualitative Variables- Pie Charts
In a pie chart, each category is represented by a slice of the pie. The area of the slice is proportional to the percentage of responses
in the category. Instead of showing frequencies, a pie chart shows proportions. Figure  shows the same information as the
frequency table in Table 2.2.3 and the bar chart in Figure 2.4.1, but as a pie chart.

Both bar charts and pie charts show information about how many people are in each group, but bar charts can show the exam
numbers while pie charts show the proportion, or percentage. You can learn different things from each chart, so it’s up to you to
decide which chart is best for you needs. Remembering that both of these kinds of charts show how many people are in each
qualitative variable’s group!

Pie Chart Interpretation 

The following will have similar answers as the bar chart interpretation because it’s the same data. But the answers aren’t exactly the
same because some things pop out in pie charts but not in bar charts, and vice versa.

1. What kind of graph is Figure ?
1. This is a pie chart. Pie charts are used with variables that have qualitative categories (nominal scale of measurement) when

you are want to compare proportions (percentages).
2. What does the x-axis measure in Figure ?

1. Trick questions! There’s no axes in pie charts! What is normally on the x-axis is the category or each score, and that is what
the colors and labels identify.

3. What does the y-axis measure in Figure ?

2.5.1
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1. Another trick question! Again, there are no axes in pie charts! What is normally on the y-axis is the frequency; instead of
having the numbers on an axis, the size of the pie slices indicates the size or portion of each category. In this example, I also
included the percentage next to the name of the category.

4. What do you notice fromFigure ? What pops out to you?
1. The pie chart shows which groups have the most graduates with Associate of Arts for Transfer, and that’s Social Sciences,

Psychology, Humanities, and Fine and Applied Arts. There are also a bunch of majors that show 0% of the pie. They really
don’t have 0%, or they wouldn’t be in the chart. Instead, those are the ones with really small frequencies, and their
percentage is a decimal point (like 0.05% for Biological Sciences).

5. What does Figure  make you wonder about?
1. Because the general “Social Sciences” is such a large proportion (slice of pie), I wonder what kind of careers they go into?

6. What is a catchy headline for Figure ?
1. Your Rainbow of Choices- Associate of Arts for Transfer from California Community Colleges

7. How could you summarize the info in Figure  into one sentence?

1. I would still say that the most common Associate of Arts for Transfer degrees were in the Social Sciences, Psychology,
Humanities, and Fine and Applied Arts, but the pie chart format shows how small of a proprotion many of other majors
earn.

8. Who might want to know the information in Figure ?
1. Same as from the bar chart! California community college students? Potential California community college students?

Faculty or administrators of California community colleges?

Pie charts can be misleading if they are based on a small number of observations. For example, if just five people had graduated
with an Associate of Arts for Transfer, and three earned their transfer degree in Psychology, it would be misleading to display a pie
chart with the Psychology major slice showing 60%. Problems like that can happen with small samples. In this case, the slices
should be labeled with the actual frequencies observed (e.g., 3) instead of with percentages.

Summary 
Pie charts and bar charts can both be effective methods of portraying qualitative data. Let's move on to graphing quantitative data!

Contributors and Attributions 

This page was extensively adapted by Michelle Oja (Taft College) from work by Foster et al. (sourced from University of
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curated by Michelle Oja.
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2.6: Graphing Quantitative Variables
Review the first chapter to refresh yourself on what quantitative variables and the ratio and interval scale of measurement
describes.

Briefly, quantitative variables are variables measured on a numeric scale. Height, weight, response time, subjective rating of pain,
temperature, and score on an exam are all examples of quantitative variables. Quantitative variables are distinguished from
qualitative (sometimes called nominal or categorical) variables such as favorite color, religion, city of birth, favorite sport in which
there is no ordering or measuring involved. 
 
There are many types of graphs that can be used to portray distributions of quantitative variables. The upcoming sections cover the
following types of graphs:

1. Line graphs (sometimes called frequency polygons)
2. Histograms
3. Box plots
4. Scatter plots

Each type of chart highlights different kinds of information. It is up to you to decide which fits your purposes best!

The Shape of Distribution 
The next section will go more in-depth, and the following chapter will go into even more detail, but here is an introduction to
describing the shape of graphs of quantitative variables.

The primary characteristic we are concerned about when assessing the shape of a distribution is whether the distribution is
symmetrical or skewed. A symmetrical distribution, as the name suggests, can be cut down the center to form two mirror images.
Although in practice we will never get a perfectly symmetrical distribution, we would like our data to be as close to symmetrical as
possible. Many types of distributions are symmetrical, but by far the most common and pertinent distribution at this point is the
normal distribution, shown in Figure . Notice that although the symmetry is not perfect (for instance, the bar just to the right
of the center is taller than the one just to the left), the two sides are roughly the same shape. The normal distribution has a single
peak, known as the center, and two tails that extend out equally, forming what is known as a bell shape or bell curve.

Figure : A symmetrical distribution in a histogram (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

Symmetrical distributions can also have multiple peaks. Figure  shows a bimodal distribution (bimodal means two modes),
named for the two peaks that lie roughly symmetrically on either side of the center point. This is relatively difficult characteristic to
detect numerically. Thus, it is important to visualize your data before moving ahead with any statistical analyses.
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Figure : A bimodal distribution in a histogram (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Distributions that are not symmetrical also come in many forms, more than can be described here. The most common asymmetry to
be encountered is referred to as skew, in which one of the two tails of the distribution is disproportionately longer than the other.
This property can affect the value of the averages we use in our analyses and make them an inaccurate representation of our data,
which causes many problems.

Skew can either be positive or negative (also known as right or left, respectively), based on which tail is longer. It is very easy to
get the two confused at first; many students want to describe the skew by where the bulk of the data (larger portion of the
histogram, known as the body) is placed, but the correct determination is based on which tail is longer. You can think of the tail as
an arrow: whichever direction the arrow is pointing is the direction of the skew. Figures  and  show positive (right) and
negative (left) skew, respectively.

 
Figure : A positively skewed distribution in a histogram (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

Figure : A negatively skewed distribution in a histogram (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

The next section will go into more detail about skew, and introduce you to a new term to describe different shapes of symmetrical
distributions.
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2.7: Skew and Kurtosis
Statisticians and researchers look at a lot of frequency charts (usually line graphs and histograms), so they know what to look for.
Khan Academy has a great video previewing what will be discussed in this section.

Skew 
Since it’s the more interesting of the two, let’s start by talking about the skew.

The shape of a frequency chart (line graph or histogram) can tell you a lot of about that data set. The simplest things to look for are
any extreme scores (called outliers) that seem to be much higher or much lower than most of the other scores. These outliers may
affect the shape of the distribution, making it skewed. A skewed distribution is one in which many scores are bunched up to one
side, and there are only a few scores on the other side. A distribution can be positively skewed (meaning that the scores are
bunched to the left, and the thin tail is pointing to the right) or negatively skewed (meaning that the scores are bunched to the right,
and the thin tail is pointing to the left). Figure  shows examples of a positively skewed line graph (on the right) and a
negatively skewed line graph on the left.

Figure - Diagram of Skew. (CC-BY-SA Rodolfo Hermans (Godot), CC BY-SA 3.0, via Wikimedia Commons)
Skewness is basically a measure of asymmetry, and the easiest way to explain it is by drawing some pictures. As Figure 
illustrates in histograms, if the data tend to have a lot of extreme small values (i.e., the lower tail is “longer” than the upper tail) and
not so many extremely large values (left panel), then we say that the data are negatively skewed. On the other hand, if there are
more extremely large values than extremely small ones (right panel) we say that the data are positively skewed. That’s the
qualitative idea behind skewness.

Figure - Diagram of Skew and No Skew (CC-BY-SA Danielle Navarro from Learning Statistics with R)

Kurtosis 
For distributions that are not skewed, you can look at how short and fat the distribution is, or if it is a medium bell-shaped curve, or
if it is tall and narrow. This way of describing the shape of symmetrical (not-skewed) distributions, how broad the distribution is, is
called kurtosis. Put simply, kurtosis is a measure of the “tailedness” of the data. As you can see in the line graph in Figure ,
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me

there are three main types: wide, medium, or tall. Wide and flat graphs are called platykurtic. Medium, bell-shaped graphs are
called mesokurtic or a normal distribution. Tall and narrow graphs are called leptokurtic.

Figure - Diagram of Three Kurtosis Types in Line Graphs (CC-BY Larry Green)

Figure  shows the three types of kurtosis in histograms. The histogram on the left shows platykurtic data, the middle
histogram shows mesokurtic data, and on the right, we have a leptokurtic data set. By mathematical calculations, the “normal
curve” (black lines) has zero kurtosis.

Figure : Diagram of Three Kurtosis Types in Histograms (CC-BY-SA Danielle Navarro from Learning Statistics with R)

The types of kurtosis are summarized in Table .

Table - Informal Description of Types of Kurtosis

Technical Name Informal Description

mesokurtic just pointy enough
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me
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Technical Name Informal Description

leptokurtic too pointy

platykurtic too flat

Summary 
In practice, neither skew nor kurtosis is used anywhere near as frequently as the measures of central tendency and variability that
will be discussed in next chapter. Skew is pretty important, though, so you do see it mentioned a fair bit; but I’ve actually never
seen kurtosis reported in a scientific article to date

Contributors 
Danielle Navarro (University of New South Wales)
Peter H. Westfall (Paul Whitfield Horn Professor and James and Marguerite Niver Professor, Texas Tech University)

Dr. MO (Taft College)

Figure  Image Attribution: Rodolfo Hermans (Godot), CC BY-SA 3.0, via Wikimedia Commons
Figure  Image Attribution: CC-BY Larry Green from Lake Tahoe Community College

This page titled 2.7: Skew and Kurtosis is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Danielle Navarro.
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2.8: Graphing Quantitative Data- Line Graphs
Although line graphs are great at showing how data changes through time, we will mostly use line graphs to show frequency
distributions; line graphs of frequency distributions are sometimes called frequency polygons, but that just reminds me of high
school geometry. For example, the frequency table in Table 2.2.2 showed the frequency of final exam scores, a quantitative
variable, while Figure  shows the same information but as a graph:

Figure : Line Graph of Frequency of Final Exam Scores. (Copyright CC-SA, chart by Dr. MO via data provided by
OpenIntro.org )

Let’s unpack Figure , as well. First, the x-axis has the same information as the “x” column in Figure 2.1, each score that was
earned on the final exam. The x-axis is always the one on the bottom going from left to right. Because we are talking about a
numerical variable (ratio scale of measurement; quantitative variable), the information on the x-axis is each score. In a line graph,
you did not create your own categories; for example, you would not create categories based on letter grades. The scores should be
from lowest to highest. Second, the y-axis shows the same information as the “f” column in Figure 2.2.2, the number of students
who earned that score. The y-axis is always going up and down. This chart was also created with a common commercial
spreadsheet software (Excel), and there are again fancier types of line graph. And again, the fancier a chart looks, the more difficult
it is to easily and quickly understand what the chart is showing.

Interpreting Line Graphs 
I added a question to your interpretations.
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Can you see which question was added? Why do you think it was added for line charts?

1. What kind of graph is Figure ?
1. This is a line graph. Line graphs are used to display quantitative data (or changes through time)

2. What does the x-axis measure in Figure ?

1. The x-axis on line graphs show each score (or each time period). The x-axis on line graphs shows each time period. In a line
graph showing changes through time, the x-axis will always be some marker of time.

3. What does the y-axis measure in Figure ?
1. The y-axis is the axis that goes up and down. For most charts discussed in this textbook, the y-axis will be frequencies.

However, the y-axis in Figure  shows the average percentages earned out of all points possible in the class each
semester.

4. [New question!] Is Figure  skewed? If so positively or negatively? If not, is the graph tall/narrow, medium/normal, or
wide/flat?
1. Because the tail is so long on th left and there seems to be a pile of scores towards the right, I would say that this line graph

is negatively skewed. This seems backwards to me, so I looked back at Figure 2.xxx (the picture of the skewed charts).
Because it is skewed, it can’t have kurtosis.

5. What do you notice from Figure ? What pops out to you?
1. Two things that pop out to me. First, there is a bump of more frequent scores between 78 to 83 points. This suggests that

most students in this unknown class earned a C+ or a B- on the Final Exam. The second thing I notice is that the left tail is
pretty long. This means there are also quite a few students who earned low scores on the Final Exam.

6. What does Figure  make you wonder about?
1. This chart makes me wonder if the professor ended up “curving” the exam since the highest score was 94 points, and that

score was earned by only one student. The next highest score was 89 points, again with only one student earning that score
on the Final Exam. If I haven’t said this before, THIS IS NOT MY CLASS.

7. What is a catchy headline for Figure ?
1. 85% of the Class Passed! [17 out of 20 students earned 70 points or higher]

8. How could you summarize the info in Figure  into one sentence?
1. Almost everyone in the class passed the Final Exam, but only one student earned more than 90 points.

9. Who might want to know the information in Figure ?
1. I would guess that students who are going to take this class from this professor might be interested. College administrators

might also want to know so that they can see that most students are passing their classes.

Line Graphs Through Time 

But for thoroughness, let’s also look at a line graph that shows data through time. Figure  shows the percentage of points earn
out of all points in Dr. MO's behavioral statistics courses in seven consecutive semesters (starting in Fall 2013, and ending in Fall
2016 when she started teaching a modified version of the course).
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Figure - Line Graph of Percentages Through Time (Copyright CC-BY-SA; Michelle Oja)

Unpacking Figure , what do you see? First, let’s compare Figure  to Figure . In Figure , the x-axis was each
score, while in Figure  the x-axis is the time period. Similarly, in Figure , the y-axis in the frequency, the number of
students who earned that score. In Figure , the y-axis is the percentage earned. Frequency distributions are really important for
statistical analyses, but they aren’t the only type of chart that you’ll come across.

Interpreting Line Graphs 
What kind of graph is Figure ?

This is a line graph. Line graphs are used to display quantitative data (or changes through time)
What does the x-axis measure in Figure ?

The x-axis on line graphs shows each time period. In a line graph showing changes through time, the x-axis will always be
some marker of time.

What does the y-axis measure in Figure ?

The y-axis is the axis that goes up and down. For most charts discussed in this textbook, the y-axis will be frequencies.
However, the y-axis in Figure  shows the average percentages earned out of all points possible in the class each
semester.

Is Figure  skewed? If so positively or negatively? If not, is the graph tall/narrow, medium/normal, or wide/flat?
This question doesn't really make sense when the x-axis isn't scores (quantitative data points). In line graphs through time,
we are looking for trends not kurtosis or skew.

What do you notice from Figure ? What pops out to you?
Spring 2015 was a great year for students!
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What does Figure  make you wonder about?
What happened in Spring 2015?! And why didn't it keep happening?

What is a catchy headline for Figure ?

Average is Passing in Dr. MO's Behavioral Statistics Class
How could you summarize the info in Figure  into one sentence?

The average percentages were all passing, with Spring 2015 being a particularly high average score.
Who might want to know the information in Figure ?

I would guess that students who are going to take this class from this professor might be interested. College administrators
might also want to know so that they can see that most students are passing this professor's class.

Another kind of graph that is used to show quantitative variables is a histogram, discussed next!

Contributors and Attributions 
This page was extensively adapted by Michelle Oja (Taft College) from work by Matthew J. C. Crump (Brooklyn College of
CUNY)

This page titled 2.8: Graphing Quantitative Data- Line Graphs is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated
by Michelle Oja.
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2.9: Graphing Quantitative Data- Histograms
Another common type of graph for frequency distributions for quantitative variables (interval or ratio scales of measurement) is a
histogram.

What other type of chart shows a frequency distribution for quantitative variables? Hint: We've already talked about it.

Answer

Line graph (sometimes called a frequency polygon)

Histograms look more like bar graphs, but are actually more like line graphs. Why?

Answer

Your answer probably talks about how the bars in bar charts don't touch, but the bars (or bins) in histograms do touch. Your
answer should say something about the type of variable: quantitative variables (ratio or interval scale of measurements)
should be graphed with histograms, and qualitative variables (nominal scale of measurement) should be graphed with bar
charts.

Figure  shows a histogram (created by SPSS) of the frequency distribution of the final exam score data from Table 2.2.2 (and
also shown in the line graph in Figure 2.8.1.

Figure : Histogram of Frequency of Final Exam Scores. (Copyright CC-SA, chart by Dr. MO via data provided by
OpenIntro.org )

As with all frequency distributions, the y-axis of a histogram shows the frequency of each score (how many people had each score)
and the x-axis has each score. Figure  shows the number of students who in each score category on the y-axis (Frequency),
and labels the score categories on the x-axis (Final Exam Score, with each 10 points labeled). To make the histogram, we just count
up the number of data points falling inside each bin, then plot those frequency counts as a function of the bins. Voila, a
histogram.The 10-point categories are called bins. Bin #1 goes from about 55 to abou 59 points, bin #2 goes about 65 to 69 points,
and so on until the last bin. The difference in the x-axis between a line graph and a histogram is that the scores are combined into
ranges, or categories, in a histogram. This makes it easier to quickly understand what a graph is showing if there are a lot of
different scores (like everyone’s GPA in your class), but it does lose some accuracy.

Each bar (bin), and can be used to answer questions about the frequency of scores within these bin categories. For example, how
many people scored between 90 to 100 points on the Final Exam? The seventh bar (or first on the right), the one between 90 and
100 on the x-axis, tells you how many. Look how tall that bar is. How tall is it? The height is shown on the y-axis, which provides
the frequency. One person scored between 90 points and 100 points on the Final Exam.
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Just like a line graph, a histogram can show the shape (kurtosis) or skew, and the range of our data set. The shape of the histogram
refers to how it goes up and down. The shape tells us where the data is. For example, when the bars are low we know there isn’t
much data there. When the bars are high, we know there is more data there. So, where is most of the data? It looks like it’s mostly
in the middle two bins, between 75-85 points. The range of the data tells us the minimum (lowest score) and the maximum (highest
score) of the data. In Figure , most of the scores are between 65 points and 95 points, but the minimum scores is between 55-
59 points.

When you make a histogram you get to choose how wide each bar will be. For example, below are four different histograms of the
same data (a happiness survey). What changes is the width of the bins.

Figure : Four histograms of the same data using different bin widths. (CC-BY-SA Matthew J. C. Crump from Answering
Questions with Data- Introductory Statistics for Psychology Students)

All of the histograms have roughly the same overall shape: From left to right, the bars start off small, then go up, then get small
again. In other words, as the numbers get closer to zero, they start to occur more frequently. We see this general trend across all the
histograms. But, some aspects of the trend fall apart when the bars get really narrow. For example, although the bars generally get
taller when moving from -1000 to 0, there are some exceptions and the bars seem to fluctuate a little bit. When the bars are wider,
there are less exceptions to the general trend. How wide or narrow should your histogram be? It’s a Goldilocks question. Make it
just right for your data.

Students often get confused between a bar graph and a histogram because they both have bars. There are two differences, however.
First, in a histogram, the bars must touch; there should not be space between the categories that were created from the quantitative
data. This leads to the second difference between histograms and bar charts: Histograms show quantitative variables, while bar
charts show qualitative variables (nominal scale of measurement).
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Histogram Interpretation 

The following are the same questions asked about the Figure 2.8.1, the line graph showing the frequency distribution of this same
data. You might find it interesting how the answers change a little depending on how the data is presented.

1. What kind of graph is Figure ?
1. This is a histogram. Histograms are used to display quantitative data, but it combines each score into groups. In Figure

2.xxx, the groups are 10-point ranges.
2. What does the x-axis measure in Figure ?

1. The x-axis on histograms show categories based on each score. In Figure , the software created 10-point categories for
each Final Exam Score that a student earned.

3. What does the y-axis measure in Figure ?
1. The y-axis is the axis that goes up and down. For most charts discussed in this textbook, the y-axis will be frequencies. In

Figure , that means that the y-axis shows how many students earned scores on the Final Exam in each 10-point range.
4. Is Figure  skewed? If so positively or negatively? If not, is the graph tall/narrow, medium/normal, or wide/flat?

1. Because there is a gap between the lowest score category and the next one, I would say that this histrogram is negatively
skewed. However, it looks less skewed than the same data in the line graph in Figure 2.8.1. In fact, just by looking at Figure 

 and not knowing the exact scores, I might have said that it is not skewed and that is has approximately normal kurtosis
(mesokurtic).

5. What do you notice from Figure ? What pops out to you?
1. Two things that pop out to me. First, there seemed to be the most scores around the middle of the distribution. The second

thing I notice is that one column that’s to the left. This shows that one student (frequency = 1) score below 60 points on the
Final Exam.

6. What does Figure  make you wonder about?
1. This histogram still makes me wonder if the professor ended up “curving” the exam so that the highest earning score was

now like earning 100% on the Final Exam. If I haven’t said this before, THIS IS NOT MY CLASS.
7. What is a catchy headline for Figure ?

1. Final Exam Scores are Normal [This is catchy if you know what a Normal Distribution is; more in Ch. 4!]

8. How could you summarize the info in Figure  into one sentence?
1. The class did really well on the Final Exam, although one student scored pretty low.

9. Who might want to know the information in Figure ?
1. I still am guessing that students who are going to take this class from this professor might be interested. College

administrators might also want to know so that they can see that most students are passing their classes.

Summary 

Making a histogram is our first act of officially summarizing the data. We are no longer look at the individual bits of data, instead
we will see how the numbers group together. Let’s look at a histogram of the happiness data, and then explain it.
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2.10: Graphing Quantitative Data- Boxplots
You might think that you've never seen a box plot, but you probably have seen something similar.

An alternative to line graphs and histograms is a boxplot, sometimes called a “box and whiskers” plot. Like line graphs and
histograms, they’re best suited to quantitative data (interval or ratio scale of measurement). The idea behind a boxplot is to provide
a simple visual depiction of the score in the exact middle (median), the where about each fourth (quartile) of the scores are, and the
range of the data. And because boxplots do so in a fairly compact and intuitive way, they have become a very popular statistical
graphic. When you look at this plot, this is how you should interpret it: the thick line in the middle of the box is the median; the box
itself spans the range from the 25th percentile to the 75th percentile; and the “whiskers” cover the full range from the minimum
value to the maximum value. This is summarized in the annotated plot in Figure .

Figure - A basic boxplot (panel a), plus the same plot with annotations added to explain what
aspect of the data set each part of the boxplot corresponds to (panel b). (CC-BY-SA- Danielle Navarro
from Learning Statistics with R)

In most applications, the “whiskers” don’t cover the full range from minimum to maximum. Instead, they actually go out to the
most extreme data point that doesn’t exceed a certain bound. By default, this value is 1.5 times the interquartile range (you don't
have to know what all of that means). Any observation whose value falls outside this range is plotted as a circle instead of being
covered by the whiskers, and is commonly referred to as an outlier. Because the boxplot automatically separates out those
observations that lie outside a certain range, people often use them as an informal method for detecting outliers: observations that
are “suspiciously” distant from the rest of the data.

Our Final Exam Score data provides just such an example, as shown in Figure , a boxplot created with SPSS software
(standard spreadsheet software generally does not include boxplot options). If you look closely, there's a little circle under the
bottom whisker with a "3" next to it. This is showing that three scores were below the range of the whiskers. These three scores can
be considered outliers. If you go back to Figure 2.2.2, you can easily see what those three scores are (57, 66, 69).
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Figure - Boxplot of Frequency of Final Exam Scores. (Copyright CC-SA, chart by Dr. MO via data provided by
OpenIntro.org )

Box Plots Interpretation 
Let's answer the same questions that we've been answering, over this same data set, but based on the boxplot graphic in Figure 

.

1. What kind of graph is Figure Figure ?
1. This box plot.

2. What does the x-axis measure in Figure ?
1. There is no x-axis because there is only one group. If there were more groups, each would have its own box and the name of

the group would be labeled on the x-axis.
3. What does the y-axis measure in Figure ?

1. The y-axis is the axis that goes up and down. In Figure ,the y-axis shows how many students earned different scores
on the Final Exam by the size and location of the square in the middle. The “whiskers” or bars show information about the
expected variation. You can also see a circle under the 60.00 line, with the number 3 next to it; this shows that 3 students
scored that extreme, which is outside of what is expected.

4. Is Figure Figure ? If so positively or negatively? If not, is the graph tall/narrow, medium/normal, or wide/flat?
1. This is sort of a trick question. Skew is not shown in a box plot in the same way that it is shown in a line graph or histogram.

However, you can see that the box in the middle is not centered evenly between the whiskers; the top whisker is longer than
the bottom whisker. This shows that the bulk of scores fall within the box, but that there are some that go higher and lower,
and the circle shows that there are three scores that are really low.

5. What do you notice from Figure ? What pops out to you?
1. Those three scores at the bottom jump out at me! Plus, the fact that the top whisker doesn’t go all the way to 100 suggests

that no one scored that high.

6. What does Figure  make you wonder about?
1. This box plot makes me wonder about those three students outside of the whiskers more than the other charts did.

7. What is a catchy headline for Figure ?
1. Chances Are You’ll Be One of the 85% [Because 17 out of 20 students earned a passing grade on the Final Exam; 17/20 =

.85 x 100 = 85%]
8. How could you summarize the info in Figure  into one sentence?

1. The class did really well on the Final Exam, although three students did not pass.

9. Who might want to know the information in Figure ?
1. I still am guessing that students who are going to take this class from this professor might be interested. College

administrators might also want to know so that they can see that most students are passing their classes.

That's it on boxplots! Let's move on to the last kind of graph that will be discussed, scatterplots!
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2.11: Graphing Quantitative Data- Scatterplots
So far, we’ve mostly covered charts that show how many people were in each category or earned each score. Scatterplots are a
different kind of chart that can show you about how many people scored each variable, but the real purpose is show two a person’s
score on two quantitative variables (ratio or interval scale of measurement) at once. In scatterplots, the both the x-axis and the y-
axis are scores on a quantitative variable, and there is no direct measurement of frequency. Figure  shows an example with
GPA and the hours that the student studied (the GPA_Study_Hours file from OpenIntro.org). Each dot represents a student, and
shows both their GPA and how many hours they studied. Find the dot that’s most right; that student who spent 70 hours studying,
and did not quite earn a 4.0. In fact, it looks like no one who studied over 35 hours earned a 4.0; what do you think that can tell you
about time spent studying? On the other hand, only a few people who spent less than 20 hours studying earned a 4.0; what can that
tell you about how the time you spend studying leads to your GPA?

Figure : Scatterplot of Study Hours and GPA. (Copyright CC-SA, chart by Dr. MO via data provided by OpenIntro.org )

Remember IVs and DVs from Ch. 1? In scatterplots, the cause (IV) is usually plotted on the x-axis, and the effect (DV) is plotted
on the y-axis. What we are looking for is: what happens to the DV when the IV increases? In Figure , as Study Hours
increase, GPA tends to increase. However, this isn’t a strong relationship because there are a couple students who spend a lot of
time studying and don’t get the GPA payoff, while there are even more students who spend 5-10 hours studying but still earn good
grades. In general, however, it looks like spending more time studying is related to higher GPAs.

Use this Statistics How To to practice making a scatterplot. Once you can make one, with the IV on the bottom and the DV on
the side, you’ll better understand what they can show.

Scatterplot Interpretation 
1. What kind of graph is Figure ?

1. This is a scatterplot. Scatterplots are used to plot two quantitative variables for each person. In Figure , the two
variables are Study Hours and GPA.

2. What does the x-axis measure in Figure ?
1. The x-axis in Figure  shows the hours that each person studied. Lower hours of studying are on the left, and higher

hours of studying are on the right.
3. What does the y-axis measure in Figure ?

1. The y-axis is the axis that goes up and down. For most charts discussed in this textbook, the y-axis will be frequencies.
However, the y-axis of the scatterplot in Figure  shows another quantitative variable, GPA of each person. Lower
GPAs are towards the bottom of the axis, and higher GPAs are towards the top.

4. Is Figure  skewed? If so positively or negatively? If not, is the graph tall/narrow, medium/normal, or wide/flat?

1. Trick question! Because scatterplots do not show frequency distributions, they aren’t described as skewed and they don’t
have kurtosis. Instead, we look to see if there is a general trend; as one variable goes up, does the other go up, go down, or
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are they unrelated? It does look like more studying is related to higher GPAs, but this isn’t quite as strong of a relationship
as we’d like to see.

5. What do you notice from Figure ? What pops out to you?
1. What I first noticed is that a lot of students study 20 hours or less, and still have high GPAs. I also noticed that there are lots

of scores in 5-hour increments (e.g., 5 hours, 10 hours, 15 hours, etc.). This suggests that students were estimated the
number of hours that they studied, and rounding to the nearest 5-hour mark.

6. What does Figure  make you wonder about?
1. I wonder if the results would change if the hours studied were measured more accurately, rather than having students

estimate at a later time? I also wonder what was going with those two students who studied more than 60 hours (and still
didn’t earn a 4.0). What were they doing that they considered “studying”? Or is this a data-entry mistake? Like, did someone
say that they studied 6 hours but it was entered as 60 hours?

7. What is a catchy headline for Figure ?
1. Study Less and Still Get a 4.0!

8. How could you summarize the info in Figure  into one sentence?

1. A lot of students studied about 5 to 20 hours and earned GPAs above 3.0.
9. Who might want to know the information in Figure ?

1. I still am guessing that students who might be interested. Maybe tutors and folks working in a Learning Center would find
this useful?

Remember those videos about the best way to learn from Dr. Chew, a cognitive psychologist? First discussed in 1.3: The Scientific
Method and all 5 linked in 1.8 (What can you do to learn material for this class?). Well, Dr. Chew’s first video has a scatter plot
(Part 1: Beliefs that Make You Fail)! I suggest that you watch the whole video, but the experiment and scatterplot show up around
4:30 minutes.

Watch Dr. Chew’s first video (Part 1: Beliefs that Make You Fail), then answer the same set of questions. I suggest that you
watch the whole video, but the experiment and scatterplot show up around 4:30 minutes.

Answer
1. What kind of graph is in Dr. Chew’s Beliefs that Make you Fail video?

1. This is a scatterplot. Scatterplots are used to plot two quantitative variables for each person. In the scatterplot in the
video, the two variables are Estimated Percentage Correct and Actual Percentage Correct on an exam.

2. What does the x-axis measure in the scatterplot in Dr. Chew’s Beliefs that Make you Fail video?
1. The x-axis in the scatterplot in Dr. Chew’s Beliefs that Make you Fail video shows the percentage that students

thought that they got correct on the exam. Lower scores are on the left, and higher percentages are on the right.
3. What does the y-axis measure iin the scatterplot in Dr. Chew’s Beliefs that Make you Fail video?

1. The y-axis is the axis that goes up and down. For most charts discussed in this textbook, the y-axis will be
frequencies. However, the y-axis of the scatterplot in the scatterplot in Dr. Chew’s Beliefs that Make you Fail video
shows another quantitative variable, the actual percentage correct on the exam. Lower scores are towards the bottom
of the axis, and higher percentages are towards the top.

4. Is the scatterplot in Dr. Chew’s Beliefs that Make you Fail video skewed? If so positively or negatively? If not, is the
graph tall/narrow, medium/normal, or wide/flat?
1. Trick question! Because scatterplots do not show frequency distributions, they aren’t described as skewed and they

don’t have kurtosis. Instead, we look to see if there is a general trend; as one variable goes up, does the other go up,
go down, or are they unrelated? It does look like most students estimated their percentage correct pretty close to
their actual percentage correct, but were a few students who estimated that they did way better than they actually
did. Dr. Chew says that these students have low meta-cognition, meaning that they are unclear on what material they
actually know.

5. What do you notice from the scatterplot in Dr. Chew’s Beliefs that Make you Fail video? What pops out to you?
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1. What I first noticed was that most students’ estimates were pretty close to their actual percentages earned. Yay, most
students had good meta-cognition!

6. What does the scatterplot in Dr. Chew’s Beliefs that Make you Fail video make you wonder about?
1. I wonder if students get better at estimating what they know throughout the semester?

7. What is a catchy headline for the scatterplot in Dr. Chew’s Beliefs that Make you Fail video?
1. Meta-Cognition: Predicting Your Future!

8. How could you summarize the info in the scatterplot in Dr. Chew’s Beliefs that Make you Fail video into one sentence?
1. Most students’ estimates of their exam grades were relatively close to their actual exam grades, but there were a few

students who badly overestimated their scores.
9. Who might want to know the information in the scatterplot in Dr. Chew’s Beliefs that Make you Fail video?

1. I still am guessing that students might be interested. Maybe tutors and folks working in a Learning Center would
find this useful?

Positive or Negative? 
Scatterplots can show when there is a linear relationship., meaning that the two variables vary together and when plotted look like a
straight line. Scatterplots can show positive linear relationships, negative linear relationships, or show that there is no relationship
between the two variables.

Positive linear relationship: When one variable goes up, the other goes up.

Positive doesn’t mean good!! It means that the two variables change in the same direction.
Negative linear relationship: When one variable goes up, the other variable goes down.

Negative doesn’t mean bad!!! It means that the two variables change in different directions.

Figure  shows a scatterplot for hypothetical scores on Job Satisfaction (x-axis) and Well-Being of the worker (on the y-axis).
We can see from the axes that each of these variables is measured on a 10-point scale, with 10 being the highest on both variables
(high satisfaction and good health and well-being) and 1 being the lowest (dissatisfaction and poor health). This scale suggests an
interval scale of measurement for both variables, which means that there are two quantitative variables.

When we look at this plot, we can see that the variables do seem to be related. The higher scores on Job Satisfaction tend to also be
the higher scores on Well-Being, and the same is true of the lower scores.

Figure - Scatterplot of Job Satifaction & Well-Being (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

Figure  demonstrates a positive relation. As Job Satisfacation scores increase, Well-Being scores also tend to increase.
Although this is not a perfect relation (if it were, the points would form a single straight line), it is nonetheless very clearly positive.
This is one of the key benefits to scatterplots: they make it very easy to see the direction of the relation.
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As another example, Figure  shows a negative relation between Job Satisfacation on the x-axis and Burnout on the y-axis. As
we can see from Figure , higher scores on Job Satisfacation tend to correspond to lower scores on Burnout, which is how
stressed, un-energetic, and unhappy someone is at their job. As with Figure , this is not a perfect relation, but it is still a clear
one. As these figures show, points in a positive relation moves from the bottom left of the plot to the top right, and points in a
negative relation move from the top left to the bottom right.

Figure - Scatterplot of Job Satisfaction and Burnout (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

Or None? 

Scatterplots can also indicate that there is no relation between the two variables. In these scatterplots (an example is shown below
in Figure  plotting Job Satisfaction and Job Performance) there is no interpretable shape or line in the scatterplot. The points
appear randomly throughout the plot. If we tried to draw a straight line through these points, it would basically be flat. The low
scores on job satisfaction have roughly the same scores on job performance as do the high scores on job satisfaction. Scores in the
middle or average range of job satisfaction have some scores on job performance that are about equal to the high and low levels
and some scores on job performance that are a little higher, but the overall picture is one of inconsistency.

As we can see, scatterplots are very useful for giving us an approximate idea of whether or not there is a relation between the two
variables and, if there is, if that relation is positive or negative. They are also useful for another reason: they are the only way to
determine one of the characteristics of correlations that are discussed next: form.

Figure - Scatterplot of Job Satisfaction and Job Performance (CC-BY-NC-SA Foster et al. from An Introduction to
Psychological Statistics)
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Curvilinear Relationships 

Sometimes the fastest way isn't a straight line...

A linear relation is what we saw in Figure  and Figure . If we drew a line through the middle points in the any of the
scatterplots, we would be best suited with a straight line. The term “linear” comes from the word “line”. The relation between two
variables can also be curvilinear. As the name suggests, a curvilinear relation is one in which a line through the middle of the points
will be curved rather than straight. Two examples are presented in Figures  and .

Figure : Curvilinear Scatterplot with an Elbow (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

Figure : Curvilinear Scatterplot with an Inverted-U (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics).

Curvilinear relations can take many shapes, and the two examples above are only a small sample of the possibilities. What they
have in common is that they both have a very clear pattern but that pattern is not a straight line.

Sometimes when we look at scatterplots, it is tempting to get biased by a few points that fall far away from the rest of the points
and seem to imply that there may be some sort of relation. These points are outliers, which we discussed before.

We’ll return to scatterplots in Chapters 14 and 15 to discuss ways to statistically analyze this relationship to see if what the
scatterplot looks like it shows is really what is happening.
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2.12: Summary and Some Honesty

Intentional Lies or Accidental Misleading? 

It’s easy to mislead with graphs. Some of the fancy graphics make it more difficult to see the exact numbers, but there are many
ways to be misled with graphs. To avoid being fooled by a fancy chart you should also check out the axes. In a frequency
distribution, the y-axis should generally be one or zero. This article “Lying with Graphs” (website address:
http://chmullig.com/2011/04/lying-with-graphs/) by Chris Mulligan in 2011 shows an example of both a confusing type of chart,
and mis-leading axes (plus, he didn’t think that the original article calculated the actual numbers correctly, either); always be
vigilant!

Example of Misleading 

We will use data from interviews of computer users to show how graphs in general, but especially bar graphs, can be misleading.
Here's the research scenario: When Apple Computer introduced the iMac computer in August 1998, the company wanted to learn
whether the iMac was expanding Apple’s market share. Was the iMac just attracting previous Macintosh owners? Was it purchased
by newcomers to the computer market> Were previous Windows users switching over? To find out, 500 iMac customers were
interviewed. Each customer was categorized as a previous Macintosh owner, a previous Windows owner, or a new computer
purchaser.

Figure  shows that three-dimensional bars are usually not as effective as two-dimensional bars because it's unclear where the
top of the bar is.

Figure : A three-dimensional bar chart (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Here is another way that fanciness can lead to trouble. Instead of plain bars, it is tempting to substitute meaningful images. For
example, Figure  presents iMac data using pictures of computers. The heights of the pictures accurately represent the number
of buyers, yet Figure  is misleading because the viewer's attention will be captured by the area (width) of the computers, not
just the height. The areas can exaggerate the size differences between the groups. In terms of percentages, the ratio of previous
Macintosh owners to previous Windows owners is about 6 to 1. But the ratio of the two areas in Figure  is about 35 to 1. A
biased person wishing to hide the fact that many Windows owners purchased iMacs would be tempted to use Figure \
(\PageIndex{2\)! Edward Tufte coined the term “lie factor” to refer to the ratio of the size of the effect shown in a graph to the size
of the effect shown in the data. He suggests that lie factors greater than 1.05 or less than 0.95 produce unacceptable distortion.
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Figure : Example with a lie factor greater than 8. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

Another distortion in bar charts results from setting the bottom of the y-axis to a something other than zero. The bottom of the Y-
axis should represent the least number of cases that could have occurred in a category. Normally, this number should be zero.
Figure  shows the iMac data with a baseline of 50. Once again, the differences in areas suggests a different story than the
true differences in percentages. The number of Windows-switchers seems minuscule compared to its true value of 12%.

Figure : Example with a baseline of 50. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Why don't you use this iMac data to play around and create your own bar chart by hand or with computer software, without
making it misleading?

Examples of Misleading, or Lies? 

Go through the examples from this 2014 BuzzFeed report by Katie Notopoulos
(https://www.buzzfeednews.com/article/katienotopoulos/graphs-that-lied-to-us), and decide one thing that is wrong with each
chart.

1. The time an upside down y-axis made "Stand Your Ground" seem much more reasonable.

2. The time 7 million was 5x more than 6 million.

3. The Govenor race where one guy's 37% was WAY more than just 37%

4. This bar graph that shows the devastating drop in this pitcher's speed after one year.

5. The time when Scotland really gave 110%.
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6. This poll which gives about the same infuriating response as when you ask someone what they want for dinner.

7. The pollster who really doesn't want people to think A levels are getting harder.

8. This graph that measure..... units of "innovation"?

9. The number skipping y-axis on this totally legit graph.

10. This graph showing the astonishing growth rate to .06 hawks?

11. Whatever happened in this school paper.

12. The graph where last year, last week, and today are equally far apart.

13. This chart showing the giant gulf between 35% and 39.6%.

Solution

1. Check out the y-axis. Instead of zero on the bottom, with the higher numbers being higher, the y-axis is “upside down” from
what is typical.

2. Check out the y-axis. Not only is it not labeled, but if the y-axis had started with zero, the 1 million difference would have
looked like much.

3. The two 37%’s probably look difference chart doesn’t show decimal points, but if the y-axis had started with zero, the two
37%’s would be indistinguishable.

4. It’s the missing y-axis problem again, and not starting the y-axis at zero.

5. There’s nothing technically wrong with these numbers, but you should always have someone else check your math.

6. There’s nothing technically wrong with these numbers, but it is a reminder that designing survey questions is harder than it
seems!

7. This is an appropriate way to use a pie chart (showing percentages that add up to close to 100%), but the pie slices need to
represent the percentage, so the blue should only be 49% of the pie. It looks like 60% or about two-thirds…

8. It’s important to label your y-axis with units that make sense!

9. The y-axis should have equal intervals, meaning that the difference between the first number and the second number (2
points in this example, from 1 to 3) is the same as the difference between the highest number and the second highest number
(which is 1803-516 = 1287 in this example).

10. There is nothing technically wrong with this chart, but even going from zero to 1.0 would have seemed more accurate when
dealing with such small numbers on the y-axis.

11. The colors in the pie charts should take up the portion of the pie that the numbers show. Also, pie charts show 100% of the
sample, but 26% + 26% + 26% +26% = 104%, so someone needed a friend to check their math here, as well.

12. Here is an example of a line graph showing changes through time, except that the x-axis doesn’t have equal intervals. It
should probably have been a bar chart showing the three time categories, rather than trying to show a change through time.

13. Another example of a missing y-axis that is misleading because the missing y-axis doesn’t start at zero.

You can also read this great 2014 blog by Ravi Parikh of Heap showing some of the same examples of graphs that seem to be
trying to intentionally mislead readers, and an explanation about what is inappropriate or missing: https://heap.io/blog/data-
stories/how-to-lie-with-data-visualization

Be careful to avoid misleading your audience, or being misled!

Graphs Summary 

You've learned about many types of graphs, and why they should be used. You also should have practiced interpreting what they
can tell you.
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Play around with this interactive website (website address:
https://www.zoology.ubc.ca/~whitlock/Kingfisher/SamplingNormal.htm), then answer what kind of graphs they are.

Solution

Although both have lines to show a Normal Distribution, the actual graphs of the data are histograms because they are bars that
touch, and the bars show the frequency of different quantitative variables.

Now that you’ve learned so much about charts and graphs, go through these charts from the New York Times (website address:
https://www.nytimes.com/column/whats-going-on-in-this-graph) and determine if the x-axis is showing qualitative or quantitative
variables and if you can describe the shape of any frequency distributions.

Contributors and Attributions 
Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown Campus)

Dr. MO (Taft College)

This page titled 2.12: Summary and Some Honesty is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Foster et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the
style and standards of the LibreTexts platform.
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2.13: APA Style Charts
APA Style, as described in the Publication Manual of the American Psychological Association (Seventh Edition), has specific ways
to format the title of tables and graphs. We already talked about tables, now it's time to talk about graphs.

Graphs and pictures are considered figures (not tables). In APA Style, figure labels should be numbered and have a descriptive title.
“Figure 1” should be in bold, and on the line above the title (which should be in italics). They both should be above the figure,
flush-left. An example is below, and you can find more details at the best site to learn about APA Style: Purdue Online Writing
Lab. Here is a link to OWL Purdue’s page on tables and figures in APA Style.

Example:

Figure 1

Final Exam Scores

Figures should be near where they are being discussed in the appear or in an appendix (which would be the last section of the
paper). Finally, make sure to always label your axes with a title and with the numbers/categories, not just the figure title.

That's it for graphs! I'll see you in the next chapter to talk about how to describe these distributions of data with just a few numbers!

This page titled 2.13: APA Style Charts is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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3.1: Introduction to Descriptive Statistics

The death of one man is a tragedy. The death of millions is a statistic.

– Josef Stalin, Potsdam 1945

950,000 – 1,200,000

– Estimate of Soviet repression deaths, 1937-1938 (Ellman 2002)

Stalin’s infamous quote about the statistical character death of millions is worth giving some thought. The clear intent of his
statement is that the death of an individual touches us personally and its force cannot be denied, but that the deaths of a multitude
are incomprehensible, and as a consequence mere statistics, more easily ignored. I’d argue that Stalin was half right. A statistic is
an abstraction, a description of events beyond our personal experience, and so hard to visualize. Few if any of us can imagine what
the deaths of millions is “really” like, but we can imagine one death, and this gives the lone death its feeling of immediate tragedy,
a feeling that is missing from Ellman’s cold statistical description.

Yet it is not so simple: without numbers, without counts, without a description of what happened, we have no chance of
understanding what really happened, no opportunity event to try to summon the missing feeling. And in truth, as I write this, sitting
in comfort on a Saturday morning, half a world and a whole lifetime away from the Gulags, when I put the Ellman estimate next to
the Stalin quote a dull dread settles in my stomach and a chill settles over me. The Stalinist repression is something truly beyond
my experience, but with a combination of statistical data and those recorded personal histories that have come down to us, it is not
entirely beyond my comprehension. Because what Ellman’s numbers tell us is this: over a two year period, Stalinist repression
wiped out the equivalent of every man, woman and child currently alive in the city where I live. Each one of those deaths had it’s
own story, was it’s own tragedy, and only some of those are known to us now. Even so, with a few carefully chosen statistics, the
scale of the atrocity starts to come into focus.

Thus it is no small thing to say that the first task of the statistician and the scientist is to summarize the data, to find some collection
of numbers that can convey to an audience a sense of what has happened. This is the job of descriptive statistics, but it’s not a job
that can be told solely using the numbers. You are a data analyst, not a statistical software package. Part of your job is to take these
statistics and turn them into a description. When you analyze data, it is not sufficient to list off a collection of numbers. Always
remember that what you’re really trying to do is communicate with a human audience. The numbers are important, but they need to
be put together into a meaningful story that your audience can interpret. That means you need to think about framing. You need to
think about context. And you need to think about the individual events that your statistics are summarizing.

Reference 
Ellman, M. (2002). Soviet Repression Statistics: Some Comments. Europe-Asia Studies, 54 (7). Taylor & Francis: 1151–72.

This page titled 3.1: Introduction to Descriptive Statistics is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Danielle Navarro.

5.10: Epilogue- Good Descriptive Statistics Are Descriptive! by Danielle Navarro is licensed CC BY-SA 4.0. Original source:
https://bookdown.org/ekothe/navarro26/.

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22022?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/03%3A_Descriptive_Statistics/3.01%3A_Introduction_to_Descriptive_Statistics
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/03%3A_Descriptive_Statistics/3.01%3A_Introduction_to_Descriptive_Statistics
https://creativecommons.org/licenses/by-sa/4.0
https://djnavarro.net/
https://stats.libretexts.org/@go/page/8142
https://djnavarro.net/
https://creativecommons.org/licenses/by-sa/4.0/
https://bookdown.org/ekothe/navarro26/


3.2.1 https://stats.libretexts.org/@go/page/22023

3.2: Math Refresher
Statistics is not math. It does, however, use math as a tool. This section will review some of the tools that you'll use in statistical
equations, with an ending section on calculating percentages. You learned much of this in junior high or early high school, but that
was a long time ago for most of us!

Order of Operations 

What does “Please Excuse My Dear Aunt Sally” or “PEMDAS” mean?

Solution

It's the order in which you should do each mathematical operation.

“Please Excuse My Dear Aunt Sally” or PEMDAS tells you what kind of calculations must be completed before other calculations.
However, this can still be overwhelming. Although you must follow the PEMDAS order, you can start at the top left, and go right
and down, just like how you read. In fact, PEMDAS is sorta like a sentence structure but with equations.

P- You must complete the calculations within parentheses before you can use those numbers in the rest of the equation.
E- You must complete the exponents (which will always just be squaring a number in statistics) before you can use that
number in the rest of the equation.
M- You must complete the multiplication before you can add or subtract it with other numbers in the equation. I actually
think that you're supposed to divide before you multiply?
D- You must complete the division before you can add or subtract it with other numbers in the equation. I actually think
that you're supposed to divide before you multiply?
A- Once all of the other mathematical calculations are completed, you can now add or subtract. I actually think that you're
supposed to subtract before you add?
S- Once all of the other mathematical calculations are completed, you can now add or subtract. I actually think that you're
supposed to subtract before you add?

What might throw you off in actual equations that we'll use is square rooting. Square rooting is actually the last operation because
you have to get down to one number.

Notation & Symbols 

Table  will cover some of the major mathematical symbols used in statistical equations. The column on the right is where you
can write explanations or examples in your own words.

Table - Common Mathematical Symbols

Symbol Read As Example or Description

> "greater than"  

< "less than"  

* or XY "multiply" or "times"  

() "square" or "times itself"  

√
"square root" or "find the number that,
multiplied by itself, equals the number in the
square root sign"

 

|#| “absolute value” or "make it a positive
number" (the lines, not the #-sign)
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Summing (Sigma or ) 

Many statistical formulas involve summing numbers. Fortunately there is a convenient notation for expressing summation. This
section covers the basics of this summation notation. Let's say we have a variable X that represents the weights (in grams) of four
grapes show in Table :

Table - Grape Weights in Grams

Grape X

A 4.6

B 5.1

C 4.9

D 4.4

The following formula means to sum up the weights of the four grapes:

The Greek letter  indicates summation. The X is a placeholder for all of the scores. Therefore,

Sums of Squares 

Many formulas involve squaring numbers before they are summed. This is indicated as

Notice that:

because the expression on the left means to sum up all the values of  and then square the sum (19² = 361), whereas the expression
on the right means to square the numbers and then sum the squares (90.54, as shown).

Multiplication (Products) 

Some formulas involve the sum of cross products. Below are the data for variables  and . The cross products ( , or )
are shown in the third column. The sum of the cross products is 3 + 4 + 21 = 28.

Table - Table of Scores and Products

Participant

A 1 3 3

B 2 2 4

C 3 7 21

Percentages 

Providing the percentages is often more useful than merely displaying frequency information, especially when comparing
distributions that have different sample sizes (different total amount of units/numbers).

Σ

3.2.2

3.2.2

∑X

Σ

∑X = + + + = 4.6 +5.1 +4.9 +4.4 = 19XA XB XC XD

= + + +(∑X)
2

4.62 5.12 4.92 4.42

= 21.16 +26.01 +24.01 +19.36 = 90.54

≠∑( )(∑X)
2

X2

X

X Y XY X×Y

3.2.2

X Y XY

∑ ∑ = 1 + 2 + 3 = 6 ∑ = 3 + 2 + 7 = 12 ∑ = 3 + 4 + 21 = 28
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1. Having 1 red-head in a group of 10= _____%
2. Having 1 red-head in a group of 100= _____%

Solution

1. Having 1 red-head in a group of 10 
2. Having 1 red-head in a group of 100 

In Example , showing the frequency of one doesn’t tell us as much as the percentage does because although 10% isn't a large
proportion, it's way bigger than 1%. The only time when providing frequencies (counts) is better than percentages is when you
have a very small population. For example, having 1 out of 3 people like your cologne is 33%, but it that doesn’t really tell you
anything meaningful about how you smell.

Once you get to a decimal point, you then multiply by 100 to get the percentage.

You probably all do this in your head, but try to write it out for now so that you don't skip a step.

Imagine that there are 35 students in your class and 5 of them had earned full credit on all assignments. What’s the percentage
of students in your class earning an A+?

Solution

1. Division:  (We would normally round decimal points to 2 numbers after the decimal, but for percentages we

should include 4 numbers because we'll need to multiply them.
2. Multiplication: 
3. Conclusion: The percentage of students in your class earning an A+ was 14.29%

As we move on to the actual calculations used to describe distributions of data, you can check out this Crash Course video on data
visualization which has a bit on percentages.

This page titled 3.2: Math Refresher is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.

1.7: Mathematical Notation by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
Current page by Michelle Oja is licensed CC BY-NC-SA 4.0.
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= 10%

= 1%

3.2.1

0.17 = 17%

0.94 = 94%

 Example 3.2.3

= 0.1429
5

35

0.1429 ×100 = 14.29%
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3.3: What is Central Tendency?
What is “central tendency,” and why do we want to know the central tendency of a group of scores? Let us first try to answer these
questions intuitively. Then we will proceed to a more formal discussion.

Imagine this situation: You are in a class with just four other students, and the five of you took a 5-point pop quiz. Today your
instructor is walking around the room, handing back the quizzes. She stops at your desk and hands you your paper. Written in bold
black ink on the front is “3/5.” How do you react? Are you happy with your score of 3 or disappointed? How do you decide? You
might calculate your percentage correct, realize it is 60%, and be appalled. But it is more likely that when deciding how to react to
your performance, you will want additional information. What additional information would you like?

If you are like most students, you will immediately ask your neighbors, “Whad'ja get?” and then ask the instructor, “How did the
class do?” In other words, the additional information you want is how your quiz score compares to other students' scores. You
therefore understand the importance of comparing your score to the class distribution of scores. Should your score of 3 turn out to
be among the higher scores, then you'll be pleased after all. On the other hand, if 3 is among the lower scores in the class, you won't
be quite so happy.

This idea of comparing individual scores to a distribution of scores is fundamental to statistics. So let's explore it further, using the
same example (the pop quiz you took with your four classmates). Three possible outcomes are shown in Table . They are
labeled “Dataset A,” “Dataset B,” and “Dataset C.” Which of the three datasets would make you happiest? In other words, in
comparing your score with your fellow students' scores, in which dataset would your score of 3 be the most impressive?

Table : Three possible datasets for the 5-point make-up quiz.

Student Dataset A Dataset B Dataset C

You 3 3 3

John's 3 4 2

Maria's 3 4 2

Shareecia's 3 4 2

Luther's 3 5 1

In Dataset A, everyone's score is 3. This puts your score at the exact center of the distribution. You can draw satisfaction from the
fact that you did as well as everyone else. But of course it cuts both ways: everyone else did just as well as you.

Now consider the possibility that the scores are described as in Dataset B. This is a depressing outcome even though your score is
no different than the one in Dataset A. The problem is that the other four students had higher grades, putting yours below the center
of the distribution.

Finally, let's look at Dataset C. This is more like it! All of your classmates score lower than you so your score is above the center of
the distribution.

Now let's change the example in order to develop more insight into the center of a distribution. Figure  shows the results of an
experiment on memory for chess positions. Subjects were shown a chess position and then asked to reconstruct it on an empty
chess board. The number of pieces correctly placed was recorded. This was repeated for two more chess positions. The scores
represent the total number of chess pieces correctly placed for the three chess positions. The maximum possible score was 89.

Figure : Back-to-back stem and leaf display. The left side shows the memory scores of the non-players. The right side shows
the scores of the tournament players.

3.3.1

3.3.1

3.3.1

3.3.1
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Two groups are compared. On the left are people who don't play chess. On the right are people who play a great deal (tournament
players). It is clear that the location of the center of the distribution for the non-players is much lower than the center of the
distribution for the tournament players.

We're sure you get the idea now about the center of a distribution. It is time to move beyond intuition. We need a formal definition
of the center of a distribution. In fact, we'll offer you three definitions! This is not just generosity on our part. There turn out to be
(at least) three different ways of thinking about the center of a distribution, all of them useful in various contexts. In the remainder
of this section we attempt to communicate the idea behind each concept. In the succeeding sections we will give statistical
measures for these concepts of central tendency.

Definitions of Center

Now we explain the three different ways of defining the center of a distribution. All three are called measures of central tendency.

Balance Scale

One definition of central tendency is the point at which the distribution is in balance. Figure  shows the distribution of the five
numbers 2, 3, 4, 9, 16 placed upon a balance scale. If each number weighs one pound, and is placed at its position along the number
line, then it would be possible to balance them by placing a fulcrum at 6.8.

Figure : A balance scale.

For another example, consider the distribution shown in Figure . It is balanced by placing the fulcrum in the geometric
middle.

Figure : A distribution balanced on the tip of a triangle.

Figure  illustrates that the same distribution can't be balanced by placing the fulcrum to the left of center.

Figure : The distribution is not balanced.

Figure  shows an asymmetric distribution. To balance it, we cannot put the fulcrum halfway between the lowest and highest
values (as we did in Figure ). Placing the fulcrum at the “half way” point would cause it to tip towards the left.

3.3.2

3.3.2

3.3.3

3.3.3

3.3.4

3.3.4

3.3.5

3.3.3
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Figure  An asymmetric distribution balanced on the tip of a triangle.

Smallest Absolute Deviation Another way to define the center of a distribution is based on the concept of the sum of the absolute
deviations (differences). Consider the distribution made up of the five numbers 2, 3, 4, 9, 16. Let's see how far the distribution is
from 10 (picking a number arbitrarily). Table  shows the sum of the absolute deviations of these numbers from the number 10.

Table : An example of the sum of absolute deviations

Values Absolute Deviations from 10

2 
3 
4 
9 

16

8 
7 
6 
1 
6

Sum 28

The first row of the table shows that the absolute value of the difference between 2 and 10 is 8; the second row shows that the
absolute difference between 3 and 10 is 7, and similarly for the other rows. When we add up the five absolute deviations, we get
28. So, the sum of the absolute deviations from 10 is 28. Likewise, the sum of the absolute deviations from 5 equals 3 + 2 + 1 + 4 +
11 = 21. So, the sum of the absolute deviations from 5 is smaller than the sum of the absolute deviations from 10. In this sense, 5 is
closer, overall, to the other numbers than is 10.

We are now in a position to define a second measure of central tendency, this time in terms of absolute deviations. Specifically,
according to our second definition, the center of a distribution is the number for which the sum of the absolute deviations is
smallest. As we just saw, the sum of the absolute deviations from 10 is 28 and the sum of the absolute deviations from 5 is 21. Is
there a value for which the sum of the absolute deviations is even smaller than 21? Yes. For these data, there is a value for which
the sum of absolute deviations is only 20. See if you can find it.

Smallest Squared Deviation

We shall discuss one more way to define the center of a distribution. It is based on the concept of the sum of squared deviations
(differences). Again, consider the distribution of the five numbers 2, 3, 4, 9, 16. Table  shows the sum of the squared
deviations of these numbers from the number 10.

Table : An example of the sum of squared deviations

2 64

3 49

4 36

9 1

16 36

Sum 186

3.3.5

3.3.2

3.3.2

3.3.3

3.3.3

Values Squared Deviations from 10
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The first row in the table shows that the squared value of the difference between 2 and 10 is 64; the second row shows that the
squared difference between 3 and 10 is 49, and so forth. When we add up all these squared deviations, we get 186. Changing the
target from 10 to 5, we calculate the sum of the squared deviations from 5 as 9 + 4 + 1 + 16 + 121 = 151. So, the sum of the
squared deviations from 5 is smaller than the sum of the squared deviations from 10. Is there a value for which the sum of the
squared deviations is even smaller than 151? Yes, it is possible to reach 134.8. Can you find the target number for which the sum of
squared deviations is 134.8?

The target that minimizes the sum of squared deviations provides another useful definition of central tendency (the last one to be
discussed in this section). It can be challenging to find the value that minimizes this sum.

This page titled 3.3: What is Central Tendency? is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Foster
et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the style and
standards of the LibreTexts platform.

3.1: What is Central Tendency? by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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3.3.1: Introduction to Measures of Central Tendency
We’ve seen that we can get a sense of data by plotting frequency data on a graph. These frequency charts show us what the
numbers look like, approximately how big and small they are, and how similar and different they are from another. It is good to get
a feeling about the numbers in this way. But, these visualization are not very precise. In addition to summarizing numbers with
graphs, we can summarize numbers using numbers (NO, please not more numbers, we promise numbers can be your friend).

From many numbers to one 
Measures of central have one important summary goal: to reduce a pile of numbers to a single number that we can look at. We
already know that looking at thousands of numbers is hopeless. Wouldn’t it be nice if we could just look at one number instead? We
think so. It turns out there are lots of ways to do this. Then, if your friend ever asks the frightening question, “hey, what are all
these numbers like?”. You can say they are like this one number right here.

But, just like in Indiana Jones and the Last Crusade (highly recommended movie), you must choose your measure of central
tendency wisely.

Each of the following sections will look at the mode, the median, and then the mean. So let's start with the easiest measure of
central tendency- mode!

This page titled 3.3.1: Introduction to Measures of Central Tendency is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Matthew J. C. Crump via source content that was edited to the style and standards of the LibreTexts platform.

2.4: Measures of Central Tendency (Sameness) by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
https://www.crumplab.com/statistics/.
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3.3.2: Measures of Central Tendency- Mode
The mode is the most frequently occurring number in your measurement. That is it. How do you find it? You have to count the
number of times each number appears in your measure, then whichever one occurs the most, is the mode.

Table - Mode of One

Scores

1

1

1

2

3

4

5

The mode of the above set is 1, which occurs three times. Every other number only occurs once.

OK fine. What happens here:

Table - Bi-Modal

Scores

1

1

1

2

2

2

3

4

5

6

Hmm, now 1 and 2 both occur three times each. What do we do?

What do we do when there is more than one mode?

Solution

When there are only a couple modes, then we list them. When there are many modes, we don't have to list out each mode.

For Table , the mode would be both scores of 1 and scores of 2. This is called bi-modal. When we have more than two
modes, it is called multi-modal, and we don't have to list out each mode. Only list what is useful to know.

Why is the mode a measure of central tendency? Well, when we ask, “what are my numbers like”, we can say, “most of the
numbers are like a 1 (or whatever the mode is)”.

Is the mode a good measure of central tendency? That depends on your numbers. For example, consider these numbers

Table - Mode of One Again

Scores

3.3.2.1

3.3.2.2

 Example 3.3.2.1

3.3.2.2

3.3.2.1
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Scores

1

1

2

3

4

5

6

7

8

9

Here, the mode is 1 again, because there are two 1s, and all of the other numbers occur once. But, are most of the numbers like a 1?
No, they are mostly not 1s.

“Argh, so should I or should I not use the mode? I thought this class was supposed to tell me what to do?”. There is no telling you
what to do. Every time you use a tool in statistics you have to think about what you are doing and justify why what you are doing
makes sense. Sorry. (Not sorry).

When might the mode be useful?

This page titled 3.3.2: Measures of Central Tendency- Mode is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated
by Matthew J. C. Crump via source content that was edited to the style and standards of the LibreTexts platform.

2.4: Measures of Central Tendency (Sameness) by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
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3.3.3: Measures of Central Tendency- Median
The median is the exact middle of the data. After all, we are asking about central tendency, so why not go to the center of the data
and see where we are. What do you mean middle of the data? Let’s look at these numbers:

Table - List of Numbers

Scores

1

5

4

3

6

7

9

Umm, OK. So, three is in the middle? Isn’t that kind of arbitrary. Yes. Before we can compute the median, we need to order the
numbers from smallest to largest.

Table - List of Numbers in Order

Scores

1

3

4

5

6

7

9

Now, five is in the middle. And, by middle we mean in the middle. There are three numbers to the higher than five, and three
numbers lower than five. So, five is definitely in the middle.

OK fine, but what happens when there aren’t an even number of numbers? Then the middle will be missing right? Let’s see:

Table - List of Six Scores

Scores

1

2

3

4

5

6

There is no number between 3 and 4 in the data, the middle is empty. In this case, we compute the median by figuring out the
number in between 3 and 4. So, the median would be 3.5:

This calculation is a mean, which we'll talk more about soon, and for the rest of the semseter!

3.3.3.1

3.3.3.2

3.3.3.3

= 3.5
3+4

2
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Is the median a good measure of central tendency? Sure, it is often very useful. One property of the median is that it stays in the
middle even when some of the other numbers get really weird. For example, consider these numbers:

Scores

1

2

3

4

4

4

5

6

6

6

7

7

1000

Most of these numbers are smallish, but the 1000 is a big old weird number, very different from the rest. The median is still 5,
because it is in the middle of these ordered numbers. We can also see that five is pretty similar to most of the numbers (except for
1000). So, the median does a pretty good job of representing most of the numbers in the set, and it does so even if one or two of the
numbers are very different from the others.

Finally, outlier is a term will we use to describe numbers that appear in data that are very different from the rest. 1000 is an outlier,
because it lies way out there on the number line compared to the other numbers. What to do with outliers is another topic we
discuss sometimes throughout this course.

This page titled 3.3.3: Measures of Central Tendency- Median is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated
by Matthew J. C. Crump via source content that was edited to the style and standards of the LibreTexts platform.

2.4: Measures of Central Tendency (Sameness) by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
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3.3.4: Measures of Central Tendency- Mean
The mean is also called the average. And, we’re guessing you might already now what the average of a bunch of numbers is? It’s
the sum of the numbers, divided by the number of number right? How do we express that idea in a formula? Just like this:

In which  (read as "x-bar") is the mean of the sample. Sometimes Dr. MO adds parentheses to show that the scores (all of the X's)
are summed before anything is divided because PEMDAS says that you calculate anything in parentheses first.

“That looks like Greek to me”. Yup. The  symbol is Greek, called sigma, and it stands for the operation of summing. We sum up
all of the numbers, then divide the sum by , which is the total number of numbers. Sometimes you will see  to refer to the
mean of all of the numbers.

In plain English, the formula looks like:

“Well, why didn’t you just say that?”. We just did!

Let’s compute the mean for these five numbers:

Table -Five Scores

Scores

2

3

6

7

9

Add 'em up: 

Divide 'em by the number of scores: 

Or, to put the numbers in the formula, it looks like this:

Is the mean a good measure of central tendency? By now, you should know: it depends.

What does the mean mean? 
It is not enough to know the formula for the mean, or to be able to use the formula to compute a mean for a set of numbers. We
believe in your ability to add and divide numbers. What you really need to know is what the mean really “means”. This requires
that you know what the mean does, and not just how to do it. Puzzled? Let’s explain.

Can you answer this question: What happens when you divide a sum of numbers by the number of numbers? What are the
consequences of doing this? What is the formula doing? What kind of properties does the result give us? FYI, the answer is not that
we compute the mean.

OK, so what happens when you divide any number by another number? Of course, the key word here is divide. We literally carve
the number up top in the numerator into pieces. How many times do we split the top number? That depends on the bottom number
in the denominator. Watch:
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So, we know the answer is 4. But, what is really going on here is that we are slicing and dicing up 12 aren’t we. Yes, and we slicing
12 into three parts. It turns out the size of those three parts is 4. So, now we are thinking of 12 as three different pieces 

. I know this will be obvious, but what kind of properties do our pieces have? You mean the fours? Yup. Well,
obviously they are all fours. Yes. The pieces are all the same size. They are all equal. So, division equalizes the numerator by the
denominator…

“Umm, I think I learned this in elementary school, what does this have to do with the mean?”. The number on top of the formula
for the mean is just another numerator being divided by a denominator isn’t it. In this case, the numerator is a sum of all the values
in your data. What if it was the sum of all of the 500 happiness ratings? The sum of all of them would just be a single number
adding up all the different ratings. If we split the sum up into equal parts representing one part for each person’s happiness what
would we get? We would get 500 identical and equal numbers for each person. It would be like taking all of the happiness in the
world, then dividing it up equally, then to be fair, giving back the same equal amount of happiness to everyone in the world. This
would make some people more happy than they were before, and some people less happy right. Of course, that’s because it would
be equalizing the distribution of happiness for everybody. This process of equalization by dividing something into equal parts is
what the mean does. See, it’s more than just a formula. It’s an idea. This is just the beginning of thinking about these kinds of ideas.
We will come back to this idea about the mean, and other ideas, in later chapters.

Pro tip: The mean is the one and only number that can take the place of every number in
the data, such that when you add up all the equal parts, you get back the original sum of
the data.

This page titled 3.3.4: Measures of Central Tendency- Mean is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated
by Michelle Oja.

2.4: Measures of Central Tendency (Sameness) by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
https://www.crumplab.com/statistics/.
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3.3.5: Summary of Measures of Central Tendency
In the previous section we saw that there are several ways to define central tendency. This section defines the three most common
measures of central tendency: the mean, the median, and the mode. The relationships among these measures of central tendency
and the definitions given in the previous section will probably not be obvious to you.

This section gives only the basic definitions of the mean, median and mode. A further discussion of the relative merits and proper
applications of these statistics is presented in a later section.

Arithmetic Mean 

The arithmetic mean is the most common measure of central tendency. It is simply the sum of the numbers divided by the number
of numbers. The symbol “ ” (pronounced “mew”) is used for the mean of a population. The symbol “ ” (pronounced “X-bar”) is
used for the mean of a sample. The formula for  is shown below:

where  is the sum of all the numbers in the population and  is the number of numbers in the population. 
 
The formula for  is essentially identical:

where  is the sum of all the numbers in the sample and  is the number of numbers in the sample. The only distinction
between these two equations is whether we are referring to the population (in which case we use the parameter ) or a sample of
that population (in which case we use the statistic ).

As an example, the mean of the numbers 1, 2, 3, 6, 8 is 20/5 = 4 regardless of whether the numbers constitute the entire population
or just a sample from the population.

Figure  shows the number of touchdown (TD) passes thrown by each of the 31 teams in the National Football League in the
2000 season. The mean number of touchdown passes thrown is 20.45 as shown below.

Figure : Number of touchdown passes. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Although the arithmetic mean is not the only “mean” (there is also a geometric mean, a harmonic mean, and many others that are
all beyond the scope of this course), it is by far the most commonly used. Therefore, if the term “mean” is used without specifying
whether it is the arithmetic mean, the geometric mean, or some other mean, it is assumed to refer to the arithmetic mean.

Median The median is also a frequently used measure of central tendency. The median is the midpoint of a distribution: the same
number of scores is above the median as below it. For the data in Figure , there are 31 scores. The 16th highest score (which
equals 20) is the median because there are 15 scores below the 16th score and 15 scores above the 16th score. The median can also
be thought of as the 50th percentile.

When there is an odd number of numbers, the median is simply the middle number. For example, the median of 2, 4, and 7 is 4.
When there is an even number of numbers, the median is the mean of the two middle numbers. Thus, the median of the numbers 2,
4, 7, 12 is:
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When there are numbers with the same values, each appearance of that value gets counted. For example, in the set of numbers 1, 3,
4, 4, 5, 8, and 9, the median is 4 because there are three numbers (1, 3, and 4) below it and three numbers (5, 8, and 9) above it. If
we only counted 4 once, the median would incorrectly be calculated at 4.5 (4+5 divided by 2). When in doubt, writing out all of the
numbers in order and marking them off one at a time from the top and bottom will always lead you to the correct answer.

Mode 

The mode is the most frequently occurring value in the dataset. For the data in Figure , the mode is 18 since more teams (4)
had 18 touchdown passes than any other number of touchdown passes. With continuous data, such as response time measured to
many decimals, the frequency of each value is one since no two scores will be exactly the same (see discussion of continuous
variables). Therefore the mode of continuous data is normally computed from a grouped frequency distribution. Table 
shows a grouped frequency distribution for the target response time data. Since the interval with the highest frequency is 600-700,
the mode is the middle of that interval (650). Though the mode is not frequently used for continuous data, it is nevertheless an
important measure of central tendency as it is the only measure we can use on qualitative or categorical data.

Table : Grouped Frequency Distribution

Range Frequency

500 - 600 3

600 - 700 6

700 - 800 5

800 - 900 5

900 - 1000 0

1000 - 1100 1

More on the Mean and Median 

In the section “What is central tendency,” we saw that the center of a distribution could be defined three ways:

1. the point on which a distribution would balance
2. the value whose average absolute deviation from all the other values is minimized
3. the value whose squared difference from all the other values is minimized.

The mean is the point on which a distribution would balance, the median is the value that minimizes the sum of absolute deviations,
and the mean is the value that minimizes the sum of the squared deviations.

Table  shows the absolute and squared deviations of the numbers 2, 3, 4, 9, and 16 from their median of 4 and their mean of
6.8. You can see that the sum of absolute deviations from the median (20) is smaller than the sum of absolute deviations from the
mean (22.8). On the other hand, the sum of squared deviations from the median (174) is larger than the sum of squared deviations
from the mean (134.8).

Table : Absolute & squared deviations from the median of 4 and the mean of 6.8.

Value
Absolute Deviation from

Median
Absolute Deviation from

Mean
Squared Deviation from

Median
Squared Deviation from

Mean

2 2 4.8 4 23.04

3 1 3.8 1 14.44

4 0 2.8 0 7.84

9 5 2.2 25 4.84

16 12 9.2 144 84.64

Total 20 22.8 174 134.8

Figure  shows that the distribution balances at the mean of 6.8 and not at the median of 4. The relative advantages and
disadvantages of the mean and median are discussed in the section “Comparing Measures” later in this chapter.
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Figure : The distribution balances at the mean of 6.8 and not at the median of 4.0. (CC-BY-NC-SA Foster et al. from An
Introduction to Psychological Statistics)

When a distribution is symmetric, then the mean and the median are the same. Consider the following distribution: 1, 3, 4, 5, 6, 7,
9. The mean and median are both 5. The mean, median, and mode are identical in the bell-shaped normal distribution.

Comparing Measures of Central Tendency 

How do the various measures of central tendency compare with each other? For symmetric distributions, the mean and median, as
is the mode except in bimodal distributions. Differences among the measures occur with skewed distributions. Figure 
shows the distribution of 642 scores on an introductory psychology test. Notice this distribution has a slight positive skew.

Figure : A distribution with a positive skew. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Measures of central tendency are shown in Table . Notice they do not differ greatly, with the exception that the mode is
considerably lower than the other measures. When distributions have a positive skew, the mean is typically higher than the median,
although it may not be in bimodal distributions. For these data, the mean of 91.58 is higher than the median of 90. This pattern
holds true for any skew: the mode will remain at the highest point in the distribution, the median will be pulled slightly out into the
skewed tail (the longer end of the distribution), and the mean will be pulled the farthest out. Thus, the mean is more sensitive to
skew than the median or mode, and in cases of extreme skew, the mean may no longer be appropriate to use.

Table : Measures of central tendency for the test scores.

Measure Value

Mode 84.00

Median 90.00

Mean 91.58

The distribution of baseball salaries (in 1994) shown in Figure  has a much more pronounced skew than the distribution in
Figure .
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Figure : A distribution with a very large positive skew. This histogram shows the salaries of major league baseball players
(in thousands of dollars). (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Table  shows the measures of central tendency for these data. The large skew results in very different values for these
measures. No single measure of central tendency is sufficient for data such as these. If you were asked the very general question:
“So, what do baseball players make?” and answered with the mean of $1,183,000, you would not have told the whole story since
only about one third of baseball players make that much. If you answered with the mode of $250,000 or the median of $500,000,
you would not be giving any indication that some players make many millions of dollars. Fortunately, there is no need to
summarize a distribution with a single number. When the various measures differ, our opinion is that you should report the mean
and median. Sometimes it is worth reporting the mode as well. In the media, the median is usually reported to summarize the center
of skewed distributions. You will hear about median salaries and median prices of houses sold, etc. This is better than reporting
only the mean, but it would be informative to hear more statistics.

Table : Measures of central tendency for baseball salaries (in thousands of dollars).

Measure Value

Mode 250

Median 500

Mean 1,183

This page titled 3.3.5: Summary of Measures of Central Tendency is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Foster et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was
edited to the style and standards of the LibreTexts platform.

3.2: Measures of Central Tendency by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.

3.3.5.4

3.3.5.4

3.3.5.4

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22029?pdf
https://irl.umsl.edu/oer/4/
https://stats.libretexts.org/Bookshelves/Applied_Statistics/An_Introduction_to_Psychological_Statistics_(Foster_et_al.)
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/03%3A_Descriptive_Statistics/3.03%3A_What_is_Central_Tendency/3.3.05%3A_Summary_of_Measures_of_Central_Tendency
https://creativecommons.org/licenses/by-nc-sa/4.0
https://irl.umsl.edu/oer/4/
https://www.umsystem.edu/ums/aa/oer
https://irl.umsl.edu/oer/4
https://stats.libretexts.org/@go/page/7093
https://irl.umsl.edu/oer/4/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://irl.umsl.edu/oer/4


3.4.1 https://stats.libretexts.org/@go/page/22030

Figure : Mean, Median, Mode, and Skew (Copyright CC-BY-SA Diva Jain/Diva
Dugar, Source)

3.4: Interpreting All Three Measures of Central Tendency
In a symmetrical, unimodal distribution, the mode, median, and mean are all the same number.

What does symmetrical mean?

What does unimodal mean?

This means that the more symmetrical a distribution is, the closer the median, mode, and mean will be.

By knowing how similar the median, mode, and mean are, you can guesstimate at the symmetricalness of the distribution.

What’s skew? Positive skew? Negative skew?

Solution

Find these terms in the glossary, or the parts of this chapter when skew was discussed.

Without having all of the data or seeing the distribution, we can make predictions about what the distribution might look like
because:

The mean is pulled in the direction of the extreme scores (or tail of the skew),
The mode is the highest point in the skew,
The median is between the mean and mode.

In particular, we can predict that:

If the mean is a lot bigger than the median, that the distribution will have a positive skew.
Mean > Median = positive skew

If the mean is a lot smaller than the median, that the distribution will have a negative skew.
Mean < Median = negative skew

Summary 
Although you've learned about the
measures of central tendency before,
this section shows you how we can use
these three numbers together to
understand what a whole distribution of
data might tell us.

Next, we'll look at measures of
variability that, combined with the
measures of central tendency, will tell
us a LOT about a distribution of data.

This page titled 3.4: Interpreting All Three Measures of Central Tendency is shared under a CC BY-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.
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3.5: Introduction to Measures of Variability
Variability refers to how “spread out” a group of scores is. To see what we mean by spread out, consider graphs in Figure .
These graphs represent the GPA and the hours that the student studied (the GPA_Study_Hours file from www.OpenIntro.org/data
website). You can see that the distributions are quite different. Specifically, the scores on Figure  are more densely packed and
those on Figure  are more spread out. The differences among students in the hours that they studies were much greater than
the differences among the same students on their GPA. These histograms show that some scores are closer to the mean than other
scores, and that some distributions have more scores that are closer to the mean and other distributions have scores that tend to be
farther from the mean. Sometimes, knowing one, or all, of the measures of central tendency is not enough.

Figure : Histogram of GPA (CC-BY-SA Michelle Oja via data from OpenIntro.org)

Figure : Histogram of Study Hours (CC-BY-SA Michelle Oja via data from OpenIntro.org)

Figure  shows sets of two normal distributions. Notice that some distributions are tall and narrow, and some are wider and
flatter. The tall and narrow distribution has small variability between each score and the mean, and the wide and flat distribution
has more variability between each score and the mean. The mean is a better description of the distribution of the data when it is tall
and narrow since most scores aren't that different from the mean.
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Figure : Differences between two datasets. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

The terms variability, spread, and dispersion are synonyms, and refer to how spread out a distribution is. Just as in the section on
central tendency where we discussed measures of the center of a distribution of scores, in this section we will discuss measures of
the variability of a distribution. We will focus on two frequently used measures of variability: range and standard deviation. We'll
start with range now, then move on to standard deviation next.

Range 
The range is the simplest measure of variability to calculate, and one you have probably encountered many times in your life. The
range is simply the highest score minus the lowest score. Let’s take a few examples. What is the range of the following group of
numbers: 10, 2, 5, 6, 7, 3, 4? Well, the highest number is 10, and the lowest number is 2, so 10 - 2 = 8. The range is 8. Let’s take
another example. Here’s a dataset with 10 numbers: 99, 45, 23, 67, 45, 91, 82, 78, 62, 51. What is the range? The highest number is
99 and the lowest number is 23, so 99 - 23 equals 76; the range is 76. Now consider the two quizzes shown in Figure  and
Figure . On Quiz 1, the lowest score is 5 and the highest score is 9. Therefore, the range is 4. The range on Quiz 2 was larger:
the lowest score was 4 and the highest score was 10. Therefore the range is 6.

The problem with using range is that it is extremely sensitive to outliers, and one number far away from the rest of the data will
greatly alter the value of the range. For example, in the set of numbers 1, 3, 4, 4, 5, 8, and 9, the range is 8 (9 – 1).

However, if we add a single person whose score is nowhere close to the rest of the scores, say, 20, the range more than doubles
from 8 to 19.

Contributors 

Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown
Campus)

Dr. MO (Taft College)

This page titled 3.5: Introduction to Measures of Variability is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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3.6: Introduction to Standard Deviations and Calculations

Sum of Squares 

Variability can also be defined in terms of how close the scores in the distribution are to the middle of the distribution. Using the
mean as the measure of the middle of the distribution, we can see how far, on average, each data point is from the center. The data
from a fake Quiz 1 are shown in Table . The mean score is 7.0:

Therefore, the column “ ” contains deviations (how far each score deviates from the mean), here calculated as the score
minus 7. The column “ ” has the “Squared Deviations” and is simply the previous column squared.

There are a few things to note about how Table  is formatted, as this is the format you will use to calculate standard deviation.
The raw data scores ( ) are always placed in the left-most column. This column is then summed at the bottom to facilitate
calculating the mean (simply divided this number by the number of scores in the table). Once you have the mean, you can easily
work your way down the middle column calculating the deviation scores. This column is also summed and has a very important
property: it will always sum to 0 (or close to zero if you have rounding error due to many decimal places). This step is used as a
check on your math to make sure you haven’t made a mistake. THIS IS VERY IMPORTANT. When you mis-calculate an equation,
it is often because you did some simple math (adding or subtracting) incorrectly. It is very useful when equations have these self-
checking points in them, so I encourage you to use them. If this column sums to 0, you can move on to filling in the third column
of squared deviations. This column is summed as well and has its own name: the Sum of Squares (abbreviated as  and given
the formula ). As we will see, the Sum of Squares appears again and again in different formulas – it is a very
important value, and this table makes it simple to calculate without error.

Table : Calculation of Variance for Quiz 1 scores.
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5 -2 4

The calculations in Table  can be done by hand, but it is also very easy to set up the data in any spreadsheet program and learn
the simple commands to make the spreadsheet do the simple math. As long as you tell it what to do with the correct numbers, then
your results will be correct. You can also use the memory function in graphing calculators to save the the data set, and run some of
the more common mathematical functions. Using spreadsheets and your graphing calculator to do the math also saves problems
with rounding since the devices keep all of the decimals so you only have to round your final result.    This statistics textbook will
not go into explanations on how to use software (like spreadsheets, calculators, or more sophisticated statistical programs), but
much that is easily accessible (like spreadsheets on Excel or Google) are relatively easy to learn to use

Variance (of a Sample) 
Now that we have the Sum of Squares calculated, we can use it to compute our formal measure of average distance from the mean,
the variance. The variance is defined as the average squared difference of the scores from the mean. We square the deviation scores
because, as we saw in the Sum of Squares table, the sum of raw deviations is always 0, and there’s nothing we can do
mathematically without changing that.

The population parameter for variance is  (“sigma-squared”) and is calculated as:

Notice that the numerator that formula is identical to the formula for Sum of Squares presented above with  replaced by . Thus,
we can use the Sum of Squares table to easily calculate the numerator then simply divide that value by  to get variance. If we
assume that the values in Table  represent the full population, then we can take our value of Sum of Squares and divide it by 

 to get our population variance:

So, on average, scores in this population are 1.5 squared units away from the mean. This measure of spread is much more robust (a
term used by statisticians to mean resilient or resistant to) outliers than the range, so it is a much more useful value to compute.

But we won't do much with variance of a population. Instead, we'll focus on variance of a sample. The sample statistic used to
estimate the variance is  (“s-squared”):

This formula is very similar to the formula for the population variance with one change: we now divide by  instead of . The
value  has a special name: the degrees of freedom (abbreviated as ). You don’t need to understand in depth what degrees
of freedom are (essentially they account for the fact that we have to use a sample statistic to estimate the mean ( ) before we
estimate the variance) in order to calculate variance, but knowing that the denominator is called  provides a nice shorthand for
the variance formula: .

Going back to the values in Table  and treating those scores as a sample, we can estimate the sample variance as:

\[s^{2}=\dfrac{30}{20-1}=1.58 \n\nonumber \]

Notice that this value is slightly larger than the one we calculated when we assumed these scores were the full population. This is
because our value in the denominator is slightly smaller, making the final value larger. In general, as your sample size  gets
bigger, the effect of subtracting 1 becomes less and less. Comparing a sample size of 10 to a sample size of 1000; 10 – 1 = 9, or
90% of the original value, whereas 1000 – 1 = 999, or 99.9% of the original value. Thus, larger sample sizes will bring the estimate
of the sample variance closer to that of the population variance. This is a key idea and principle in statistics that we will see over
and over again: larger sample sizes better reflect the population.

X X−X¯ ¯¯̄ (X−X¯ ¯¯̄ )2

Σ = 140 Σ = 0 Σ = 30

3.6.1

σ2

=σ2 ∑(X−μ)2

N

X
¯ ¯¯̄

μ

N
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N

= = 1.5σ2 30
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s2

=s2 ∑(X−X¯ ¯¯̄ )2

N −1
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The Big Finish: Standard Deviation 

The standard deviation is simply the square root of the variance. This is a useful and interpretable statistic because taking the
square root of the variance (recalling that variance is the average squared difference) puts the standard deviation back into the
original units of the measure we used. Thus, when reporting descriptive statistics in a study, scientists virtually always report mean
and standard deviation. Standard deviation is therefore the most commonly used measure of spread for our purposes.

The sample statistic follows the same conventions and is given as :

The sample standard deviation from Table  is:

We'll practice calculating standard deviations, then interpreting what the numbers mean. Because in behavioral statistics, it's not
about the numbers. We never end with a number, we end with a conclusion (which can be as simple as a sentence, or can be several
paragraphs). Social scientists want to know what the numbers mean because we use statistical analyses to answer real questions.

Contributors 

Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown
Campus)

Dr. MO (Taft College)

This page titled 3.6: Introduction to Standard Deviations and Calculations is shared under a CC BY-NC-SA 4.0 license and was authored,
remixed, and/or curated by Michelle Oja.
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3.7: Practice SD Formula and Interpretation
You may or may not understand the importance of calculating and understanding the variation of your data. In some data sets, the
data values are concentrated closely near the mean; in other data sets, the data values are more widely spread out from the mean.
The most common measure of variation, or spread, is the standard deviation. The standard deviation is a number that measures how
far data values are from their mean.

provides a numerical measure of the overall amount of variation in a data set, and
can be used to determine whether a particular data value is close to or far from the mean.

Answering Questions 

There are a couple common kinds of questions that standard deviations can answer, in addition being foundational for later
statistical analyses. First, a standard deviation helps understand the shape of a distribution. Second, a standard deviation can show
if a score is extreme.

Describing the Shape of a Distribution 

The standard deviation provides a measure of the overall variation in a data set.

The standard deviation is always positive or zero. The standard deviation is small when the data are all concentrated close to the
mean, exhibiting little variation or spread. Distributions with small standard deviations have a tall and narrow line graph. The
standard deviation is larger when the data values are more spread out from the mean, exhibiting more variation. Distributions with
large standard deviations may have a wide and flat lin graph, or they may be skewed (with the outlier(s) making the standard
deviation bigger).

Suppose that we are studying the amount of time customers wait in line at the checkout at supermarket A and supermarket B. the
average wait time at both supermarkets is five minutes. At supermarket A, the standard deviation for the wait time is two minutes;
at supermarket B the standard deviation for the wait time is four minutes.

Because supermarket B has a higher standard deviation, we know that there is more variation in the wait times at supermarket B.
Overall, wait times at supermarket B are more spread out from the average; wait times at supermarket A are more concentrated near
the average.

Identifying Extreme Scores 

The standard deviation can be used to determine whether a data value is close to or far from the mean.

Suppose that Rosa and Binh both shop at supermarket A. Rosa waits at the checkout counter for seven minutes and Binh waits for
one minute. At supermarket A, the mean waiting time is five minutes and the standard deviation is two minutes. The standard
deviation can be used to determine whether a data value is close to or far from the mean.

Rosa waits for seven minutes:

Seven is two minutes longer than the average of five; two minutes is equal to one standard deviation.
Rosa's wait time of seven minutes is two minutes longer than the average of five minutes.
Rosa's wait time of seven minutes is one standard deviation above the average of five minutes.

Binh waits for one minute.

One is four minutes less than the average of five; four minutes is equal to two standard deviations.
Binh's wait time of one minute is four minutes less than the average of five minutes.
Binh's wait time of one minute is two standard deviations below the average of five minutes.
A data value that is two standard deviations from the average is just on the borderline for what many statisticians would
consider to be far from the average. Considering data to be far from the mean if it is more than two standard deviations away is
more of an approximate "rule of thumb" than a rigid rule. In general, the shape of the distribution of the data affects how much
of the data is further away than two standard deviations. (You will learn more about this in later chapters.)

 The Standard Deviation
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The number line may help you understand standard deviation. If we were to put five and seven on a number line, seven is to the
right of five. We say, then, that seven is one standard deviation to the right of five because .

If one were also part of the data set, then one is two standard deviations to the left of five because .

Figure - Scale from 0 to 7 (CC-BY by Barbara Illowsky & Susan Dean (De Anza College) from OpenStax)

In general, a value = mean + (#ofSTDEV)*(standard deviation)
where #ofSTDEVs = the number of standard deviations
#ofSTDEV does not need to be an integer
One is two standard deviations less than the mean of five because: . (The numbers in parentheses that touch
should be multiplied)

The equation value = mean + (#ofSTDEVs)*(standard deviation) can be expressed for a sample and for a population.

sample: 
Population: 

The lower case letter s represents the sample standard deviation and the Greek letter  (sigma, lower case) represents the
population standard deviation.

The symbol  is the sample mean and the Greek symbol  is the population mean.

Calculating the Standard Deviation 

If  is a number, then the difference "  – mean" is called its deviation. In a data set, there are as many deviations as there are items
in the data set. The deviations are used to calculate the standard deviation. If the numbers belong to a population, in symbols a
deviation is . For sample data, in symbols a deviation is .

The procedure to calculate the standard deviation depends on whether the numbers are the entire population or are data from a
sample. The calculations are similar, but not identical. Therefore the symbol used to represent the standard deviation depends on
whether it is calculated from a population or a sample. The lower case letter s represents the sample standard deviation and the
Greek letter  (sigma, lower case) represents the population standard deviation. If the sample has the same characteristics as the
population, then s should be a good estimate of .

To calculate the standard deviation, we need to calculate the variance first. The variance is the average of the squares of the
deviations (the  values for a sample, or the  values for a population). The symbol  represents the population variance;
the population standard deviation  is the square root of the population variance. The symbol  represents the sample variance; the
sample standard deviation s is the square root of the sample variance. You can think of the standard deviation as a special average
of the deviations.

If the numbers come from a census of the entire population and not a sample, when we calculate the average of the squared
deviations to find the variance, we divide by , the number of items in the population. If the data are from a sample rather than a
population, when we calculate the average of the squared deviations, we divide by n – 1, one less than the number of items in the
sample.

For the sample standard deviation, the denominator is , that is the sample size MINUS 1.

Practice! 

5 +(1)(2) = 7

5 +(−2)(2) = 1

3.7.1

1 = 5 +(−2)(2)

x = +(#ofSTDEV) \times (s)x̄

x = μ+(#ofSTDEV) \times (s)

σ

x̄ μ

x x

x−μ x− x̄

σ

σ

x− x̄ x−μ σ2

σ s2

N

 Formulas for the Sample Standard Deviation
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In a fifth grade class at a private school, the teacher was interested in the average age and the sample standard deviation of the
ages of her students. The following data are the ages for a sample of n = 20 fifth grade students. The ages are rounded to the
nearest half year in Table , but first let's talk about the context.

1. Who was the sample? Who could this sample represent (population)?

The sample is the 20 fifth graders from a private school. The population could be all fifth graders from private schools?

2. What was measured?

Age, in years, was measured. This is the DV, the outcome variable.

Table - Ages of a sample of 20 fifth graders

Ages of Sample Fifth Graders

9

9.5

9.5

10

10

10

10

10.5

10.5

10.5

10.5

11

11

11

11

11

11

11.5

11.5

11.5

3. What is the mean?

The average age is 10.53 years, rounded to two places.

4. What is the standard deviation?

The variance may be calculated by using a table. Then the standard deviation is calculated by taking the square root of the
variance. We will explain the parts of the table after calculating s.

Table - Ages of One Fifth Grade Class

Data Deviations Deviations

 Example 3.7.1

3.7.1

3.7.1

=x̄

(9 +9.5 +9.5 +10 +10 +10 +10 +10.5 +10.5 +10.5 +10.5 +11 +11 +11 +11 +11 +11 +11.5 +11.5

+11.5)

20
= 10.525 = 10.53

3.7.1

2
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Data Deviations Deviations

x (X – ) (X– 

9

9.5

9.5

10

10

10

10

10.5

10.5

10.5

10.5

11

11

11

11

11

11

11.5

11.5

11.5

0 (basically)

The first column in Table  has the data, the second column has has deviations (each score minus the mean), the third
column has deviations squared. The first row is the row's title, the second row is the symbols for that column, the rest of the
rows are the scores until the bottom row, which is the sum of each of the rows.

Take the sum of the last column (9.7375) divided by the total number of data values minus one (20 – 1):

The sample standard deviation s is the square root of :

and this is rounded to two decimal places, . The standard deviation of the sample fo 20 fifth graders is 0.72 years.

Typically, you do the calculation for the standard deviation on your calculator or computer. When calculations are completed
on devices, the intermediate results are not rounded so the results are more accurate. It's also darned easier. So why are
spending time learning this outdated formula? So that you can see what's happening. We are finding the difference between
each score and the mean to see how varied the distribution of data is around the center, dividing it by the sample size minus
one to make it like an average, then square rooting it to get the final answer back into the units that we started with ( age in
years).

For the following problems, recall that value = mean + (#ofSTDEVs)(standard deviation).

2

X̄ X̄)2

9–10.525 =–1.525 (–1.525 = (−1.525 × −1.525) = 2.325625)2

9.5–10.525 =–1.025 (–1.025 = (–1.025×–1.025) = 1.050625)2

9.5–10.525 =–1.0.25 (–1.025 = 1.050625)2

10–10.525 =–0.525 (–0.525 = (–0.525×–0.525) = 0.275625)2

10–10.525 =–0.525 (–0.525 = 0.275625)2

10–10.525 =–0.525 (–0.525 = 0.275625)2

10–10.525 =–0.525 (–0.525 = 0.275625)2

10.5–10.525 =–0.025 (–0.025 = (–0.025×–0.025) = 0.000625)2

10.5–10.525 =–0.025 (–0.025 = 0.000625)2

10.5–10.525 =–0.025 (–0.025 = 0.000625)2

10.5–10.525 =–0.025 (–0.025 = 0.000625)2

11–10.525 = 0.475 (0.475 = (0.475 × 0.475) = 0.225625)2

11–10.525 = 0.475 (0.475 = 0.225625)2

11–10.525 = 0.475 (0.475 = 0.225625)2

11–10.525 = 0.475 (0.475 = 0.225625)2

11–10.525 = 0.475 (0.475 = 0.225625)2

11–10.525 = 0.475 (0.475 = 0.225625)2

11.5–10.525 = 0.975 (0.975 = (0.975 × 0.975) = 0.950625)2

11.5–10.525 = 0.975 (0.975 = 0.950625)2

11.5–10.525 = 0.975 (0.975 = 0.950625)2

∑X ∑ = 9.7375

3.7.1

= 0.5125
9.7375

20 −1

SS

df

s = = 0.7158910.5125
− −−−−

√

s = 0.72

https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://stats.libretexts.org/@go/page/22033?pdf


3.7.5 https://stats.libretexts.org/@go/page/22033

For a sample:  =  + (#ofSTDEVs)(s)
For a population:  =  + (#ofSTDEVs)
For this example, use x =  + (#ofSTDEVs)(s) because the data is from a sample

5. Verify the mean and standard deviation on your own.
6. Find the value that is one standard deviation above the mean. Find (  + 1s).
7. Find the value that is two standard deviations below the mean. Find (  – 2s).
8. Find the values that are 1.5 standard deviations from (below and above) the mean.

Solution

a. You should get something close to 0.72 years, but anything from 0.70 to 0.74 shows that you have the general idea.
b. (
c. 
d. 

Notice that instead of dividing by , the calculation divided by  because the data is a sample. For the
sample, we divide by the sample size minus one ( ). The sample variance is an estimate of the population variance. After
countless replications, it turns out that when the formula division by only N (the size of the sample) is used on a sample to infer the
population’s variance, it always under-estimates the variance of the population.

Which one has the bigger solution, the one with the smaller denominator or the larger denominator?

Smaller denominators make the resulting product larger. To solve our problem of using the population’s variance formula on a
sample under-estimating the variance, we make the denominator of our equation smaller when calculating variance for a sample. In
other words, based on the mathematics that lies behind these calculations, dividing by ( ) gives a better estimate of the
population.

What does it mean? 
The deviations show how spread out the data are about the mean. From Table , The data value 11.5 is farther from the mean
than is the data value 11 which is indicated by the deviations 0.97 and 0.47. A positive deviation occurs when the data value (age,
in this case) is greater than the mean, whereas a negative deviation occurs when the data value is less than the mean (that particular
student is younger than the average age of the class) . The deviation is –1.525 for the data value nine. If you add the deviations, the
sum is always zero, so you cannot simply add the deviations to get the spread of the data. By squaring the deviations, you make
them positive numbers, and the sum will also be positive. The variance, then, is the average squared deviation. But the variance is a
squared measure and does not have the same units as the data. No one knows what 9.7375 years squared means. Taking the square
root solves the problem! The standard deviation measures the spread in the same units as the data.

The standard deviation,  or , is either zero or larger than zero. When the standard deviation is zero, there is no spread; that is, all
the data values are equal to each other. The standard deviation is small when the data are all concentrated close to the mean, and is
larger when the data values show more variation from the mean. When the standard deviation is a lot larger than zero, the data
values are very spread out about the mean; outliers can make  or  very large.

Scenario: Using one baseball professional team as a sample for all professional baseball teams, the ages of each of the players
are shown in Table .

Table - One Baseball Team's Ages

Data Deviations Deviations

x (x – ) (x – 

x x̄

x μ σ

x̄

x̄

x̄

+1s) = 10.53 +(1)(0.72) = 11.25x̄

( −2s) = 10.53– (2)(0.72) = 9.09x̄

( −1.5s) = 10.53– (1.5)(0.72) = 9.45x̄

( +1.5s) = 10.53 +(1.5)(0.72) = 11.61x̄

n = 20 n−1 = 20 −1 = 19
n−1

=
10

2

=
10

5

n−1

3.7.1

s σ

s σ

 Exercise 3.7.1

3.7.2

3.7.2

2

x̄ x̄)2
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Data Deviations Deviations

21   

21   

22   

23   

24   

24   

25   

25   

28   

29   

29   

31   

32   

33   

33   

34   

35   

36   

36   

36   

36   

38   

38   

38   

40   

 = 767  should be 0 (basically)  = ?

If you get stuck after the table, don't forget that: 

All of your answers should be complete sentences, not just one word or one number. Behavioral statistics is about research, not
math.

1. Who was the sample? Who could this sample represent (population)?
2. What was measured?
3. What is the mean? (Get in the practice of including the units of measurement when answering questions; a number is usually

not a complete answer).
4. What is the standard deviation?

2

∑X ∑X ∑X

s =
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√

s = =
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√ SS

df

− −−

√
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5. Find the value that is two standard deviations above the mean, and determine if there are any players that are more than two
standard deviations above the mean.

Answer

1. The sample is 25 players from a professional baseball team. They were chosen to represent all professional baseball players (it
says so in the scenario description!).

2. Age, in years, was measured.
3. The mean of the sample (  was 30.68 years.
4. The standard deviation was 6.09 years (  ), although due to rounding differences you could get something from about

6.05 to 6.12. Don't worry too much if you don't get exactly 6.09; if you are close, then you did the formula correctly!
5. The age that is two standard deviations above the mean is 42.86 years, and none of the players are older than that.

.

What standard deviation show us can seem unclear at first. Especially when you are unfamiliar (and maybe nervous) about using
the formula. By graphing your data, you can get a better "feel" for what a standard deviation can show you. You will find that in
symmetrical distributions, the standard deviation can be very helpful. Because numbers can be confusing, always graph your
data.

Summary 
The standard deviation can help you calculate the spread of data.

The Standard Deviation allows us to compare individual data or classes to the data set mean numerically.

 is the formula for calculating the standard deviation of a sample. 

Contributors and Attributions
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s = 6.09

( +2s = 30.68 +(2)(6.09) = 42.86x̄

s =
∑(x− x̄)2

n−1

− −−−−−−−−
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3.8: Interpreting Standard Deviations
Figure  shows two symmerical distributions. The frequency distribution on the left (red) has a mean of 40 and a standard
deviation of 5; the frequency distribution on the right (blue) has a mean of 60 and a standard deviation of 10. For the tall and
narrow distribution on the left, 68% of the distribution is between 45 and 55; for the shorter distribution on the right, 68% is
between 50 and 70. Notice that as the standard deviation gets smaller, the distribution becomes much narrower, regardless of where
the center of the distribution (mean) is. Figure  presents several more examples of this effect, discussed below.

Figure : Symmetrical distributions with standard deviations of 5 and 10. (CC-BY-NC-SA Foster et al. from An Introduction to
Psychological Statistics)

Figure : Differences between two datasets. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Figure  was Figure 3.8.3 from the Introduction to Measures of Variability. In Figure  Panel (a), the mean and standard
deviations are both the same. You can see where the name “bell curve” comes from: it looks a bit like a bell. In Panel (b), the mean
of one of the distributions of data (red, on the right) is higher then the mean of the other distribution (blue, on the left) but the
standard deviations are the same because they are the same shape. these distributions have the same “width”. The only difference
between them is that they’ve been shifted to the left or to the right. In every other respect they’re identical. In contrast, if we
increase the standard deviation while keeping the mean constant, the peak of the distribution stays in the same place, but the
distribution gets taller, as you can see in Panel (c); the means are the same (because the center of both distributions are in the same
place on the x-axis), but one standard deviation is smaller (red, tall and narrow) then the other standard deviation (blue, bell
shaped). The smaller standard deviation tells us that the scores, on average, are close to the mean. Notice, though, that when a
distribution gets taller, the width shrinks (it gets more narrow). Finally, Panel (d) shows two distributions of data in which the
means and the standard deviations are different.
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3.9: Putting It All Together- SD and 3 M's
Consider the histogram of a frequency distribution in Figure .

Figure . Example Symmetrical Histogram (Ciara Kidder of Marian University using work by Barbara Illowsky & Susan Dean
(De Anza College) from OpenStax)

The histogram displays a symmetrical distribution of data. A distribution is symmetrical if a vertical line can be drawn at some
point in the histogram such that the shape to the left and the right of the vertical line are mirror images of each other. The mean, the
median, and the mode are each seven for these data. In a perfectly symmetrical distribution, the mean and the median are the same.
This example has one mode (unimodal), and the mode is the same as the mean and median. In a symmetrical distribution that has
two modes (bimodal), the two modes would be different from the mean and median.

The histogram for the data in Figure  is not symmetrical. The right-hand side seems "chopped off" compared to the left side. A
distribution of this type is called negatively skewed because the tail is pulled out to the left.

Figure - Example Negatively Skewed Histogram (Ciara Kidder of Marian University using work by Barbara Illowsky &
Susan Dean (De Anza College) from OpenStax)

The data used to create Figure  is: 4, 5, 6, 6, 6, 7, 7, 7, 7, and 8. What is the mean? What is the median? What is the
mode?

Answer

The mean is 6.3. The median is 6.5. The mode is 7.

(We cannnot include units in these because this is example data; we don't know what was measured.)

Notice that the mean is less than the median, and they are both less than the mode. Distributions of data are negatively skewed
when the mean is lower than the median. The extreme low scores bring the mean down, but their extremeity doesn't affect the
median (or mode).

The histogram in Figure  is also not symmetrical, but is positively skewed as the tail points to the right.
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Figure - Example Positively Skewed Histogram (Ciara Kidder of Marian University using work by Barbara Illowsky & Susan
Dean (De Anza College) from OpenStax)

The data used to create Figure  is: 6, 7, 7, 7, 7, 8, 8, 8, 9, and 10. What is the mean? What is the median? What is the
mode?

Answer

The mean is 7.7. The median is 7.5. The mode is 7.

(We cannnot include units in these because this is example data; we don't know what was measured.)

In contrast to the negatively skewed distribution in Figure , the positively skewed distribution's mean is larger than the
median. Looking at Figure , you can see how the few high scores pulled the mean up, but extreme scores do not affect what
number is in the middle (the median).

Generally, if the distribution of data is skewed to the left, the mean is less than the
median, which is often less than the mode. If the distribution of data is skewed to the
right, the mode is often less than the median, which is less than the mean.

Skewness and symmetry become important when we discuss probability distributions in later chapters.

Do you think that the standard deviation is bigger in the symmetrical distribution shown in Figure  or the skewed
distribution in Figure ? Let's see!

First, let's work together to practice calculating a standard deviation using the data from Figure .

The data from Figure  is in Table . Use the table to find the Sum of Squares, then finish the standard deviation
formula for a sample.

Solution

Table - Finding of the Sums of Squares

Sums of Squares ( )

4

5

6

6

3.9.3

 Exercise 3.9.3

3.9.3

3.9.2

3.9.3

 Note

3.9.1

3.9.2

3.9.1

 Example 3.9.1

3.9.1 3.9.1

3.9.1

X X−X¯ ¯¯̄ (X−X¯ ¯¯̄ )2

4 − = −3X¯ ¯¯̄ (X− = − = 9X¯ ¯¯̄ )2 32

5 − = −2X¯ ¯¯̄ (X− = − = 4X¯ ¯¯̄ )2 22

6 − = −1X¯ ¯¯̄ (X− = − = 1X¯ ¯¯̄ )2 12

6 − = −1X¯ ¯¯̄ (X− = − = 1X¯ ¯¯̄ )2 12
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Sums of Squares ( )

6

7

7

7

7

7

7

8

8

8

9

10

The last column (the one on the right) is the squared deviations. So, when they are summed to 32, you have the Sum of Squares.

As this suggests, you then divide the Sum of Squares by N-1 (N is the number of scores), so:

Then,

And the final step of square rooting to get it back into whatever units we started with:

The standard deviation of the data from Figure  is 1.46!

Now, try it on your own!

Compute a standard deviation with the data from Figure  that is in Table .

Table - Your Turn to Find the Sums of Squares

Sums of Squares ( )

4   

5   

6   

6   

X X−X¯ ¯¯̄ (X−X¯ ¯¯̄ )2

6 − = −1X¯ ¯¯̄ (X− = − = 1X¯ ¯¯̄ )2 12

7 − = −0X¯ ¯¯̄ (X− = = 0X¯ ¯¯̄ )2 02

7 − = −0X¯ ¯¯̄ (X− = = 0X¯ ¯¯̄ )2 02

7 − = −0X¯ ¯¯̄ (X− = = 0X¯ ¯¯̄ )2 02

7 − = −0X¯ ¯¯̄ (X− = = 0X¯ ¯¯̄ )2 02

7 − = −0X¯ ¯¯̄ (X− = = 0X¯ ¯¯̄ )2 02

7 − = −0X¯ ¯¯̄ (X− = = 0X¯ ¯¯̄ )2 02

8 − = 1X¯ ¯¯̄ (X− = = 1X¯ ¯¯̄ )2 12

8 − = 1X¯ ¯¯̄ (X− = = 1X¯ ¯¯̄ )2 12

8 − = 1X¯ ¯¯̄ (X− = = 1X¯ ¯¯̄ )2 12

9 − = 2X¯ ¯¯̄ (X− = = 4X¯ ¯¯̄ )2 22

10 − = 3X¯ ¯¯̄ (X− = = 9X¯ ¯¯̄ )2 32

Σ= 112 Σ= 0 Σ= 32

s = =
SS

df

− −−

√
∑(X−X¯ ¯¯̄ )2

N −1

− −−−−−−−−−

√

N −1 = 16 −1 = 15

s = = = = 2.1
SS

df

− −−

√
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√ 32

15
3
¯̄̄

s = = = = 1.460593
SS

df

− −−

√
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√ 2.13
¯̄̄

− −−−
√

3.9.1
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3.9.2 3.9.2

3.9.2

X X−X¯ ¯¯̄ (X−X¯ ¯¯̄ )2
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Sums of Squares ( )

6   

7   

7   

7   

7   

8   

Answer

The standard deviation for the data from Figure  is 1.16 (rounded from 1.159502).

If you didn't get something close to this, check that you used the correct N (number of scores) fo 10 in this sample. Another
thing to check is that your Sum of Squares should be 12.1; often, simple adding or messing up the mean will wreck the rest
of your calculations!

So what did we learn from Example  and Exercise ? The skewed distribution had a smaller standard deviation than the
symmetrical distribution. Why might that be? Maybe looking at the range will help? The range of the symmetrical distribution was
6 ( ), while the range of the skewed distribution was 4. Having a smaller range means that there was no extreme scores,
so that could explain the lower standard deviation.

Quiz Yourself! 
You can use the following to text yourself to see if you understand the relationships between the measures of central tendency
(mean, median, and mode) and th measures of variability (range and standard deviation) in relation to the shape of distributions of
data.

When the data are symmetrical, what is the typical relationship between the mean and median?

Answer

When the data are symmetrical, the mean and median are close or the same.

Describe the shape of this distribution.
This is a historgram which consists of 5 adjacent bars with the x-axis
split into intervals of 1 from 3 to 7. The bar heights peak at the first bar

and taper lower to the right.

Figure - Example Histogram (Ciara Kidder of Marian University using work by Barbara Illowsky & Susan Dean (De
Anza College) from OpenStax)

Answer

The distribution is skewed right because it looks pulled out to the right.

X X−X¯ ¯¯̄ (X−X¯ ¯¯̄ )2

Σ= 63 Σ= 0 Σ=?

s = =
SS

df

− −−

√
∑(X−X¯ ¯¯̄ )2

N −1

− −−−−−−−−−

√

3.9.2

3.9.1 3.9.2

10 −4 = 6
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Describe the relationship between the mode and the median of this distribution.
This is a histogram which consists of 5 adjacent bars with the x-axis
split intervals of 1 from 3 to 7. The bar heights peak in the middle and

taper down to the right and left.

Figure - - Example Histogram (Ciara Kidder of Marian University using work by Barbara Illowsky & Susan Dean (De
Anza College) from OpenStax)

Answer

The mode and the median are the same. In this case, they are both five.

Describe the shape of this distribution.
This is a histogram which consists of 5 adjacent bars over an x-axis
split into intervals of 1 from 3 to 7. The bar heights from left to right

are: 1, 1, 2, 4, 7.

Figure - Example Histogram (Ciara Kidder of Marian University using work by Barbara Illowsky & Susan Dean (De
Anza College) from OpenStax)

Answer

The distribution is skewed left because it looks pulled out to the left.

Which is the greatest, the mean, the mode, or the median of the data set?

11; 11; 12; 12; 12; 12; 13; 15; 17; 22; 22; 22

Answer

The mode is 12, the median is 12.5, and the mean is 15.1. The mean is the largest.

Putting It All Together: SD & 3 M's 
Let's look at everything that we know about the data for Figure .

First, we know the measures of central tendency. These tells us where the "center" of the distribution might be. For Figure ,
the sample mean was 6.3, the median was 6.5, and the mode was 7. This suggests that the center of the distribution of data was
probably somewhere between 6.3 and 7. Even without seeing the histogram, I might think that the distribution was skewed because
the mean was smaller than the median. It wasn't that much smaller (0.2), so I wouldn't bet my life on that one.

Second, we know some measures of variability. The range is 4 (the highest score of 8 minus the lowest score of 4), and the standard
deviation was 1.16. Compared to a mean of 6.3, a standard deviation of 1.16 might be considered medium or slightly large. A
medium standard deviation would suggest a bell-shaped curve, while a larger standard deviation would suggest a wide and flat
distribution or a skewed distribution.

Finally, I can look at the actual Figure . That shows a negatively skewed distribution. I can find where the mode, median, and
mean would be on Figure , and look to see what scores might fall within one standard deviation above and below the mean.

Contributors and Attributions 
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4.1: Introduction to Distributions

Refresher 

Let’s remind ourselves three important ideas we learned about last chapter: distribution, central tendency, and variance. These
terms are similar to their everyday meanings (although I suspect most people don’t say central tendency very often).

Distribution 

When you order something from Amazon, where does it come from, and how does it get to your place? That stuff comes from one
of Amazon’s distribution centers. They distribute all sorts of things by spreading them around to your doorstep. “To Distribute”" is
to spread something. Notice, the data in the histogram is distributed, or spread across the bins. We can also talk about a distribution
as a noun. The histogram is a distribution of the frequency counts across the bins. Distributions are very, very, very, very, very
important. They can have many different shapes.

We will start this chapter on distributions talking about frequency distributions, which show the frequency of scores. When you
hear "distribution," "distribution of data," or "frequency distribution," you should be imagining a histogram or line graph
(frequency polygon).

The X-axis has all possible scores.
The Y-axis has frequencies of occurrences.

As we learn about other types of distributions, the Y-axis might be measured differently (like in percentages or probability), but the
idea is the same: How often did that score occur?

Measures of Central Tendency 

Central Tendency is all about sameness: What is common about some numbers? For example, if we had a distribution in which
most of scores were near 0, we could say that there is a tendency for most of the numbers to be centered near 0. Notice we are
being cautious about our generalization about the numbers. We are not saying they are all 0. We are saying there is a tendency for
many of them to be near zero. There are lots of ways to talk about the central tendency of some numbers. There can even be more
than one kind of tendency. For example, if lots of the numbers were around -1000, and a similar large amount of numbers were
grouped around 1000, we could say there was two tendencies. The three common measures of central tendency that we discussed
last chapter are:

Mode
Median
Mean

Which measures of central tendency can be used with quantitative data?

Answer

Add texts here. Do not delete this text first. All three measures of central tendency can be used with quantitative data. The
mode is the only measure of central tendency that can be used with qualitative varaibles, though.

Measures of Variance 

Variance (or variability) is all about differentness: What is different about some numbers? For example, is there anything different
about all of the numbers in the histogram? YES!!! The numbers are not all the same! When the numbers are not all the same, they
must vary. So, the variance in the numbers refers to how the numbers are different. There are many ways to summarize the amount
of variance in the numbers, (see Measures of Varability).

The most common measure of variance that we will use is standard deviation. Some researchers also like to know the range, or the
maximum and minimum scores (highest score and lowest score).
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Why? 

As we begin talking about different kinds of special distributions, you might be asking yourself why these matter. We will go
through some of these special distributions to show why statistical analyses can be used to predict information about a population
from information about a sample. This will, ultimately, let us test research hypotheses. I could explain why, but it wouldn't make
sense because you don't know about the special distributions yet! So, for now, let's learn the basics about some of these special
distributions so that you can interpret your results later.

Let's begin!
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4.2: Introduction to Probability
When we speak of the probability of something happening, we are talking how likely it is that “thing” will happen based on the
conditions present. For instance, what is the probability that it will rain? That is, how likely do we think it is that it will rain today
under the circumstances or conditions today? To define or understand the conditions that might affect how likely it is to rain, we
might look out the window and say, “it’s sunny outside, so it’s not very likely that it will rain today.” Stated using probability
language: given that it is sunny outside, the probability of rain is low. “Given” is the word we use to state what the conditions are.
As the conditions change, so does the probability. Thus, if it were cloudy and windy outside, we might say, “given the current
weather conditions, there is a high probability that it is going to rain.”

In these examples, we spoke about whether or not it is going to rain. Raining is an example of an event, which is the catch-all term
we use to talk about any specific thing happening; it is a generic term that we specified to mean “rain” in exactly the same way that
“conditions” is a generic term that we specified to mean “sunny” or “cloudy and windy.”

It should also be noted that the terms “low” and “high” are relative and vague, and they will likely be interpreted different by
different people (in other words: given how vague the terminology was, the probability of different interpretations is high). Most of
the time we try to use more precise language or, even better, numbers to represent the probability of our event. Regardless, the
basic structure and logic of our statements are consistent with how we speak about probability using numbers and formulas.

Let’s look at a slightly deeper example. Say we have a regular, six-sided die (note that “die” is singular and “dice” is plural, a
distinction that Dr. Foster has yet to get correct on his first try) and want to know how likely it is that we will roll a 1. That is, what
is the probability of rolling a 1, given that the die is not weighted (which would introduce what we call a bias, though that is
beyond the scope of this chapter). We could roll the die and see if it is a 1 or not, but that won’t tell us about the probability, it will
only tell us a single result. We could also roll the die hundreds or thousands of times, recording each outcome and seeing what the
final list looks like, but this is time consuming, and rolling a die that many times may lead down a dark path to gambling or, worse,
playing Dungeons & Dragons. What we need is a simple equation that represents what we are looking for and what is possible.

To calculate the probability of an event, which here is defined as rolling a 1 on an unbiased die, we need to know two things: how
many outcomes satisfy the criteria of our event (stated different, how many outcomes would count as what we are looking for) and
the total number of outcomes possible. In our example, only a single outcome, rolling a 1, will satisfy our criteria, and there are a
total of six possible outcomes (rolling a 1, rolling a 2, rolling a 3, rolling a 4, rolling a 5, and rolling a 6). Thus, the probability of
rolling a 1 on an unbiased die is 1 in 6 or 1/6. Put into an equation using generic terms, we get:

We can also using P() as shorthand for probability and A as shorthand for an event:

Using this equation, let’s now calculate the probability of rolling an even number on this die:

So we have a 50% chance of rolling an even number of this die. The principles laid out here operate under a certain set of
conditions and can be elaborated into ideas that are complex yet powerful and elegant. However, such extensions are not necessary
for a basic understanding of statistics, so we will end our discussion on the math of probability here. Now, let’s turn back to more
familiar topics.

This page titled 4.2: Introduction to Probability is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Foster
et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the style and
standards of the LibreTexts platform.

5.1: What is Probability by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.

 Probability of an event  =
 number of outcomes that satisfy our criteria 

 total number of possible outcomes 
(4.2.1)

P (A) =
 number of outcomes that count a A

 total number of possible outcomes 
(4.2.2)

P (Even Number) = = =
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4.3: The Binomial Distribution
The vast majority of the content in this book relies on one of five distributions: the binomial distribution, the normal distribution,
the t distribution, the F distribution, and the χ  (“chi-square”) distribution. Let's start with the binomial distribution, since it’s the
simplest of the five. The normal distribution will be discussed later this chapter, and the others will be mentioned in other chapters.
Our discussion of the binomial distribution will start with figuring out some probabilities of events happening.

Let’s imagine a simple “experiment”: in my hot little hand I’m holding 20 identical six-sided dice. On one face of each die there’s a
picture of a skull; the other five faces are all blank. If I proceed to roll all 20 dice, what’s the probability that I’ll get exactly 4
skulls?

Let's unpack that last sentence. First, in case you missed it, rolling of the 20 dice is your sample. N = 20 (20 scores in this
distribution). Second, it's asking about a probability, so we'll be looking back at the last section and realizing that we should do
some division. Finally, this is a question, some might even call it a Research Question.

Okay, back to the "experiment." Assuming that the dice are fair, we know that the chance of any one die coming up skulls is 1 in 6;
to say this another way, the skull probability for a single die is approximately .1667, or 16.67%.

The probability of rolling a skull with one die is 16.67%, but I'm doing this 20 times so that's

 skulls

So, if I rolled 20 dice, I could expect about 3 of them to come up skulls. But that's not quite the Research Question is it? Let’s have
a look at how this is related to a binomial distribution.

Figure  plots the binomial probabilities for all possible values for our dice rolling experiment, from X=0 (no skulls) all the
way up to X=20 (all skulls). On the horizontal axis we have all the possible events (the number of skulls coming up when all 20
dice are rolled), and on the vertical axis we can read off the probability of each of those events. If you multiple these by 100, you'd
get the probability in a percentage form. Each bar depicts the probability of one specific outcome (i.e., one possible value of X).
Because this is a probability distribution, each of the probabilities must be a number between 0 and 1 (or 0% to 100%), and the
heights of the all of the bars together must sum to 1 as well. Looking at Figure , the probability of rolling 4 skulls out of 20
times is about 0.20 (the actual answer is 0.2022036), or 20.22%. In other words, you’d expect to roll exactly 4 skulls about 20% of
the times you repeated this experiment. This means that, if you rolled these 20 dice for 100 different repetitions, you'd get exactly 4
skulls in about 20 of your attempts.

Figure - Probability of Rolling 4 Skulls out of 20 Dice with One Skull (CC-BY-SA Danielle Navarro from Learning Statistics
with R)
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1
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Sample Size Matters 

We'll be talking a lot about how sample size (N) affects distributions in this chapter, starting now!

To give you a feel for how the binomial distribution changes when we alter the probability and N, let’s suppose that instead of
rolling dice, I’m actually flipping coins. This time around, my experiment involves flipping a fair coin repeatedly, and the outcome
that I’m interested in is the number of heads that I observe. In this scenario, the success probability is now 1/2 (one out of two
options). Suppose I were to flip the coin N=20 times. In this example, I’ve changed the success probability (1 out of 2, instead of 1
out of 6 in the dice example), but kept the size of the experiment the same (N=20). What does this do to our binomial distribution?
Well, as Figure  shows, the main effect of this is to shift the whole distribution higher (since there's more chance of getting a
heads (one out of two options) than a 4 (one out of six options). Okay, what if we flipped a coin N=100 times? Well, in that case,
we get Figure . The distribution stays roughly in the middle, but there’s a bit more variability in the possible outcomes
(meaning that there are more extreme scores); with more tosses, you are more likely to get no heads but also more likely to get all
heads than if you only flipped the coin 20 times.

Figure - Probability of Heads from Flipping a Fair Coin 20 Times (CC-BY-SA Danielle Navarro from Learning Statistics with
R)

4.3.2

4.3.3

4.3.2

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22040?pdf
https://djnavarro.net/
https://stats.libretexts.org/@go/page/3936


4.3.3 https://stats.libretexts.org/@go/page/22040

Figure - Probability of Heads from Flipping a Fair Coin 100 Times (CC-BY-SA Danielle Navarro from Learning Statistics
with R)

And that's it on binomial distributions! We are building understanding about distributions and sample size, so nothing too earth-
shattering here. One thing to note is that both the coin flip and the dice toss were measured as discrete variables. Our next
distributions will cover continuous variables. The difference is that discrete variables can be one or the other (a heads or a tails, a
four or not-four), while continuous variables can have gradations shown as decimal points. Although the math works out to 3.33
skulls when you throw 30 dice, you can't actually get 3.33 skulls, you can only get 3 or 4 skulls.

We're building our knowledge, so keep going!
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4.4: The Law of Large Numbers
If we want our sample statistics to be much closer to the population parameters, what can we do about it?

The answer is to collect more data. Larger samples are a much better approximation to the true population distribution than smaller
samples. I feel a bit silly saying this, but the thing I want you to take away from this is that large samples generally give you better
information. It does feel a bit obvious that more data will give you better answers.

The question is, why is this so? Not surprisingly, this intuition that we all share turns out to be correct, and statisticians refer to it as
the law of large numbers. The law of large numbers is a mathematical law that applies to many different sample statistics, but the
simplest way to think about it is as a law about averages. The sample mean is the most obvious example of a statistic that relies on
averaging (because that’s what the mean is… an average), so let’s look at that. When applied to the sample mean, what the law of
large numbers states is that as the sample gets larger, the sample mean tends to get closer to the true population mean. Or, to say it a
little bit more precisely, as the sample size “approaches” infinity (written as N→∞) the sample mean approaches the population
mean ( →μ).

I don’t intend to subject you to a proof that the law of large numbers is true, but it’s one of the most important tools for statistical
theory. The law of large numbers is the thing we can use to justify our belief that collecting more and more data will eventually
lead us to the truth. For any particular data set, the sample statistics that we calculate from it will be wrong, but the law of large
numbers tells us that if we keep collecting more data those sample statistics will tend to get closer and closer to the true population
parameters.

It's okay if this isn't obvious to you. I'm just mentioning it because it will start to feel obvious, and explains lots about why
statistical formulas are the way they are. I mean, we've already run across that in how the formula for the standard deviation of a

sample (  ) is different from the formula for the standard deviation of the population (  ).
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4.5: Normal Distributions and Probability Distributions
We will see shortly that the normal distribution is the key to how probability works for our purposes. To understand exactly how,
let’s first look at a simple, intuitive example using pie charts.

Probability in Pie 
Recall that a pie chart represents how frequently a category was observed and that all slices of the pie chart add up to 100%, or 1.
This means that if we randomly select an observation from the data used to create the pie chart, the probability of it taking on a
specific value is exactly equal to the size of that category’s slice in the pie chart.

Figure : Favorite Sports (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Take, for example, the pie chart in Figure  representing the favorite sports of 100 people. If you put this pie chart on a dart
board and aimed blindly (assuming you are guaranteed to hit the board), the likelihood of hitting the slice for any given sport would
be equal to the size of that slice. So, the probability of hitting the baseball slice is the highest at 36%. The probability is equal to the
proportion of the chart taken up by that section.

We can also add slices together. For instance, maybe we want to know the probability to finding someone whose favorite sport is
usually played on grass. The outcomes that satisfy this criteria are baseball, football, and soccer. To get the probability, we simply
add their slices together to see what proportion of the area of the pie chart is in that region: . We can
also add sections together even if they do not touch. If we want to know the likelihood that someone’s favorite sport is not called
football somewhere in the world (i.e. baseball and hockey), we can add those slices even though they aren’t adjacent or continuous
in the chart itself: . We are able to do all of this because 1) the size of the slice corresponds to the area of the
chart taken up by that slice, 2) the percentage for a specific category can be represented as a decimal (this step was skipped for ease
of explanation above), and 3) the total area of the chart is equal to  or 1.0, which makes the size of the slices interpretable.

Normal Distributions 
The normal distribution is the most important and most widely used distribution in statistics. It is sometimes called the “bell
curve,” although the tonal qualities of such a bell would be less than pleasing. It is also called the “Gaussian curve” of Gaussian
distribution after the mathematician Karl Friedrich Gauss.

Strictly speaking, it is not correct to talk about “the normal distribution” since there are many normal distributions. Normal
distributions can differ in their means and in their standard deviations. Figure  shows three normal distributions. The green
(left-most) distribution has a mean of -3 and a standard deviation of 0.5, the distribution in red (the middle distribution) has a mean
of 0 and a standard deviation of 1, and the distribution in black (right-most) has a mean of 2 and a standard deviation of 3. These as
well as all other normal distributions are symmetric with relatively more values at the center of the distribution and relatively few
in the tails. What is consistent about all normal distribution is the shape and the proportion of scores within a given distance along
the x-axis. We will focus on the Standard Normal Distribution (also known as the Unit Normal Distribution), which has a mean
of 0 and a standard deviation of 1 (i.e. the red distribution in Figure ).
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Figure : Symmetrical Distributions with Different Means and Standard Deviations (CC-BY-NC-SA Foster et al. from An
Introduction to Psychological Statistics)

Standard Normal Distribution 

Important features of normal distributions are listed below.

1. Normal distributions are symmetric around their mean.
2. The mean, median, and mode of a normal distribution are equal. In Standard Normal Curves, the mean, median, and mode are

all 0.
3. The area under the normal curve is equal to 1.0 (or 100% of all scores will fall somewhere in the distribution).
4. Normal distributions are denser in the center and less dense in the tails (bell-shaped).
5. There are known proportions of scores between the mean and each standard deviation.

1. One standard deviation- 68% of the area of a normal distribution is within one standard deviation of the mean (one standard
deviation below the mean through one standard deviation above the mean).

2. Two standard deviations- Approximately 95% of the area of a normal distribution is within two standard deviations of the
mean (two standard deviations below the mean through two standard deviations above the mean).

These properties enable us to use the normal distribution to understand how scores relate to one another within and across a
distribution.

Probability in Normal Distributions 

Play with this applet to learn about probability distributions (website address:
http://www.rossmanchance.com/applets/OneProp/OneProp.htm?candy=1)

Probability distributions are what make statistical analyses work. Each distribution of events from any sample can be “translated”
into a probability distribution, then used to predict the probability of that event happening!

Just like a pie chart is broken up into slices by drawing lines through it, we can also draw a line through the normal distribution to
split it into sections. We know that one standard deviation below the mean to one standard deviation above the mean contains 68%
of the area under the curve because we know the properties of standard normal curves.

Figure : There is a 68% chance of selection a Score from the shaded region (CC-BY-NC-SA Foster et al. from An
Introduction to Psychological Statistics)

This time, let’s find the area corresponding to the extreme tails. For standard normal curves, 95% of scores should be in the middle
section of Figure , and a total of 5% in the shaded areas. Since there are two shaded areas, that's about 2.5% on each side.
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Figure : Area Beyond 2 Standard Deviations (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Those important characteristics of a Standard Normal Distribution are deceptively simple, so let's put some of these ideas together
to see what we get.

Law of Large Numbers: I know through the Law of Large Numbers that if I have enough data, then my sample will begin to
become more and more "normal' (have the characteristics of a normally distributed population, including the important
characteristics above).

Probability Distributions: I know that I can make predictions from probability distributions. I can use probability distributions to
understand the likelihood of specific events happening.

Standard Normal Curve: I know that there should be specific and predictable proportions (percentages) of scores between the mean
and each standard deviation away from the mean.

Together, these features will allow you to:

Predict the probability of events happening.
Estimate how many people might be affected based on sample size.
Test Research Hypotheses about different groups.

This is the magic of the Standard Normal Curve!

Non-Parametric Distributions 
One last thing...

There's a lot of heavy lifting for the Standard Normal Distribution. But what if your sample, or even worse, the population, is not
normally distributed? That's when non-parametric statistics come in.

A parameter is a statistic that describes the population. Non-parametric statistics don’t require the population data to be normally
distributed. Most of the analyses that we'll conduct compare means (a measure of central tendency) of different groups. But if the
data are not normally distributed, then we can’t compare means because there is no center! Non-normal distributions may occur
when there are:

Few people (small N)
Extreme scores (outliers)
There’s an arbitrary cut-off point on the scale. (Like if a survey asked for ages, but then just said, “17 and below”.)

The reason that I bring this up is because sometimes you just can't run the statistics that we're going to learn about because the
population's data is not normally distributed. Since the Standard Normal Curve is the basis for most types of statistical inferences,
you can't use these (parametric) analyses with data that they don't fit. We'll talk about alternative analyses for some of the common
(parametric) statistical analyses, but you heard it here first! Non-parametric distributions are when the population is not normally
distributed.

Okay, onward to learning more about how the Standard Normal Curve is important...
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4.6: Sampling Distributions and the Central Limit Theorem
The law of large numbers is a very powerful tool, but it’s not going to be good enough to answer all our questions. Among other
things, all it gives us is a “long run guarantee”. In the long run, if we were somehow able to collect an infinite amount of data, then
the law of large numbers guarantees that our sample statistics will be correct. But as John Maynard Keynes famously argued in
economics, a long run guarantee is of little use in real life:

[The] long run is a misleading guide to current affairs. In the long run we are all dead.
Economists set themselves too easy, too useless a task, if in tempestuous seasons they can
only tell us, that when the storm is long past, the ocean is flat again. Keynes (1923)

As in economics, so too in psychology and statistics. It is not enough to know that we will eventually arrive at the right answer
when calculating the sample mean. Knowing that an infinitely large data set will tell me the exact value of the population mean is
cold comfort when my actual data set has a sample size of N=100. In real life, then, we must know something about the behavior
of the sample mean when it is calculated from a more modest data set!

Sampling Distribution of the Mean 

With this in mind, let’s abandon the idea that our studies will have sample sizes of 10,000, and consider a very modest experiment
indeed. This time around we’ll sample N=5 people and measure their IQ scores. In a simulated study, the mean IQ in this sample
turns out to be exactly 95. Not surprisingly, this is much less accurate than the previous experiment with 10,000 simulated IQ
scores. Now imagine that Dr. Navarro decided to replicate the experiment. That is, she repeated the procedure as closely as
possible: she could randomly sample 5 new people and measure their IQ. On a second simulation, the mean IQ in my sample is
101. When Dr. Navarro repeated the simulation 10 times, she obtained the results shown in Table . As you can see, the sample
mean varies from one replication to the next.

Table - 10 Replications of Simulated IQ Scores, Each with a Sample Size of N=5 (CC-BY-SA Danielle Navarro)

Replication Time Person 1 Person 2 Person 3 Person 4 Person 5 Mean

Replication 1 90 82 94 99 110 95.0

Replication 2 78 88 111 111 117 101.0

Replication 3 111 122 91 98 86 101.6

Replication 4 98 96 119 99 107 103.8

Replication 5 105 113 103 103 98 104.4

Replication 6 81 89 93 85 114 92.4

Replication 7 100 93 108 98 133 106.4

Replication 8 107 100 105 117 85 102.8

Replication 9 86 119 108 73 116 100.4

Replication 10 95 126 112 120 76 105.8

Now suppose that Dr. Navarro decided to keep going in this fashion, replicating this “five IQ scores” simulation over and over
again. Every time she replicate the simulation, she write down the sample mean. Over time, she would be amassing a new data set,
in which every experiment generates a single data point, a single mean. What if Dr. Navarro continued like this for 10,000
replications, and then drew a histogram? Using the magical powers of statistical software, that’s exactly what Dr. Navarro did, and
you can see the results in Figure . As this picture illustrates, the average of 5 IQ scores is usually between 90 and 110. If you
sample 5 people at random and calculate their average IQ, you’ll almost certainly get a number between 80 and 120, even though
there are quite a lot of individuals who have IQs above 120 or below 80. For comparison, the black line plots the population
distribution of IQ scores. But more importantly, what Figure  highlights is that if we replicate an experiment over and over
again, what we end up with is a distribution of sample means! This distribution has a special name in statistics: it’s called the
sampling distribution of the mean.
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Sampling distributions are another important theoretical idea in statistics, and they’re crucial for understanding the behavior of
small samples. For instance, when Dr. Navarro ran the very first “five IQ scores” experiment, the sample mean turned out to be 95.
If she repeats the experiment, the sampling distribution tells me that we can expect to see a sample mean anywhere between 80 and
120.

Figure - Distribution of Means from 10,000 Samples of 5 IQ Scores (CC-BY-SA Danielle Navarro from Learning Statistics
with R)

Not Just Distribution of Sample Means 

One thing to keep in mind when thinking about sampling distributions is that any sample statistic you might care to calculate has a
sampling distribution. For example, suppose that each time Dr. Navarro replicated the “five IQ scores” experiment but wrote down
the largest IQ score in the experiment. This would give her a data set that started out like in Figure :

Figure - Distribution of Highest IQ from 10,000 Samples of 5 IQ Scores (CC-BY-SA Danielle Navarro from Learning
Statistics with R)

Doing this over and over again would give Dr. Navarro a very different sampling distribution, namely the sampling distribution of
the maximum. The sampling distribution of the maximum of 5 IQ scores is shown in Figure . Not surprisingly, if you pick 5
people at random and then find the person with the highest IQ score, they’re going to have an above average IQ. As shown in
Figure , most of the time you’ll end up with someone whose IQ is measured in the 100 to 140 range.

Central Limit Theorem 
An illustration of the how sampling distribution of the mean depends on sample size. In each panel, Dr. Navarro generated 10,000
samples of IQ data, and calculated the mean IQ observed within each of these data sets. The histograms in these plots show the
distribution of these means (i.e., the sampling distribution of the mean). Each individual IQ score was drawn from a normal
distribution with mean 100 and standard deviation 15, which is shown as the solid black line.
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Figure - Distribution of Mean IQ from 10,000 Samples of 1 IQ Score (CC-BY-SA Danielle Navarro from Learning Statistics
with R)

Figure - Distribution of Mean IQ from 10,000 Samples of 2 IQ Scores (CC-BY-SA Danielle Navarro from Learning Statistics
with R)

Figure - Distribution of Mean IQ from 10,000 Samples of 10 IQ Scores (CC-BY-SA Danielle Navarro from Learning
Statistics with R)

In Figure , each data set contained only a single observation, so the mean of each sample is just one person’s IQ score. As a
consequence, the sampling distribution of the mean is of course identical to the population distribution of IQ scores because there
are 10,000 individual scores. When we raise the sample size to 2, as in Figure , the mean of any one sample tends to be closer
to the population mean than any one person’s IQ score, and so the histogram (i.e., the sampling distribution) is a bit narrower than
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the population distribution. By the time we raise the sample size to 10 (Figure ), we can see that the distribution of sample
means tend to be fairly tightly clustered around the true population mean.

Sample Size Matters 

At this point I hope you have a pretty good sense of what sampling distributions are, and in particular what the sampling
distribution of the mean is. This section talks about how the sampling distribution of the mean changes as a function of sample size.
Intuitively, you already know part of the answer: if you only have a few observations, the sample mean is likely to be quite
inaccurate: if you replicate a small experiment and recalculate the mean you’ll get a very different answer. In other words, the
sampling distribution is quite wide. If you replicate a large experiment and recalculate the sample mean you’ll probably get the
same answer you got last time, so the sampling distribution will be very narrow. You can see this visually in the Figures in this
section: the bigger the sample size, the narrower the sampling distribution gets. We can quantify this effect by calculating the
standard deviation of the sampling distribution, which is referred to as the standard error. The standard error of a statistic is often
denoted SE, and since we’re usually interested in the standard error of the sample mean, we often use the acronym SEM. As you
can see just by looking at the picture, as the sample size N increases, the SEM decreases.

Okay, so that’s one part of the story. However, there’s something I’ve been glossing over so far. All my examples up to this point
have been based on the “IQ scores” simlulations, and because IQ scores are usually from a normal distribution, I’ve assumed that
the population distribution is shaped like that, a symmetrical, medium bell-shaped curve. What if the population distribution isn’t
normally distributed? What happens to the sampling distribution of the mean? The remarkable thing is this: no matter what shape
your population distribution is, as N increases the sampling distribution of the mean starts to look more like a normal distribution.

To give you a sense of this, Dr. Navarro ran some simulations . To do this, she started with the “ramped” distribution shown in the
histogram in Figure . As you can see by comparing the triangular shaped histogram to the bell curve plotted by the black line,
the population distribution doesn’t look very much like a normal distribution at all. Next, Dr. Navarro simulated the results of a
large number of experiments. In each experiment she took N=2 samples from this "ramp" distribution, and then calculated the
sample mean. Figure  plots the histogram of these sample means (i.e., the sampling distribution of the mean for N=2). This
time, the histogram produces a ∩-shaped distribution (reverse-U shaped distribution): it’s still not normal, but it’s a lot closer to the
black line than the population distribution in Figure . When Dr. Navarro increases the sample size to N=4, the sampling
distribution of the mean is very close to normal (Figure , and by the time we reach a sample size of N=8 (Figure ) it’s
almost perfectly symmetrical and bell-shaped!. As you can see, even though the original population distribution is non-normal, the
sampling distribution of the mean becomes pretty close to normal by the time you have a sample of even 4 observations. In other
words, as long as your sample size isn’t tiny, the sampling distribution of the mean will be approximately normal no matter what
your population distribution looks like!

Figure - Ramp-Shaped Distribution 10,000 Samples of 1 Person (CC-BY-SA Danielle Navarro from Learning Statistics with
R)
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Figure - Distribution 10,000 Samples of 2 People (CC-BY-SA Danielle Navarro from Learning Statistics with R)

Figure - Distribution 10,000 Samples of 4 People (CC-BY-SA Danielle Navarro from Learning Statistics with R)

Figure - Distribution 10,000 Samples of 8 People (CC-BY-SA Danielle Navarro from Learning Statistics with R)

On the basis of these figures, it seems like we have evidence for all of the following claims about the sampling distribution of the
mean:

The mean of the sampling distribution will be VERY similar to the mean of the population.
The standard deviation of the sampling distribution (i.e., the standard error) gets smaller (taller and narrower distribution) as the
sample size increases.
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The shape of the sampling distribution becomes more like a normal distribution as the sample size increases.

As it happens, not only are all of these statements true, there is a very famous theorem in statistics that proves all three of them,
known as the central limit theorem. Among other things, the central limit theorem tells us that if the population distribution has
mean μ and standard deviation σ, then the sampling distribution of the mean also has mean μ, and the standard error of the mean is

Because we divide the population standard deviation σ by the square root of the sample size N, the SEM gets smaller as the sample
size increases. It also tells us that the shape of the sampling distribution becomes normal.

This result is useful for all sorts of things. It tells us why large experiments are more reliable than small ones, and because it gives
us an explicit formula for the standard error it tells us how much more reliable a large experiment is. Pay attention to this formula
for the standard error, it will come back! It tells us why the normal distribution is, well, normal. In real experiments, many of the
things that we want to measure are actually averages of lots of different quantities (e.g., arguably, “general” intelligence as
measured by IQ is an average of a large number of “specific” skills and abilities), and when that happens, the averaged quantity
should follow a normal distribution. Because of this mathematical law, the normal distribution pops up over and over again in real
data.
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4.7: Putting it All Together
So, we've spend a lot of time going over different distributions. Why? Because they can answer research questions!

Standard Normal Curve 
This is where it all comes together! What we can start doing with these distributions is comparing them. This might not sound like
much, but it's the foundation of statistics, and allows us to answer research questions and test hypotheses.

Probability Distributions: I know that I can make predictions from probability distributions. I can use probability distributions
to understand the likelihood of specific events happening.
Law of Large Numbers: I know through the Law of Large Numbers that enough of samples, their scores will be normally
distributed (with all of the important characteristics that includes).
Central Limit Theorem: I know through the Central Limit Theorem that if I get the means of enough samples, that the sampling
distribution of means will be normally distributed.
Standard Normal Distributions: I know that the mean is converted to always be zero, and the standard deviation is standardized
to always be 1 in Standard Normal Distributions.

In Figure , the x-axis corresponds to the value of some variable, and the y-axis tells us something about how likely we are to
observe that value. Notice that the y-axis is labeled “Probability Density” and not “Probability”. There is a subtle and somewhat
frustrating characteristic of continuous distributions that makes the y-axis behave a bit oddly: the height of the curve here isn’t
actually the probability of observing a particular x value. On the other hand, it is true that the heights of the curve tells you which x
values are more likely (the higher ones!). This will be discussed in the Continuous Variable section.

Figure - Standard Normal Curve (CC-BY-SA Danielle Navarro from Learning Statistics with R)

You can see where the name “bell curve” comes from in Figure  it looks a bit like a bell. Notice that, unlike the plots that I
drew to illustrate the binomial distribution, the picture of the normal distribution in Figure  shows a smooth curve instead of
“histogram-like” bars. This isn’t an arbitrary choice: the normal distribution is continuous, whereas the binomial is discrete. For
instance, in the die rolling example, it was possible to get 3 skulls or 4 skulls, but impossible to get 3.9 skulls. The figures that I
drew in the previous section reflected this fact. Continuous quantities don’t have this constraint. For instance, suppose we’re
talking about the weather. The temperature on a pleasant Spring day could be 23 degrees, 24 degrees, 23.9 degrees, or anything in
between since temperature is a continuous variable, and so a normal distribution might be quite appropriate for describing Spring
temperatures.

Normal Distributions: I know that there are predictable portions of scores between the mean and standard deviation.

The last important piece is learning that a special feature of normal distributions is that we know the proportions (percentages) of
cases that should (probability) fall within each standard deviation around the mean. Irrespective of what the actual mean and
standard deviation are, 68.3% of the area falls within 1 standard deviation of the mean. Similarly, 95.4% of the distribution falls
within 2 standard deviations of the mean, and 99.7% of the distribution is within 3 standard deviations. This idea is illustrated in
the follow Figures.
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Figure - About 68% of Scores are One Standard Deviation Below through One Standard Deviation Above the Mean (CC-BY-
SA Danielle Navarro from Learning Statistics with R)

Figure - About 95% of Scores are Two Standard Deviations Below through Two Standard Deviations Above the Mean (CC-
BY-SA Danielle Navarro from Learning Statistics with R)

Figure - About 16% of Scores Should Be Less Than Two Standard Deviations Below the Mean (CC-BY-SA Danielle Navarro
from Learning Statistics with R)
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Figure - About 34% of Scores Should Be One Standard Deviations Below the Mean (CC-BY-SA Danielle Navarro from
Learning Statistics with R)

There is a 68.3% chance that a score from any sample will fall within the shaded area of Figure , and a 95.4% chance that an
observation will fall within two standard deviations of the mean (the shaded area in Figure ). Similarly, there is a 15.9%
chance that an observation will be below one standard deviation below the mean. There is a 34.1% chance that the observation is
greater than one standard deviation below the mean but still below the mean (Figure ). Notice that if you add these two
numbers together you get 15.9+34.1=50. For normally distributed data, there is a 50% chance that an observation falls below the
mean. And of course that also implies that there is a 50% chance that it falls above the mean.

Continuous Variables 
There’s something Dr. Navarro was trying to hide throughout this discussion of the normal distribution, but she just couldn't do it.
Many introductory textbooks omit this completely; they might be right to do so: this “thing” that I’m hiding is weird and
counterintuitive even by the admittedly distorted standards that apply in statistics. Fortunately, it’s not something that you need to
understand at a deep level in order to do basic statistics: rather, it’s something that starts to become important later on when you
move beyond the basics. So, if it doesn’t make complete sense, don’t worry: I'm mostly going over it to help think about the
differences between qualitative and quantitative variables, and how quantitative variables can be discrete or continuous (even
though we act like they are continuous).

Throughout the discussion of the normal distribution, there’s been one or two things that don’t quite make sense. Perhaps you
noticed that the y-axis in these figures is labeled “Probability Density” rather than density. Let's spend a little time thinking about
what it really means to say that X is a continuous variable. Let’s say we’re talking about the temperature outside. The thermometer
tells me it’s 23 degrees, but I know that’s not really true. It’s not exactly 23 degrees. Maybe it’s 23.1 degrees, I think to myself. But
I know that that’s not really true either, because it might actually be 23.09 degrees. But, I know that… well, you get the idea. The
tricky thing with genuinely continuous quantities is that you never really know exactly what they are.

Now think about what this implies when we talk about probabilities. Suppose that tomorrow’s maximum temperature is sampled
from a normal distribution with mean 23 and standard deviation 1. What’s the probability that the temperature will be exactly 23
degrees? The answer is “zero”, or possibly, “a number so close to zero that it might as well be zero”. Why is this? It’s like trying to
throw a dart at an infinitely small dart board: no matter how good your aim, you’ll never hit it. In real life you’ll never get a value
of exactly 23. It’ll always be something like 23.1 or 22.99998 or something. In other words, it’s completely meaningless to talk
about the probability that the temperature is exactly 23 degrees. However, in everyday language, if I told you that it was 23 degrees
outside and it turned out to be 22.9998 degrees, you probably wouldn’t call me a liar. Because in everyday language, “23 degrees”
usually means something like “somewhere between 22.5 and 23.5 degrees”. And while it doesn’t feel very meaningful to ask about
the probability that the temperature is exactly 23 degrees, it does seem sensible to ask about the probability that the temperature lies
between 22.5 and 23.5, or between 20 and 30, or any other range of temperatures.

The point of this discussion is to make clear that, when we’re talking about continuous distributions, it’s not meaningful to talk
about the probability of a specific value. However, what we can talk about is the probability that the value lies within a particular
range of values. To find out the probability associated with a particular range, what you need to do is calculate the “area under the
curve”. We’ve seen this concept already: in Figure , the shaded areas shown depict genuine probabilities (e.g., in Figure 
it shows the probability of observing a value that falls within 1 standard deviation of the mean).
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Okay, so that explains part of the story. I’ve explained a little bit about how continuous probability distributions should be
interpreted (i.e., area under the curve is the key thing). In terms of the plots we’ve been drawing, probability density corresponds to
the height of the curve. The densities themselves aren’t meaningful in and of themselves: but they’re “rigged” to ensure that the
area under the curve is always interpretable as genuine probabilities. To be honest, that’s about as much as you really need to know
for now.

We are about to finish up learning abstract theory about distributions, and moving on to actually using them!
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4.8: Summary- The Bigger Picture
The concepts and ideas presented in this chapter are likely not intuitive at first. Probability is a tough topic for everyone, but the
tools it gives us are incredibly powerful and enable us to do amazing things with data analysis. They are the heart of how inferential
statistics work.

To summarize, the probability that an event happens is the number of outcomes that qualify as that event (i.e. the number of ways
the event could happen) compared to the total number of outcomes (i.e. how many things are possible). This extends to graphs like
a pie chart, where the biggest slices take up more of the area and are therefore more likely to be chosen at random. This idea then
brings us back around to our normal distribution, which can also be broken up into regions or areas, each of which are bounded by
one or two standard deviations around the mean. The probability of randomly getting a score in the specified region can then be
found. Thus, the larger the region, the more likely an event is, and vice versa. Because the tails of the distribution are, by definition,
smaller and we go farther out into the tail, the likelihood or probability of finding a result out in the extremes becomes small.

This page titled 4.8: Summary- The Bigger Picture is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Foster et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the
style and standards of the LibreTexts platform.

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22045?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/04%3A_Distributions/4.08%3A_Summary-_The_Bigger_Picture
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/04%3A_Distributions/4.08%3A_Summary-_The_Bigger_Picture
https://creativecommons.org/licenses/by-nc-sa/4.0
https://irl.umsl.edu/oer/4/
https://www.umsystem.edu/ums/aa/oer
https://irl.umsl.edu/oer/4


1

CHAPTER OVERVIEW

5: Using z
5.1: Introduction to z-scores
5.2: Calculating z-scores

5.2.1: Practice Calculating z-scores

5.3: Introduction to the z table

5.3.1: Practice Using the z Table
5.3.2: Table of Critical Values of z

5.4: Predicting Amounts
5.5: Summary of z Scores
5.6: The Write-Up

This page titled 5: Using z is shared under a not declared license and was authored, remixed, and/or curated by Michelle Oja.

https://libretexts.org/
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.01%3A_Introduction_to_z-scores
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.02%3A_Calculating_z-scores
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.02%3A_Calculating_z-scores/5.2.01%3A_Practice_Calculating_z-scores
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.03%3A_Introduction_to_the_z_table
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.03%3A_Introduction_to_the_z_table/5.3.01%3A_Practice_Using_the_z_Table
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.03%3A_Introduction_to_the_z_table/5.3.02%3A_Table_of_Critical_Values_of_z
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.04%3A_Predicting_Amounts
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.05%3A_Summary_of_z_Scores
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.06%3A_The_Write-Up
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z?no-cache
https://www.facebook.com/DoctorOja/


5.1.1 https://stats.libretexts.org/@go/page/22047

5.1: Introduction to z-scores
-scores and the standard normal distribution go hand-in-hand. A -score will tell you exactly where in the standard normal

distribution a value is located, and any normal distribution can be converted into a standard normal distribution by converting all of
the scores in the distribution into -scores, a process known as standardization.

We saw in the previous chapter that standard deviations can be used to divide the normal distribution: 68% of the distribution falls
within 1 standard deviation of the mean, 95% within (roughly) 2 standard deviations, and 99.7% within 3 standard deviations.
Because -scores are in units of standard deviations, this means that 68% of scores fall between  = -1.0 and  = 1.0 and so on. We
call this 68% (or any percentage we have based on our -scores) the proportion of the area under the curve. Any area under the
curve is bounded by (defined by, delineated by, etc.) by a single -score or pair of -scores.

An important property to point out here is that, by virtue of the fact that the total area under the curve of a distribution is always
equal to 1.0 (see section on Normal Distributions at the beginning of this chapter), these areas under the curve can be added
together or subtracted from 1 to find the proportion in other areas. For example, we know that the area between  = -1.0 and  = 1.0
(i.e. within one standard deviation of the mean) contains 68% of the area under the curve, which can be represented in decimal
form at 0.6800 (to change a percentage to a decimal, simply move the decimal point 2 places to the left). Because the total area
under the curve is equal to 1.0, that means that the proportion of the area outside = -1.0 and  = 1.0 is equal to 1.0 – 0.6800 =
0.3200 or 32% (see Figure  below). This area is called the area in the tails of the distribution. Because this area is split
between two tails and because the normal distribution is symmetrical, each tail has exactly one-half, or 16%, of the area under the
curve.

Figure : Shaded areas represent the area under the curve in the tails

We will have much more to say about this concept in the coming chapters. As it turns out, this is a quite powerful idea that enables
us to make statements about how likely an outcome is and what that means for research questions we would like to answer and
hypotheses we would like to test. But first, we need to make a brief foray into some ideas about probability.

This page titled 5.1: Introduction to z-scores is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Foster et
al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the style and
standards of the LibreTexts platform.

4.3: Z-scores and the Area under the Curve by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.

Z z

z

z z z

z

z z

z z

z z

5.1.1

5.1.1

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22047?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.01%3A_Introduction_to_z-scores
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.01%3A_Introduction_to_z-scores
https://creativecommons.org/licenses/by-nc-sa/4.0
https://irl.umsl.edu/oer/4/
https://www.umsystem.edu/ums/aa/oer
https://irl.umsl.edu/oer/4
https://stats.libretexts.org/@go/page/7099
https://irl.umsl.edu/oer/4/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://irl.umsl.edu/oer/4


5.2.1 https://stats.libretexts.org/@go/page/22048

5.2: Calculating z-scores
A -score is a standardized version of a raw score ( ) that gives information about the relative location of that score within its
distribution. The formula for converting a raw score from a sample into a -score is:

As you can see, -scores combine information about where the distribution is located (the mean/center) with how wide the
distribution is (the standard deviation/spread) to interpret a raw score ( ). Specifically, -scores will tell us how far the score is
away from the mean in units of standard deviations and in what direction.

The value of a -score has two parts: the sign (positive or negative) and the magnitude (the actual number). The sign of the -score
tells you in which half of the distribution the z-score falls: a positive sign (or no sign) indicates that the score is above the mean and
on the right hand-side or upper end of the distribution, and a negative sign tells you the score is below the mean and on the left-
hand side or lower end of the distribution. The magnitude of the number tells you, in units of standard deviations, how far away the
score is from the center or mean. The magnitude can take on any value between negative and positive infinity, but for reasons we
will see soon, they generally fall between -3 and 3.

A -score value of -1.0 tells us that this z-score is 1 standard deviation (because of the magnitude 1.0) below (because of the
negative sign) the mean. Similarly, a -score value of 1.0 tells us that this -score is 1 standard deviation above the mean. Thus,
these two scores are the same distance away from the mean but in opposite directions. A -score of -2.5 is two-and-a-half standard
deviations below the mean and is therefore farther from the center than both of the previous scores, and a -score of 0.25 is closer
than all of the ones before. For now, we will use a rough cut-off of 1.5 standard deviations in either direction as the difference
between close scores (those within 1.5 standard deviations or between  = -1.5 and  = 1.5) and extreme scores (those farther than
1.5 standard deviations – below  = -1.5 or above  = 1.5).

Practice 

Raw Score to z-score 

We can convert raw scores into -scores to get a better idea of where in the distribution those scores fall. Let’s say we get a score of
68 on an exam. We may be disappointed to have scored so low, but perhaps it was just a very hard exam. Having information about
the distribution of all scores in the class would be helpful to put some perspective on ours. We find out that the class got an average
score of 54 with a standard deviation of 8. To find out our relative location within this distribution, we simply convert our test score
into a -score.

We find that we are 1.75 standard deviations above the average, above our rough cut off for close and far. Suddenly our 68 is
looking pretty good!

z x

z

z =
x −X

¯ ¯¯̄

s

z

x z

z z

z

z z

z

z

z z

z z

z

z

z = = = 1.75
x −X

¯ ¯¯̄

s

68 −54

8

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22048?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/01%3A_Description/05%3A_Using_z/5.02%3A_Calculating_z-scores


5.2.2 https://stats.libretexts.org/@go/page/22048

Figure : Raw and standardized versions of a single score (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

Figure  shows both the raw score and the -score on their respective distributions. Notice that the red line indicating where
each score lies is in the same relative spot for both. This is because transforming a raw score into a -score does not change its
relative location, it only makes it easier to know precisely where it is.

-scores are also useful for comparing scores from different distributions. Let’s say we take the SAT and score 501 on both the
math and critical reading sections. Does that mean we did equally well on both? Scores on the math portion are distributed
normally with a mean of 511 and standard deviation of 120, so our -score on the math section is

which is just slightly below average (note that use of “math” as a subscript; subscripts are used when presenting multiple versions
of the same statistic in order to know which one is which and have no bearing on the actual calculation). The critical reading
section has a mean of 495 and standard deviation of 116, so

So even though we were almost exactly average on both tests, we did a little bit better on the critical reading portion relative to
other people.

Finally, -scores are incredibly useful if we need to combine information from different measures that are on different scales. Let’s
say we give a set of employees a series of tests on things like job knowledge, personality, and leadership. We may want to combine
these into a single score we can use to rate employees for development or promotion, but look what happens when we take the
average of raw scores from different scales, as shown in Table :

Table : Raw test scores on different scales (ranges in parentheses).

Raw Scores Job Knowledge (0 – 100) Personality (1 –5) Leadership (1 – 5) Average

Employee 1 98 4.2 1.1 34.43

Employee 2 96 3.1 4.5 34.53

Employee 3 97 2.9 3.6 34.50

Because the job knowledge scores were so big and the scores were so similar, they overpowered the other scores and removed
almost all variability in the average. However, if we standardize these scores into -scores, our averages retain more variability and
it is easier to assess differences between employees, as shown in Table .

Table : Standardized scores.
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Employee 1 1.00 1.14 -1.12 0.34

Employee 2 -1.00 -0.43 0.81 -0.20

Employee 3 0.00 -0.71 0.30 -0.14

z-score to Raw Score 

Another convenient characteristic of -scores is that they can be converted into any “scale” that we would like. Here, the term scale
means how far apart the scores are (their spread) and where they are located (their central tendency). This can be very useful if we
don’t want to work with negative numbers or if we have a specific range we would like to present. The formula for transforming 
to  for a sample is:

Notice that this is just a rearrangement of the original formulas for calculating  from raw scores. Dr. MO prefers to just use the
original z-score formula and do algebra to figure out the raw score when she has a z-score because she doesn't want to have to
remember more formulas, but others prefer to do less algebra and have more formulas; it's your choice!

Let’s say we create a new measure of intelligence, and initial calibration finds that our scores have a mean of 40 and standard
deviation of 7. Three people who have scores of 52, 43, and 34 want to know how well they did on the measure. We can convert
their raw scores into -scores:

A problem is that these new -scores aren’t exactly intuitive for many people. We can give people information about their relative
location in the distribution (for instance, the first person scored well above average), or we can translate these  scores into the
more familiar metric of IQ scores, which have a mean of 100 and standard deviation of 16:

We would also likely round these values to 127, 107, and 87, respectively, for convenience.

Contributors and Attributions 
Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown Campus)

Dr. MO (Taft College)

This page titled 5.2: Calculating z-scores is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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5.2.1: Practice Calculating z-scores

Assume the following scores represent a sample of statistics classes taken by five psychology professors: 2, 3, 5, 5, 6. If the
standard deviation is 1.64, what is the z-score for each of these professor's?

Solution

The mean is 4.2 stats classes taken ( ).

PS You might want to practice calculating the standard deviation yourself to make sure that you haven't forgotten how!

Your turn!

Calculate -scores for the three IQ scores provided, which were taken from a population with a mean of 100 and standard
deviation of 16: 112, 109, 88.

Answer

 = 0.75

 = 0.56

 = -0.75

This time, you'll get the z-score and will need to find the IQ scores. Remember, you can do this with the z-score formula that you
used above and to algebra to find \(x|), or you an use the other z-score formula.

Use the -scores provided to find two IQ scores taken from a population with a mean of 100 and standard deviation of 16:

 = 2.19

 = -0.06

Answer

The IQ scores are 135 (for  = 2.19) and 99 (  = -0.06) .

Contributors and Attributions 
Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown Campus)
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Dr. MO (Taft College)

This page titled 5.2.1: Practice Calculating z-scores is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
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5.3: Introduction to the z table
To introduce the table of critical z-scores, we'll first refresh and add to what you learned last chapter about distributions

Probability Distributions and Normal Distributions 
Recall that the normal distribution has an area under its curve that is equal to 1 and that it can be split into sections by drawing a
line through it that corresponds to standard deviations from the mean. These lines marked specific z-scores. These sections between
the marked lines have specific probabilities of scores falling in these areas under the normal curve.

First, let’s look back at the area between  = -1.00 and  = 1.00 presented in Figure . We were told earlier that this region
contains 68% of the area under the curve. Thus, if we randomly chose a -score from all possible z-scores, there is a 68% chance
that it will be between  and  (within one standard deviation below and one standard deviation above the mean)
because those are the -scores that satisfy our criteria.

Figure : There is a 68% chance of selection a -score from the blue-shaded region (CC-BY-NC-SA Foster et al. from An
Introduction to Psychological Statistics)

Take a look at the normal distribution in Figure  which has a line drawn through it as  = 1.25. This line creates two sections
of the distribution: the smaller section called the tail and the larger section called the body. Differentiating between the body and
the tail does not depend on which side of the distribution the line is drawn. All that matters is the relative size of the pieces: bigger
is always body.

Figure : Body and tail of the normal distribution (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

We can then find the proportion of the area in the body and tail based on where the line was drawn (i.e. at what -score).
Mathematically this is done using calculus, but we don't need to know how to do all that! The exact proportions for are given you
to you in the Standard Normal Distribution Table, also known at the -table. Using the values in this table, we can find the area
under the normal curve in any body, tail, or combination of tails no matter which -scores are used to define them.

Let’s look at an example: let’s find the area in the tails of the distribution for values less than  = -1.96 (farther negative and
therefore more extreme) and greater than  = 1.96 (farther positive and therefore more extreme). Dr. Foster didn't just pick this z-
score out of nowhere, but we'll get to that later. Let’s find the area corresponding to the region illustrated in Figure , which
corresponds to the area more extreme than  = -1.96 and  = 1.96.
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Figure : Area in the tails beyond  = -1.96 and  = 1.96 (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

If we go to the -table shown in the Critical Values of z Table page (which can also be found from the Common Critical Value
Tables at the end of this book in the Back Matter with the glossary and index), we will see one column header that has a ,
bidirectional arrows, and then . This means that, for the entire table (all 14ish columns), there are really two columns (or sub-
columns. The numbers on the left (starting with -3.00 and ending with 3.00) are z-scores. The numbers on the right (starting with
.00135 and ending with .99865) are probabilities (p-values). So, if you multiply the p-values by 100, you get a percentage.

Let’s start with the tail for  = 1.96. What p-value corresponds to 1.96 from the z-table in Table ?

What p-value corresponds to 1.96 from the z-table in Table ?

Solution

For z = 1.96, p = .97500

If we multiply that by 100, that means that 97.50% of the scores in this distribution will be below this score. Look at Figure 
again. This is saying that 97.5 % of scores are outside of the shaded area on the right. That means that 2.5% of scores in a normal
distribution will be higher than this score (100% - 97.50% = 2.50%). In other words, the probability of a raw score being higher
than a z-score is p=.025.

If do the same thing with |(z = -1.96|), we find that the p-value for  is .025. That means that  of raw scores should
be below a z-score of ; according to Figure , that is the shaded area on the left side. What did we just learn? That the
shaded areas for the same z-score (negative or positive) are the same p-value, the same probability. We can also find the total
probabilities of a score being in the two shaded regions by simply adding the areas together to get 0.0500. Thus, there is a 5%
chance of randomly getting a value more extreme than  or  (this particular value and region will become
incredibly important later). And, because we know that z-scores are really just standard deviations, this means that it is very
unlikely (probability of ) to get a score that is almost two standard deviations away from the mean (  below the mean or
1.96 above the mean).

Attributions & Contributors 

Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown
Campus)

Dr. MO (Taft College)

This page titled 5.3: Introduction to the z table is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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5.3.1: Practice Using the z Table
It's time to practice with the z-table!

Find the -score that bounds the top 9% of the distribution.

Solution

Because we are looking for top 9%, we need to look for the p-value closest to p = .91000 ( ) because the p-
values (probabilities) in the z Table show the probability of score being lower, but this question is asking for top 9%, not the
portion lower than . There should be  of scores lower than the top .

The closest p-value to p = .91000 ( ) is 0.90988. The z-score for p = 0.90988 iz z=1.34.

The z-score for the top \(9\%\) of the distribution is z=1.34 (for p=0.90988, the closest probability to , which marks
everyone lower than the top ).

Your turn!

Find the -score that bounds  (p=0.25000) of the lower tail of the distribution.

Hint: You don't have to subtract anything for this one because the question is asking about the scores that are lower.

Answer

The z-score for 25% of the lower tail of the distribution is  (for p=0.25143, the closes probability to 0.25000 (
)).

Now, let's try some scenarios...

The heights of women in the United States are normally distributed with a mean of 63.7 inches and a standard deviation of 2.7
inches. If you randomly select a woman in the United States, what is the probability that she will be between taller than 64
inches?

Solution

X (raw score) = 64 inches

 = 63.7 inches

s=2.7 inches

Finding z=0.11 on the z Table, we see that p = 0.543860. This is the probability that a score will be lower than our raw score,
but the question asked the proportion who would be taller.

Final Answer (in words): The probability that a woman in the U.S. would be 64 inches or taller is 0.4562, or .

Your turn!

 Example 5.3.1.1

z

100% −9% = 91%

9% 91% 9%

91%

91%

9%

 Exercise 5.3.1.1

z 25%

z = −0.67

25%

 Example 5.3.1.2

X̄

z = = = = 0.11
x −X

¯ ¯¯̄

s

64 −63.7

2.7

0.30

2.7

1 −0.54380 = 0.4562

p ×100 = 0.4562 ×100 = 45.62%

45.62%
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The heights of men in the United States are normally distributed with a mean of 69.1 inches and a standard deviation of 2.9
inches. What proportion of men are taller than 6 feet (72 inches)?

Answer

Final Answer: The probability that a man in the U.S. would be 72 inches or taller is 0.15866, or .

Last one, on something that you might find relevant!

Imagine that you scored 82 points on a final exam. After the final, you find out that the average score on the exam was 78 with
a standard deviation of 7. What proportion (in a percentage) did worse than you (earned a lower score)?

Answer

The proportion of students in the class who did worse than you (earned a lower score) should be .

Contributors and Attributions 

Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown
Campus)

Dr. MO (Taft College)

This page titled 5.3.1: Practice Using the z Table is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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5.3.2: Table of Critical Values of z
Table  shows negative z-scores, their probability (p-value), and percentage of scores that fall below that probability (p-
value). Table  shows positive z-scores, their probability (p-value), and percentage of scores that fall below that probability
(p-value) . If this table is too unwieldy, here is a � PDF of a z-score table with only three columns (z-score, p-value, percent) with
more than 600 rows of z-scores (instead of Table ).

5.3.2.1

5.3.2.2

5.3.2.1
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Table 1 : Negative z-Scores. (CC-BY-SA; modified by Michelle Oja from Jsmura via Wikimedia Commons)

z-Score p-value % Below

-3.00 0.0014 0.14%

-2.99 0.0014 0.14%

-2.98 0.0014 0.14%

-2.97 0.0015 0.15%

-2.96 0.0015 0.15%

-2.95 0.0016 0.16%

-2.94 0.0016 0.16%

-2.93 0.0017 0.17%

-2.92 0.0018 0.18%

-2.91 0.0018 0.18%

-2.90 0.0019 0.19%

-2.89 0.0019 0.19%

-2.88 0.0020 0.20%

-2.87 0.0021 0.21%

-2.86 0.0021 0.21%

-2.85 0.0022 0.22%

-2.84 0.0023 0.23%

-2.83 0.0023 0.23%

-2.82 0.0024 0.24%

-2.81 0.0025 0.25%

-2.80 0.0026 0.26%

-2.79 0.0026 0.26%

-2.78 0.0027 0.27%

-2.77 0.0028 0.28%

-2.76 0.0029 0.29%

-2.75 0.0030 0.30%

-2.74 0.0031 0.31%

-2.73 0.0032 0.32%

-2.72 0.0033 0.33%

-2.71 0.0034 0.34%

-2.70 0.0035 0.35%

-2.69 0.0036 0.36%

-2.68 0.0037 0.37%

-2.67 0.0038 0.38%

-2.66 0.0039 0.39%

-2.65 0.0040 0.40%

-2.64 0.0042 0.42%

-2.63 0.0043 0.43%

-2.62 0.0044 0.44%

-2.61 0.0045 0.45%

-2.60 0.0047 0.47%

-2.59 0.0048 0.48%

5.3.2.1
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z-Score p-value % Below

-2.58 0.0049 0.49%

-2.57 0.0051 0.51%

-2.56 0.0052 0.52%

-2.55 0.0054 0.54%

-2.54 0.0055 0.55%

-2.53 0.0057 0.57%

-2.52 0.0059 0.59%

-2.51 0.0060 0.60%

-2.50 0.0062 0.62%

-2.49 0.0064 0.64%

-2.48 0.0066 0.66%

-2.47 0.0068 0.68%

-2.46 0.0070 0.70%

-2.45 0.0071 0.71%

-2.44 0.0073 0.73%

-2.43 0.0076 0.76%

-2.42 0.0078 0.78%

-2.41 0.0080 0.80%

-2.40 0.0082 0.82%

-2.39 0.0084 0.84%

-2.38 0.0087 0.87%

-2.37 0.0089 0.89%

-2.36 0.0091 0.91%

-2.35 0.0094 0.94%

-2.34 0.0096 0.96%

-2.33 0.0099 0.99%

-2.32 0.0102 1.02%

-2.31 0.0104 1.04%

-2.30 0.0107 1.07%

-2.29 0.0110 1.10%

-2.28 0.0113 1.13%

-2.27 0.0116 1.16%

-2.26 0.0119 1.19%

-2.25 0.0122 1.22%

-2.24 0.0126 1.26%

-2.23 0.0129 1.29%

-2.22 0.0132 1.32%

-2.21 0.0136 1.36%

-2.20 0.0139 1.39%

-2.19 0.0143 1.43%

-2.18 0.0146 1.46%

-2.17 0.0150 1.50%

-2.16 0.0154 1.54%
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z-Score p-value % Below

-2.15 0.0158 1.58%

-2.14 0.0162 1.62%

-2.13 0.0166 1.66%

-2.12 0.0170 1.70%

-2.11 0.0174 1.74%

-2.10 0.0179 1.79%

-2.09 0.0183 1.83%

-2.08 0.0188 1.88%

-2.07 0.0192 1.92%

-2.06 0.0197 1.97%

-2.05 0.0202 2.02%

-2.04 0.0207 2.07%

-2.03 0.0212 2.12%

-2.02 0.0217 2.17%

-2.01 0.0222 2.22%

-2.00 0.0228 2.28%

-1.99 0.0233 2.33%

-1.98 0.0239 2.39%

-1.97 0.0244 2.44%

-1.96 0.0250 2.50%

-1.95 0.0256 2.56%

-1.94 0.0262 2.62%

-1.93 0.0268 2.68%

-1.92 0.0274 2.74%

-1.91 0.0281 2.81%

-1.90 0.0287 2.87%

-1.89 0.0294 2.94%

-1.88 0.0301 3.01%

-1.87 0.0307 3.07%

-1.86 0.0314 3.14%

-1.85 0.0322 3.22%

-1.84 0.0329 3.29%

-1.83 0.0336 3.36%

-1.82 0.0344 3.44%

-1.81 0.0352 3.52%

-1.80 0.0359 3.59%

-1.79 0.0367 3.67%

-1.78 0.0375 3.75%

-1.77 0.0384 3.84%

-1.76 0.0392 3.92%

-1.75 0.0401 4.01%

-1.74 0.0409 4.09%

-1.73 0.0418 4.18%
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z-Score p-value % Below

-1.72 0.0427 4.27%

-1.71 0.0436 4.36%

-1.70 0.0446 4.46%

-1.69 0.0455 4.55%

-1.68 0.0465 4.65%

-1.67 0.0475 4.75%

-1.66 0.0485 4.85%

-1.65 0.0495 4.95%

-1.64 0.0505 5.05%

-1.63 0.0516 5.16%

-1.62 0.0526 5.26%

-1.61 0.0537 5.37%

-1.60 0.0548 5.48%

-1.59 0.0559 5.59%

-1.58 0.0571 5.71%

-1.57 0.0582 5.82%

-1.56 0.0594 5.94%

-1.55 0.0606 6.06%

-1.54 0.0618 6.18%

-1.53 0.0630 6.30%

-1.52 0.0643 6.43%

-1.51 0.0655 6.55%

-1.50 0.0668 6.68%

-1.49 0.0681 6.81%

-1.48 0.0694 6.94%

-1.47 0.0708 7.08%

-1.46 0.0722 7.22%

-1.45 0.0735 7.35%

-1.44 0.0749 7.49%

-1.43 0.0764 7.64%

-1.42 0.0778 7.78%

-1.41 0.0793 7.93%

-1.40 0.0808 8.08%

-1.39 0.0823 8.23%

-1.38 0.0838 8.38%

-1.37 0.0853 8.53%

-1.36 0.0869 8.69%

-1.35 0.0885 8.85%

-1.34 0.0901 9.01%

-1.33 0.0918 9.18%

-1.32 0.0934 9.34%

-1.31 0.0951 9.51%

-1.30 0.0968 9.68%
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z-Score p-value % Below

-1.29 0.0985 9.85%

-1.28 0.1003 10.03%

-1.27 0.1020 10.20%

-1.26 0.1038 10.38%

-1.25 0.1057 10.57%

-1.24 0.1075 10.75%

-1.23 0.1094 10.94%

-1.22 0.1112 11.12%

-1.21 0.1131 11.31%

-1.20 0.1151 11.51%

-1.19 0.1170 11.70%

-1.18 0.1190 11.90%

-1.17 0.1210 12.10%

-1.16 0.1230 12.30%

-1.15 0.1251 12.51%

-1.14 0.1271 12.71%

-1.13 0.1292 12.92%

-1.12 0.1314 13.14%

-1.11 0.1335 13.35%

-1.10 0.1357 13.57%

-1.09 0.1379 13.79%

-1.08 0.1401 14.01%

-1 07 0.1423 14.23%

-1.06 0.1446 14.46%

-1.05 0.1469 14.69%

-1.04 0.1492 14.92%

-1.03 0.1515 15.15%

-1.02 0.1539 15.39%

-1.01 0.1563 15.63%

-1.00 0.1587 15.87%

-0.99 0.1611 16.11%

-0 98 0.1635 16.35%

-0.97 0.1660 16.60%

-0.96 0.1685 16.85%

-0.95 0.1711 17.11%

-0.94 0.1736 17.36%

-0.93 0.1762 17.62%

-0.92 0.1788 17.88%

-0.91 0.1814 18.14%

-0.90 0.1841 18.41%

-0.89 0.1867 18.67%

-0.88 0.1894 18.94%

-0.87 0.1922 19.22%
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z-Score p-value % Below

-0.86 0.1949 19.49%

-0.85 0.1977 19.77%

-0.84 0.2005 20.05%

-0.83 0.2033 20.33%

-0.82 0.2061 20.61%

-0.81 0.2090 20.90%

-0.80 0.2119 21.19%

-0.79 0.2148 21.48%

-0.78 0.2177 21.77%

-0.77 0.2207 22.07%

-0.76 0.2236 22.36%

-0.75 0.2266 22.66%

-0.74 0.2297 22.97%

-0.73 0.2327 23.27%

-0.72 0.2358 23.58%

-0.71 0.2389 23.89%

-0.70 0.2420 24.20%

-0.69 0.2451 24.51%

-0.68 0.2483 24.83%

-0.67 0.2514 25.14%

-0.66 0.2546 25.46%

-0.65 0.2579 25.79%

-0.64 0.2611 26.11%

-0.63 0.2644 26.44%

-0.62 0.2676 26.76%

-0.61 0.2709 27.09%

-0.60 0.2743 27.43%

-0.59 0.2776 27.76%

-0.58 0.2810 28.10%

-0.57 0.2843 28.43%

-0.56 0.2877 28.77%

-0.55 0.2912 29.12%

-0.54 0.2946 29.46%

-0.53 0.2981 29.81%

-0.52 0.3015 30.15%

-0.51 0.3150 31.50%

-0.50 0.3085 30.85%

-0.49 0.3121 31.21%

-0.48 0.3156 31.56%

-0.47 0.3192 31.92%

-0.46 0.3228 32.28%

-0.45 0.3264 32.64%

-0.44 0.3300 33.00%
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z-Score p-value % Below

-0.43 0.3336 33.36%

-0.42 0.3372 33.72%

-0.41 0.3409 34.09%

-0.40 0.3446 34.46%

-0.39 0.3483 34.83%

-0.38 0.3520 35.20%

-0.37 0.3557 35.57%

-0.36 0.3594 35.94%

-0.35 0.3632 36.32%

-0.34 0.3669 36.69%

-0.33 0.3707 37.07%

-0.32 0.3745 37.45%

-0.31 0.3783 37.83%

-0.30 0.3821 38.21%

-0.29 0.3859 38.59%

-0.28 0.3897 38.97%

-0.27 0.3936 39.36%

-0.26 0.3974 39.74%

-0.25 0.4013 40.13%

-0.24 0.4052 40.52%

-0.23 0.4091 40.91%

-0.22 0.4129 41.29%

-0.21 0.4168 41.68%

-0.20 0.4207 42.07%

-0.19 0.4247 42.47%

-0.18 0.4286 42.86%

-0.17 0.4325 43.25%

-0.16 0.4364 43.64%

-0.15 0.4404 44.04%

-0.14 0.4443 44.43%

-0.13 0.4483 44.83%

-0.12 0.4522 45.22%

-0.11 0.4562 45.62%

-0.10 0.4602 46.02%

-0.09 0.4641 46.41%

-0.08 0.4681 46.81%

-0.07 0.4721 47.21%

-0.06 0.4761 47.61%

-0.05 0.4801 48.01%

-0.04 0.4841 48.41%

-0.03 0.4880 48.80%

-0.02 0.4920 49.20%

-0.01 0.4960 49.60%
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Table 2 : Positive z-Scores. (CC-BY-SA; modified by Michelle Oja from Jsmura via Wikimedia Commons)

z-Score p-value % Below

0.00 0.5000 50.00%

0.01 0.5040 50.40%

0.02 0.5080 50.80%

0.03 0.5120 51.20%

0.04 0.5160 51.60%

0.05 0.5199 51.99%

0.06 0.5239 52.39%

0.07 0.5279 52.79%

0.08 0.5319 53.19%

0.09 0.5359 53.59%

0.10 0.5398 53.98%

0.11 0.5438 54.38%

0.12 0.5478 54.78%

0.13 0.5517 55.17%

0.14 0.5557 55.57%

0.15 0.5596 55.96%

0.16 0.5636 56.36%

0.17 0.5675 56.75%

0.18 0.5714 57.14%

0.19 0.5754 57.54%

0.20 0.5793 57.93%

0.21 0.5832 58.32%

0.22 0.5871 58.71%

0.23 0.5910 59.10%

0.24 0.5948 59.48%

0.25 0.5987 59.87%

0.26 0.6026 60.26%

0.27 0.6064 60.64%

0.28 0.6103 61.03%

0.29 0.6141 61.41%

0.30 0.6179 61.79%

0.31 0.6217 62.17%

0.32 0.6255 62.55%

0.33 0.6293 62.93%

0.34 0.6331 63.31%

0.35 0.6368 63.68%

0.36 0.6406 64.06%

0.37 0.6443 64.43%

0.38 0.6480 64.80%

0.39 0.6517 65.17%

0.40 0.6554 65.54%
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0.41 0.6591 65.91%

0.42 0.6628 66.28%

0.43 0.6664 66.64%

0.44 0.6700 67.00%

0.45 0.6736 67.36%

0.46 0.6772 67.72%

0.47 0.6808 68.08%

0.48 0.6844 68.44%

0.49 0.6879 68.79%

0.50 0.6915 69.15%

0.51 0.6950 69.50%

0.52 0.6985 69.85%

0.53 0.7019 70.19%

0.54 0.7054 70.54%

0.55 0.7088 70.88%

0.56 0.7123 71.23%

0.67 0.7157 71.57%

0.58 0.7190 71.90%

0.59 0.7224 72.24%

0.60 0.7258 72.58%

0.61 0.7291 72.91%

0.62 0.7324 73.24%

0.63 0.7357 73.57%

0.64 0.7389 73.89%

0.65 0.7422 74.22%

0.66 0.7454 74.54%

0.67 0.7486 74.86%

0.68 0.7518 75.18%

0.69 0.7549 75.49%

0.70 0.7580 75.80%

0.71 0.7612 76.12%

0.72 0.7642 76.42%

0.73 0.7673 76.73%

0.74 0.7704 77.04%

0.75 0.7734 77.34%

0.76 0.7764 77.64%

0.77 0.7794 77.94%

0.78 0.7823 78.23%

0.79 0.7852 78.52%

0.80 0.7881 78.81%

0.81 0.7910 79.10%

0.82 0.7939 79.39%

0.83 0.7967 79.67%
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0.84 0.7996 79.96%

0.85 0.8023 80.23%

0.86 0.8051 80.51%

0.87 0.8079 80.79%

0.88 0.8106 81.06%

0.89 0.8133 81.33%

0.90 0.8159 81.59%

0.91 0.8186 81.86%

0.92 0.8212 82.12%

0.93 0.8238 82.38%

0.94 0.8264 82.64%

0.95 0.8289 82.89%

0.96 0.8315 83.15%

0.97 0.8340 83.40%

0.98 0.8365 83.65%

0.99 0.8389 83.89%

1.00 0.8413 84.13%

1.01 0.8438 84.38%

1.02 0.8461 84.61%

1.03 0.8485 84.85%

1.04 0.8508 85.08%

1.05 0.8531 85.31%

1.06 0.8554 85.54%

1.07 0.8577 85.77%

1.08 0.8599 85.99%

1.09 0.8621 86.21%

1.10 0.8643 86.43%

1.11 0.8665 86.65%

1.12 0.8686 86.86%

1.13 0.8708 87.08%

1.14 0.8729 87.29%

1.15 0.8749 87.49%

1.16 0.8770 87.70%

1.17 0.8790 87.90%

1.18 0.8810 88.10%

1.19 0.8830 88.30%

1.20 0.8849 88.49%

1.21 0.8869 88.69%

1.22 0.8838 88.38%

1.23 0.8907 89.07%

1.24 0.8925 89.25%

1.25 0.8944 89.44%

1.26 0.8562 85.62%
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1.27 0.8980 89.80%

1.28 0.8997 89.97%

1.29 0.9015 90.15%

1.30 0.9032 90.32%

1.31 0.9349 93.49%

1.32 0.9366 93.66%

1.33 0.9382 93.82%

1.34 0.9099 90.99%

1.35 0.9115 91.15%

1.36 0.9131 91.31%

1.37 0.9147 91.47%

1.38 0.9162 91.62%

1.39 0.9177 91.77%

1.40 0.9192 91.92%

1.41 0.9207 92.07%

1.42 0.9222 92.22%

1.43 0.9236 92.36%

1.44 0.9251 92.51%

1.45 0.9265 92.65%

1.46 0.9279 92.79%

1.47 0.9292 92.92%

1.48 0.9306 93.06%

1.49 0.9319 93.19%

1.50 0.9332 93.32%

1.51 0.9345 93.45%

1.52 0.9357 93.57%

1.53 0.9370 93.70%

1.54 0.9382 93.82%

1.55 0.9394 93.94%

1.56 0.9406 94.06%

1.57 0.9418 94.18%

1.58 0.9430 94.30%

1.59 0.9441 94.41%

1.60 0.9452 94.52%

1.61 0.9463 94.63%

1.62 0.9474 94.74%

1.63 0.9485 94.85%

1.64 0.9495 94.95%

1.65 0.9505 95.05%

1.66 0.9515 95.15%

1.67 0.9525 95.25%

1.68 0.9535 95.35%

1.69 0.9545 95.45%
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1.70 0.9554 95.54%

1.71 0.9564 95.64%

1.72 0.9573 95.73%

1.73 0.9582 95.82%

1.74 0.9591 95.91%

1.75 0.9599 95.99%

1.76 0.9608 96.08%

1.77 0.9616 96.16%

1.78 0.9625 96.25%

1.79 0.9633 96.33%

1.80 0.9641 96.41%

1.81 0.9649 96.49%

1.82 0.9656 96.56%

1.83 0.9664 96.64%

1.84 0.9671 96.71%

1.85 0.9678 96.78%

1.86 0.9686 96.86%

1.87 0.9693 96.93%

1.88 0.9700 97.00%

1.89 0.9706 97.06%

1.90 0.9713 97.13%

1.91 0.9719 97.19%

1.92 0.9726 97.26%

1.93 0.9732 97.32%

1.94 0.9738 97.38%

1.95 0.9744 97.44%

1.96 0.9750 97.50%

1.97 0.9756 97.56%

1.98 0.9762 97.62%

1.99 0.9767 97.67%

2.00 0.9773 97.73%

2.01 0.9778 97.78%

2.02 0.9783 97.83%

2.03 0.9788 97.88%

2.04 0.9793 97.93%

2.05 0.9798 97.98%

2.06 0.9803 98.03%

2.07 0.9808 98.08%

2.08 0.9812 98.12%

2.09 0.9817 98.17%

2.10 0.9821 98.21%

2.11 0.9826 98.26%

2.12 0.9830 98.30%
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2.13 0.9834 98.34%

2.14 0.9838 98.38%

2.15 0.9842 98.42%

2.16 0.9846 98.46%

2.17 0.9850 98.50%

2.18 0.9854 98.54%

2.19 0.9857 98.57%

2.20 0.9861 98.61%

2.21 0.9865 98.65%

2.22 0.9868 98.68%

2.23 0.9871 98.71%

2.24 0.9875 98.75%

2.25 0.9878 98.78%

2.26 0.9881 98.81%

2.27 0.9884 98.84%

2.28 0.9887 98.87%

2.29 0.9890 98.90%

2.30 0.9893 98.93%

2.31 0.9896 98.96%

2.32 0.9898 98.98%

2.33 0.9901 99.01%

2.34 0.9904 99.04%

2.35 0.9906 99.06%

2.36 0.9909 99.09%

2.37 0.9911 99.11%

2.38 0.9913 99.13%

2.39 0.9916 99.16%

2.40 0.9918 99.18%

2.41 0.9920 99.20%

2.42 0.9922 99.22%

2.43 0.9925 99.25%

2.44 0.9927 99.27%

2.45 0.9929 99.29%

2.46 0.9931 99.31%

2.47 0.9932 99.32%

2.48 0.9934 99.34%

2.49 0.9936 99.36%

2.50 0.9938 99.38%

2.51 0.9940 99.40%

2.52 0.9941 99.41%

2.53 0.9943 99.43%

2.54 0.9945 99.45%

2.55 0.9946 99.46%
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2.56 0.9948 99.48%

2.57 0.9949 99.49%

2.58 0.9951 99.51%

2.59 0.9952 99.52%

2.60 0.9953 99.53%

2.61 0.9955 99.55%

2.62 0.9956 99.56%

2.63 0.9957 99.57%

2.64 0.9959 99.59%

2.65 0.9960 99.60%

2.66 0.9961 99.61%

2.67 0.9962 99.62%

2.68 0.9963 99.63%

2.69 0.9964 99.64%

2.70 0.9965 99.65%

2.71 0.9968 99.68%

2.72 0.9967 99.67%

2.73 0.9968 99.68%

2.74 0.9969 99.69%

2.75 0.9970 99.70%

2.76 0.9971 99.71%

2.77 0.9972 99.72%

2.78 0.9973 99.73%

2.79 0.9974 99.74%

2.80 0.9974 99.74%

2.81 0.9975 99.75%

2.82 0.9976 99.76%

2.83 0.9977 99.77%

2.84 0.9977 99.77%

2.85 0.9978 99.78%

2.86 0.9979 99.79%

2.87 0.9980 99.80%

2.88 0.9980 99.80%

2.89 0.9981 99.81%

2.90 0.9981 99.81%

2.91 0.9982 99.82%

2.92 0.9983 99.83%

2.93 0.9983 99.83%

2.94 0.9984 99.84%

2.95 0.9984 99.84%

2.96 0.9985 99.85%

2.97 0.9985 99.85%

2.98 0.9986 99.86%
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e

e

Positive z-score

z-Score p-value % Below

2.99 0.9986 99.86%

3.00 0.9987 99.87%
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5.4: Predicting Amounts
You might see how z-scores are useful for determining probabilities of scores, but you can use the z-score, probability, and the
characteristics of a standard normal distribution so predict how many people could earn lower (or higher) than scores. To show
how, we’ll use Final Exam scores (scores on a 100-point final exam from 20 students from an unknown college provided by
OpenIntro.org). The average Final Exam score 77.7 points, with a standard deviation of 8.44 points.

Let’s start with some context about who and what we are looking at.

1. For the Final Exam scores, who is the sample? Your answer should include the number of people in the sample.

2. Based on this sample, who could be the population?

3. What was measured?

4. What information was provided?

a. N: _____

b. Mean: _____ points

c. Standard deviation: _____

Solution

Add text here.

1. 20 students from an unknown college

2. Anything reasonable (probably college students).

3. Final Exam scores (on a 100-point exam)

4. What information was provided?

a. N: 20

b. Mean: 77.70 points

c. Standard deviation: 8.44

The Research Question will be: How many students passed the Final Exam (earned a score of 70 points or higher)? And we’ll
use z-scores and the z-table to figure that out! Let’s walk through each step.

1. What’s the formula for computing a z-score?

2. Compute the z-score for X (70 points, from the Research Question).

3. Find the p-value from the z Table for that z-score.

4. To answer the Research Question, do we need to subtract this from 1 (or 18.141% from 100%)? Why or why not? If so, do
it.

5. You’re not done yet! The Research Question asks how many students, not what proportion (percentage).

6. Write a concluding sentence for the Research Question. Round to the nearest whole person.

Solution

1. What’s the formula for computing a z-score?

2. Compute the z-score for X (70 points, from the Research Question).

 Example 5.4.1

 Example 5.4.2

z =
x −X

¯ ¯¯̄

s
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3. z = -0.91 so p = 0.18141

4. Yes, we do need to subtract because the p-value is telling us that 18.141% of the Final Exam scores are lower than our 70
points (z=-0.91), but the Research Question asked how many students scored higher then 70 points.

5. We have 20 students (N = 20). To find the amount of students, we multiply the N by the proportion (before it is a
percentage):

6. Based on the mean, standard deviation, and size of this sample, 16 of the 20 students should pass the Final Exam (earned a
score of 70 points or higher).

Your turn! We’ll use the same sample of Final Exam scores (scores on a 100-point final exam from 20 students from an unknown
college, with the average Final Exam score of 77.7 points and the standard deviation of 8.44 points. The Research Question will be:
How many students earned 90 points or higher on the Final Exam?

1. Compute the z-score for X (90 points, from the Research Question).

2. Find the p-value from the z Table for that z-score.

3. To answer the Research Question, do we need to subtract this from 1 (or 100%)? Why or why not? If so, do it.

4. You’re not done yet! The Research Question asks how many students, not what proportion (percentage).

5. Write a concluding sentence for the Research Question. Round to the nearest whole person.

Answer

1. Compute the z-score for X (90 points, from the Research Question).

2. z=1.46 so p = 0.92785

3. Yes, we do need to subtract because the p-value is telling us that 92.79% of the Final Exam scores are lower than 90
points (z = 1.46), but the Research Question asked how many students scored higher then 90 points.

4. We have 20 students (N = 20). To find the amount of students, we multiply the N by the proportion (before it is a
percentage):

5. Based on the mean, standard deviation, and size of this sample, 1 of the 20 students should earn 90 points or higher on
the Final Exam.

We're Getting There! 
The Standard Normal Curve and z-scores are a small piece of the puzzle to get to where we’re heading, to statistically comparing
sample means. It’s okay if you’re not quite on board with z-scores yet, we’ll keep working on the concept! We use z-scores to
compare one sample to compare with another sample. It’s okay if you’re still confused about the Standard Normal Curve, too.
These are building blocks to get us to the exciting statistical comparisons that will be coming up.

z = = = = −0.91
x −X

¯ ¯¯̄

s

70 −77.70

8.44

−7.7

8.44

1– 0.18141 = 0.81859(or100% −18.14% = 81.86%)

Amount = 20 ×0.81859 = 16.37

 Exercise 5.4.1

z = = = = 1.46
x −X

¯ ¯¯̄

s

90 −77.70

8.44

12.3

8.44

1– 0.92785 = 0.07215(or100% −92.79% = 7.21%)

Amount = 20 ×0.07215 = 1.44
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5.5: Summary of z Scores
Although this section has some math and the z-score formula, it's really to hit the main points of z-scores.

Summary of z-scores 
Suppose Dr. Navarro's friend is putting together a new questionnaire intended to measure “grumpiness”. The survey has 50
questions, which you can answer in a grumpy way or not. Across a big sample (hypothetically, let’s imagine a million people or
so!) the data are fairly normally distributed, with the mean grumpiness score being 17 out of 50 questions answered in a grumpy
way, and the standard deviation is 5. In contrast, when Dr. Navarro takes the questionnaire, she answer 35 out of 50 questions in a
grumpy way. So, how grumpy is she? One way to think about would be to say that I have grumpiness of 35/50, so you might say
that she's 70% grumpy. But that’s a bit weird, when you think about it. If Dr. Navarro's friend had phrased her questions a bit
differently, people might have answered them in a different way, so the overall distribution of answers could easily move up or
down depending on the precise way in which the questions were asked. So, I’m only 70% grumpy with respect to this set of survey
questions. Even if it’s a very good questionnaire, this isn’t very a informative statement.

Can we standardize? 

A simpler way around this is to describe Dr. Navarro's grumpiness by comparing me to other people. Shockingly, out of the friend’s
sample of 1,000,000 people, only 159 people were as grumpy as Dr. Navarro (which Dr. Navarro believes is realistic), suggesting
that she's in the top  of people for grumpiness. This makes much more sense than trying to interpret the raw data. This idea
– that we should describe a person's grumpiness in terms of the overall distribution of the grumpiness of humans – is the idea that
standardization attempts to get at. One way to do this is to do exactly what I just did, and describe everything in terms of
percentiles. However, the problem with doing this is that “it’s lonely at the top”. Suppose that the friend had only collected a
sample of 1000 people (still a pretty big sample for the purposes of testing a new questionnaire, I’d like to add), and this time
gotten a mean of 16 out of 50 with a standard deviation of 5, let’s say. The problem is that almost certainly, not a single person in
that sample would be as grumpy as me.

However, all is not lost. A different approach is to convert my grumpiness score into a standard score, also referred to as a z-score.
The standard score is defined as the number of standard deviations above the mean that my grumpiness score lies. To phrase it in
“pseudo-math” the standard score is calculated like this:

standard score 

In actual math, the equation for the z-score is:

So, going back to the grumpiness data, we can now transform Dr. Navarro's raw grumpiness into a standardized grumpiness score.
If the mean is 17 and the standard deviation is 5 then her standardized grumpiness score would be

To interpret this value, recall that 99.7% of values are expected to lie within 3 standard deviations of the mean. So the fact that my
grumpiness corresponds to a z score of 3.6 (3.6 standard deviations above the mean) indicates that I’m very grumpy indeed.

So now that we know that we can compare one person's individual raw score to the whole distribution of scores, what else can the
z-score do?

Compare Across Distributions 

In addition to allowing you to interpret a raw score in relation to a larger population (and thereby allowing you to make sense of
variables that lie on arbitrary scales), standard scores serve a second useful function. Standard scores can be compared to one
another in situations where the raw scores can’t. Suppose, for instance, my friend also had another questionnaire that measured
extraversion using a 24 items questionnaire. The overall mean for this measure turns out to be 13 with standard deviation 4; and I
scored a 2. As you can imagine, it doesn’t make a lot of sense to try to compare my raw score of 2 on the extraversion
questionnaire to my raw score of 35 on the grumpiness questionnaire. The raw scores for the two variables are about fundamentally
different things, so this would be like comparing apples to oranges. BUT, if we calculate the z-scores, we get 

0.016%

=
 raw score − mean 

 standard deviation 

z = X−X̄

s

z = = = = 3.6
X −X̄

s

35 −17

5

18

5
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 for grumpiness and  for extraversion. These two numbers can be compared to each

other. Dr. Navarro is much less extraverted than most people ( ) (the negative sign means that Dr. Navarro is 2.75
standard deviations below the average extraversion of the sample) and much grumpier than most people (z=3.6): but the extent of
my unusualness is much more extreme for grumpiness (since 3.6 is a bigger number than 2.75). Because each standardized score is
a statement about where an observation falls relative to its own population, it is possible to compare standardized scores across
completely different variables.

This ability to compare scores across different distributions is the foundation of statistical analyses. It allows us to compare the
sample that we have to a probability sample, and then make predictions!

Proportions & Amounts 

But that's not all! Using this z-score formula to turn a raw score into a standardized z-score, we can then use what we know about
the proportions of scores in standard normal curves to predict how likely that score was. And if we know the sample size, we can
even predict how many people from the sample will score above (or below) that initial raw score. Amazing!

This all is pretty cool, although you probably don't think so yet. Or maybe never will. But the way that the Standard Normal
Distribution and these standardized scores (z-scores) function allows much of the rest of statistics to exist.

Next: Write-Ups 
You are in a social science class, not a statistics class, so finding the number is almost never the end of your task. The next section
will describe the important components of a good concluding sentence or concluding paragraph.

Contributors and Attributions 
Danielle Navarro (University of New South Wales)

Dr. MO (Taft College)

This page titled 5.5: Summary of z Scores is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Danielle
Navarro.
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5.6: The Write-Up
Through the practice examples, I hope that you have realized that when conducting statistics for the social sciences, the answer is
never just the number. We do the statistics to answer questions, to the final answer needs enough information to answer that
question, and to let other statisticians know a little bit about the sample and the calculations. Based on what we’ve learned so far,
here’s what you might include in a concluding sentence, as well as what should be included in a paper describing a distribution.

Concluding Sentence 
For any conclusion, you should include the results of your calculations, what was measured, and the answer to the original research
question. Sometimes, this might be as simple as:

Research Question: What is the average final exam score?
Conclusion: The average final exam score was 77.7 points.

The Research Question from Exercise 5.4.1 was:

Research Question: How many students earned 90 points or higher on the Final Exam?

So the Conclusion should be:

Conclusion: Based on the mean, standard deviation, and size of this sample, 1 of the 20 students should earn 90 points or higher
on the Final Exam.

The important pieces of information to include in these concluding sentences are the research question (rephrase as an answer), the
calculation results, and what was measured. For Exercise 5.4.1, those are:

1. Research Question: “How many students earned 90 points or higher on the Final Exam?” was turned in to “1 student should
earn 90 points or higher on the Final Exam.”

2. Calculation: This is the “1 of the 20 students” part of the conclusion.
3. What was measured: This is your DV, your outcome variable. In this Exercise, it was points earned on the Final Exam.

For something a little more advanced you will need to include more information. We'll cover that a little later!

Paper Describing a Distribution 
For a full paper to describe a distribution, you will combine the conclusion for everything that we’ve covered so far. This should
include:

1. Describing who and what was measured. This should include:

1. Naming the sample. Who provided the data? How many participants were there?
2. Naming who you think the population could be. In other words, name who is the biggest group that the sample can

represent?
3. Naming what was measured (quantitative DV).

2. Interpreting what the measures of central tendency mean.
1. Make sure that you calculate the mean, median, and mode correctly!
2. To interpret the measures of central tendency, describe what does knowing the mean, median, and mode collectively tell

you? Maybe answering these questions will help: Are the mean, median, and mode similar? What could that tell us about the
shape of the distribution? Is one smaller or bigger? What could that tell us about the shape of the distribution? Are they all
very different? What could that tell us about the shape of the distribution?

3. Interpreting what the standard deviation can tell us.
1. Make sure that you calculated the standard deviation correctly!
2. An interpretation of standard deviation should include:

1. An evaluation of whether one standard deviation above and below the mean really includes about 68% of the scores, like
it should if the data was normally distributed.

2. Use the standard deviation to predict the shape of the distribution (tall/narrow, medium/normal, or wide/flat), then
compare the predicted shape to the actual shape.
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3. If the standard deviation seems large, you would expect a platykurtic distribution (wide and flat). For example, if you
look at your frequency chart, does the shape seem wide and flat? Small samples are often not normally distributed, so
what we might expect based on the standard deviation is not the actual shape of the distribution. Plus, outliers can cause
skewed shapes and large standard deviations. The standard deviation gives us a general idea of how different each score
is from the mean, but there’s nothing better than looking at the actual distribution.

4. Providing and describing/interpreting appropriate frequency charts.
1. Don’t forget to format the chart number and title in appropriate APA Style!
2. You should mention the chart (by Figure by number) in the paper body.
3. Just like we did for each different types of chart, you should describe/interpret the frequency chart by saying something

about what you see or what the chart makes you wonder.

And don’t forget that a paper in your statistics class is still a paper! You should have an introduction with some sort of hook (Why
is this topic interesting?), the body (which should include everything above), and a concluding paragraph. Concluding paragraphs
often include why this topic is important (which may refer back to the hook from the introduction), or who would want to know
this information. A one- or two-sentence summary of what was found could also be included, but don’t get too hung up on that.

The next chapter will discuss how to format this paper describing a data set in APA Style.

This page titled 5.6: The Write-Up is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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CHAPTER OVERVIEW

6: APA Style
We have already discussed how to format the title of a table and the title of a graph in APA Style, and now it is time to talk about
formatting a whole paper in APA Style.

6.1: APA and APA Style
6.2: APA Style Resources
6.3: General Paper Format
6.4: Formatting by Section
6.5: Tables and Figures
6.6: Summary of APA Style

This page titled 6: APA Style is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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6.1: APA and APA Style
The American Psychological Association (APA) citation style is the commonly used format for manuscripts in the social and health
sciences.

APA style regulates style and formatting. These regulations try to make it so that all papers that are submitted for publication are
evaluated based on the research involved, not on fancy graphics or writing ability. There are writing and grammar suggestions, as
well, so that all manuscripts use similar writing styles and are free from bias.

Edition? 

The APA manual was recently updated to the 7  edition. The 7  edition has a Professional style and a Student style. We will be
discussing the Professional style. Many resources on the internet are still using the 6  edition, or even earlier editions, so don’t
trust them!

This page titled 6.1: APA and APA Style is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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6.2: APA Style Resources
Speaking of resources, here are some of my favorites!

This chapter 
This chapter will be a great resource to explain APA Style formatting, how to do it, and sometimes why we do things the way that
we do.

OWL Purdue 

The Purdue University’s Online Writing Lab (website address: http://owl.english.purdue.edu) has an immense collection of
webpages dedicated to APA Style, including specific pages that you might need like a whole section on Tables and Figures. There’s
a PDF of a sample Professional Style paper with explanations of formatting. There's also a sample paper for students, but we are
using the professional version.

APA Style Checklist 

This � PDF is a checklist developed by Dr. MO to go through before you turn in any statistics paper that is supposed to be
formatted in APA Style. You can use this for non-statistics APA Style papers, too, but there are other important features in APA
Style that aren’t included because they are less important when describing a distribution compared to a full manuscript on an
experiment that you conducted.

Video 
Many people learn best by watching (and re-watching) videos, so here’s a good video in Figure  showing how to format a
Word document into an APA Style paper. Although sometimes the features are in different places in a Google doc or on a Mac, all
word processing software will allow you to make these modifications.

Figure : APA Essay Format (7th Edition). (The Nature of Writing via YouTube)

DO NOT USE THE APA STYLE TEMPLATE PROVIDED BY WORD. I know that this seems like an easy way to format you
paper, but the template is really difficult to modify. For example, if you don’t need, say, an abstract or a reference page for your
paper, it is nearly impossible to delete those from your paper when created from the template without messing up the formatting for
the rest of your paper.

Sample Paper 
Here is a � sample paper as a Word document (.docx). Save this to your own drive or computer so that you can save and modify it.
This is an example paper to show APA Style formatting, and the basic information in a descriptive statistics paper. Careful reading
shows that the topic and numbers change throughout the paper because it is a combination of several different students’ papers.
This is just a guide; do NOT copy the words, just the format.
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Publication Manual 

Dr. MO encourages you to purchase the APA Style manual if you are a psychology or sociology major. However, your school’s
library has the Publication Manual of the American Psychological Association, 7th ed. Note that it is typically considered a
reference (like a dictionary or encyclopedia), so you probably can’t take it out of the library. Your library probably has a webpage
devoted to APA Style, as well.

The APA also provides instructional aids (website address: https://apastyle.apa.org/instructional-aids), some for free and some are
not. When using these, make sure to use the resources for the Professional type of paper, not the Student version (unless your
instructor prefers the Student version).

Contributors and Attributions 

Dr. MO (Taft College)

The Nature of Writing's APA Essay Format: https://www.youtube.com/watch?v=Mrh5OC3T6dc

This page titled 6.2: APA Style Resources is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle
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6.3: General Paper Format
APA papers have different sections that have different slightly different formatting styles, however, the entire paper should:

The ENTIRE paper should:

Be double-spaced (except Tables and Figures)
Be 12 pt. Times New Roman font (or similar)
Have 1” margins on all sides
Not have any extra spacing before or after each paragraph.

Check Paragraph settings for this; the default in Word is to add 10 points of space after each paragraph (regardless of line
spacing).

Have a page number in the upper right-hand side of every page that is the same font as the rest of the paper.
Have the paper’s title, all capitalize, as a page header in the upper left-hand of every page. When all papers were submitted by
mailing hard-copies to journal publishers, the running head was used to keep the papers together and organized, but anonymous.
Dr. MO has also used this when she has literally dropped a stack of printed-but-not-yet-stapled student papers.

There should be a page break (starting on a new page) between each of these sections. There should not be a page break within any
of these sections. Even if you have part of a sentence dangling on a new page. Insert a Page Break to start a new page, don’t just hit
Enter a bunch of times. Doing that messes up other formatting.

In-Text Citations 

If you cite any sources, there is a particular way to format them in your sentences. Surprised?

In-text citations help readers locate the source of your information in the References section of the paper. Whenever you use a
source, provide the author’s last name(s), in the order that they appear on the article, and the year of publication. You can use the
authors’ names in the sentence, or only include their names in the reference at the end of the sentence.

Example with One Author 
Using their name in the sentence: Wilson (2014) developed mechanical wings.
Not using their name in the sentence: Mechanical wings can be used as shielding or for flight (Wilson, 2014).

Example with Two Authors 
Using their names in the sentence: According to Prince and Trevor (2021), you must sometimes sacrifice to live your values.
Not using their name in the sentence: There is still controversy over the cause of World War I, also known as the Great War
(Prince & Trevor, 2017).

Notice that everything cited is in the past tense. It was written before today, so it is in the past.

What is different with two authors between using the authors’ names in the sentence, compared to at the end of the sentence?

Example with Three or More Authors 

When citing a work with three or more authors, you can use the first author's last name followed by "et al." in the sentence or in
parentheses:

Using their names in the sentence: Kirk et al. (1968) found many similarities between their different cultures.
Not using their name in the sentence: Exploration shows that there is infinite diversity in infinite combinations (Kirk et al.,
1968).

Students often want to cite once at the end of a whole paragraph. Resist this urge. In APA Style, each sentence with information
from an outside source must be cited. Citing at the end of the sentence makes it difficult to recognize which parts of the paragraph
are the author’s thoughts, and which portions are the ideas or findings for another author.

This page titled 6.3: General Paper Format is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.
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6.4: Formatting by Section
APA papers generally include the following sections:

1. Cover page (sometimes called a title page)
2. Abstract
3. Main body
4. References
5. Appendices (including Tables and Figures)

Each of these sections have different slightly different formatting styles. The formatting discussed in the last section that should be
throughout the paper will not be repeated here, so make sure to format your whole paper that way first, then move on to making
sure each section is correctly formatted.

First Section: Title Page 
In the upper half of the page, centered:

The title of your paper, in bold.
Your name
Affiliation (your college/university)

Insert a Page Break after the affiliation so that the first page of the main body starts on the next page. [Don’t just hit Enter a bunch
of times. Doing that messes up other formatting.]

Second Section: Abstract 
An abstract is a 150- to 250- word summary of your paper. The abstract page should include:

Page header and page number (2, because this will always be on the second page)
The abstract title (which should be the word Abstract), centered and bold, at the top of the page.
The abstract paragraph is not indented.

Third Section: Main Body 
This is the section of the paper where most of your writing will be; this is where you describe what was measured, on whom, and
what was found.

The first page of the main body includes the title in the header and at the top of the page (as a heading). This title is in the style
of a Level 1 heading (see below). Every page of your main body should include:

Page header and Page number
Indented paragraphs (with no extra space between the paragraphs).

There should not be a page break within the main body; Just let the paragraphs break where they naturally do.

Headings 

A heading is a title for different sections of your paper. It is not a header, which is the title at the top of each page.

If you choose to use headings, they should be formatted in correct APA Style. APA uses a system of five heading levels, as shown
in the Note below. Start with the Level 1 style for your titles and headings, then move down for lower level sections.

Level 1: Centered, Bold, Title Case (first letter of important words is capitalized)

Level 2: Flush Left, Bold, Title Case

Level 3: Flush Left, Bold & Italicized, Title Case

It is exceedingly unlikely that you will need a Level 4 or Level 5 heading, but here they are:

Level 4: Indented, Bold, Title Case, Ending with a Period.
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Level 5: Indented, Bold and Italicized, Title Case, Ending with a Period.

Fourth Section: Reference Page 
You need a reference page when you cite someone else’s work. You might think that you won’t be citing anything in a statistics
paper, but you actually might! For example, if you were comparing the number of siblings of your classmates, you might cite a
website showing the average number of siblings of college students in the U.S. for your population mean.

Like every other page, the reference page should include:

Running head (only the paper’s title, all capitalized)
The page number
Double-spaced, with no extra space between paragraphs

It should also include a title (References) at the top of the page in bold (Level 1 heading). APA uses References, not works cited
or bibliography.

The indention of references are opposite of paragraphs in the main body. Each reference should start all of the way to the left, and
each subsequent line should be indented. This is called a hanging indent, and Word will do this automatically for you through the
paragraph settings.

Fifth Section: Appendix (Tables and Figures) 
For our purposes, an appendix will be used for tables and figures.

What other types of information might be put in an appendix?

The next section will discuss tables and figures in more detail.

This page titled 6.4: Formatting by Section is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.
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6.5: Tables and Figures
Tables are where you put rows or columns of numbers, like a frequency table or your calculation results. A figure is a chart/graph
or other picture. The 7  Edition allows you to put the tables and figures in the main body of the paper, but you can also put them on
their own pages at the end of your paper.

Tables and Figures can be single-spaced.
Tables and Figures must be numbered, in bold (Example: Figure 1 or Table 1). The table or figure number should be on a line
above the title.
Tables and Figures must have a title (in italics) on the line below the number.
In a Table, the column titles should be underlined.
There should be a line across the whole bottom edge of each table.

If you are putting a table or figure in an appendix, then each set of tables or figures should be started on a new page [Insert a Page
Break, don’t hit enter a bunch of times].

Example Table Formatting 
Table 1

Measures of Central Tendency and Standard Deviation

Table - Example of APA Style Table Formatting

Groups N Mean Median Mode SD

Group 1 34 9 2 6.50 2.51

Group 2 550 246.99 45.5 22.22 5.54

Note: “SD” is “standard deviation.

Table : Example of number, title, and table formatted in APA Style.. (CC-BY-NC-SA; Michelle Oja)

Example Chart Formatting 
Figure 1

Frequency of Final Exam Scores

Figure : Example of number, title, and chart formatted in APA Style. (CC-BY-NC-SA; created by Michelle Oja with data from
OpenIntro.org)

A summary of formatting in APA Style is up next!
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6.6: Summary of APA Style
That’s the basics of formatting in APA Style!

1. Should the words “Running head” be in your paper?
2. Should your paper include a cover page?
3. Should your paper have your name on it?
4. Should your paper have your professor’s name on it?
5. Do you have to cite this textbook?

Answer
1. No
2. Yes
3. Yes
4. No
5. No, unless you are using it as a direct source of information.

This page titled 6.6: Summary of APA Style is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.
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7.1: Growth Mindset
In the first set of chapters, when we learned about descriptive statistics, some examples and data sets were based on academics and
ways to be better students (remember Dr. Chew's videos?). In this next set of chapters we'll focus on a specific idea that can help
you succeed: growth mindset.

Growth Mindset 
Dr. Carol Dweck described mindset as the way that we approach learning and finding solutions (Dweck, 2006) in her book
Mindset: The New Psychology of Success.

Growth mindset is when people realize that there are many good ways to find solutions, and that you can always learn more and
become better. According to Dweck’s research, if you keep trying new solutions, and learn from your “mistakes,” you will
improve. On the opposite side, fixed mindset is when people assume that everyone only has a specific amount of talent or ability,
and that there’s only one “best way” to accomplish tasks. There is a lot more research showing that growth mindset leads to
academic success, and explains some of the reasons why that’s true, at the science section of the growth mindset website called
MindsetWorks.com.

This concept of growth and fixed mindset has real-world consequences for learning. For example, Cimpian, Arce, Markman, and
Dweck (2007) found that young children who were told that they “did a good job drawing” (growth mindset: focus on effort) were
happier and more likely to choose to draw than students who were told that they were “good drawers” (fixed mindset: focus on
inherent ability). Similarly, Mueller and Dweck (1998) also found that children whose effort was praised valued learning more than
those children who were praised based on their intelligence.

How can knowing about growth mindset help you succeed in this class?

As we move back into understanding new concepts, and move away from the math and numbers for a bit, continue to think about
what you are doing that is helping you learn, and what other study strategies you can use to do even better!
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7.2: Samples and Populations Refresher

Population Parameters and Sample Statistics 

Up to this point we have been talking about populations the way a scientist might. To a psychologist, a population might be a group
of people. To an ecologist, a population might be a group of bears. In most cases the populations that scientists care about are
concrete things that actually exist in the real world. Statisticians, however, are a funny lot. On the one hand, they are interested in
real world data and real science in the same way that scientists are. On the other hand, they also operate in the realm of pure
abstraction in the way that mathematicians do. As a consequence, statistical theory tends to be a bit abstract in how a population is
defined. Statisticians operationalize the concept of a “population” in terms of mathematical objects that they know how to work
with, namely: probability distributions.

The idea is quite simple. Let’s say we’re talking about IQ scores. To a psychologist, the population of interest is a group of actual
humans who have IQ scores. A statistician “simplifies” this by operationally defining the population as the probability distribution
depicted in Figure . IQ tests are designed so that the average IQ is 100, the standard deviation of IQ scores is 15, and the
distribution of IQ scores is normal. These values are referred to as the population parameters because they are characteristics of
the entire population. That is, we say that the population mean μ (mu) is 100, and the population standard deviation is 15.
[Although not directly related to this conversation, we also covered non-parametric analyses in Ch. 4.5, which were analyses that
we could do when we don't think that the population is normally distributed.]

Figure - Probability Distribution of IQ (CC-BY-SA- Danielle Navarro from Learning Statistics with R)

Now suppose I run an experiment. I select 100 people at random and administer an IQ test, giving me a random sample from the
population. Each of these IQ scores is sampled from a normal distribution with mean 100 and standard deviation 15. So if I plot a
histogram of the sample, I get something like the one shown in Figure .

Figure - Probability Distribution of 100 IQ Scores (CC-BY-SA- Danielle Navarro from Learning Statistics with R)

As you can see, the histogram is roughly the right shape, but it’s a very crude approximation to the true population distribution
shown in Figure . Even though there seems to be an outlier who scored near 140 points on the IQ test, the mean of my sample
is fairly close to the population mean 100, but not identical. In this case, it turns out that the people in my sample have a mean IQ
of 98.5 ( ), and the standard deviation of their IQ scores is 15.9. These sample statistics are descriptive of the data set, and
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although they are fairly similar to the true population values, they are not the same the population parameters. In general, sample
statistics are the things you can calculate from your data set, and the population parameters are the things you want to learn about.

As we learned in the chapter on distributions, the bigger the sample, the more like a normal curve is is. You can see this in Figure 
, a random selection of 10,000 IQ scores from a regular population looks very much like a normal distribution.

Figure - Probability Distribution of 10,000 IQ Scores (CC-BY-SA- Danielle Navarro from Learning Statistics with R)

Onward and upward! 
The next section talks a little more about how samples are sometimes similar to their population, and sometimes not...
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7.2.1: Can Samples Predict Populations?
To understand whether samples can be used to describe population's, let start with a silly experiment Imagine that you had a
gumball machine. We twist the dial with our right hand, and see how many green gumballs come out. We put the gumballs back in,
then twist the dial with our left hand and count how many green gumballs come out. In sum, in each experiment we counted the
green balls for the left and right hand. What we really want to know is if there is a difference between them. So, we can calculate
the difference score (which is just subtracting one score from the other).

To show that the difference score is the of green gumballs from the left hand minus the number of green gumballs from the right
hand. The difference should be zero, but sampling error produces some differences. The bars in Figure  shows the
differences (note that it is not frequency chart) in the number of green gumballs ( ). Missing bars mean
that there were an equal number of green gumballs chosen by the left and right hands (difference score is 0). A positive value
means that more green gumballs were chosen by the left than right hand. A negative value means that more green gumballs were
chosen by the right than left hand. Note that if we decided (and we get to decide) to calculate the difference in reverse (right hand -
left hand), the signs of the differences scores would flip around.

Figure - Difference in Number of Green Gumballs from 10 Draws from Left and 10 Draws from Right Hand (CC-BY-SA
Matthew J. C. Crump from Answering Questions with Data- Introductory Statistics for Psychology Students)

We are starting to see the differences that chance can produce. The difference scores are mostly between -2 to +2, meaning that
there are usually not more than 2 more green gumballs when the left hand was chosen, and usually not few than 2 green gumballs,
either. We could get an even better impression by running this pretend experiment 100 times instead of only 10 times. How about
we do that (Figure ).

Ooph, we just ran so many simulated experiments that the x-axis is unreadable, but it goes from 1 to 100. Each bar represents the
difference of number of green balls chosen randomly by the left or right hand. There are man kinds of differences that chance alone
can produce!
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Figure - Difference in Number of Green Gumballs from 100 Draws from Left and 100 Draws from Right Hand (CC-BY-SA
Matthew J. C. Crump from Answering Questions with Data- Introductory Statistics for Psychology Students)

Beginning to notice anything? Look at the y-axis, this shows the size of the difference. Yes, there are lots of bars of different sizes,
this shows us that many kinds of differences do occur by chance. However, the y-axis is also restricted. It does not go from -10 to
+10. Big differences (greater than 5 or -5) don’t happen very often.

Now that we have a method for simulating differences due to chance, let’s run 10,000 simulated experiments. But, instead of
plotting the differences in a bar graph for each experiment, how about we look at the histogram of frequency of each difference
score. This will give us a clearer picture about which differences happen most often, and which ones do not. This will be another
window into chance. The chance window of differences.
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Figure - Difference in Number of Green Gumballs from 10,000 Draws from Left and 10,000 Draws from Right Hand (CC-
BY-SA Matthew J. C. Crump from Answering Questions with Data- Introductory Statistics for Psychology Students)

The most frequency difference in Figure  is 0, which is what we expect by chance, that neither hand has a special power to
attract green gumballs. Although there can be differences as large as 10 green gumballs between each hand, larger differences occur
less often by chance.

What does this histogram remind you of?

Answer

Yep, a normal curve!

What else can this histogram tell us about chance? It can show that chance produces some differences more often than others. First,
chance usually produces 0 differences, that’s the biggest bar in the middle. Second, chance can produce larger differences, but as
the differences get larger (positive or negative), they occur less frequently. The shape of this histogram is your chance window, it
tells you what chance can do, it tells you what chance usually does, and what it usually does not do.

OK, we have seen that chance can produce differences here. But, we still don’t have a good idea about what chance usually does
and doesn’t do. For example, if we could find the window of opportunity here, we would be able find out that chance usually does
not produce differences of a certain large size. If we knew what the size was, then if we ran experiment and our difference was
bigger than what chance can do, we could be confident that chance did not produce our difference.

You can use this chance window to help you make inferences. If you ran yourself in the gumball experiment and found that your
left hand chose 2 more green gumballs than red gumballs, would you conclude that you left hand was special, and caused you to
choose more green gumballs? Hopefully not. You could look at the chance window and see that differences of size +2 do happen
fairly often by chance alone. You should not be surprised if you got a +2 difference. However, what if your left hand chose 5 more
green gumballs than red gumballs. Well, chance doesn’t do this very often, you might think something is up with your left hand. If
you got a whopping 9 more green gumballs than red gumballs, you might really start to wonder. This is the kind of thing that could
happen (it’s possible), but is very rare if the sample is randomly chosen. When you get things that almost never happen by chance,
you can be more confident that the difference reflects a causal force that is not chance.

Bringing it Together 
Okay, so what have we covered so far in this chapter.
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First, populations are different from samples.

Second, that samples might be able to be used to predict population characteristics (parameters).

Finally, that even when the sample is from the population, it is not exactly like the population; the sample's mean and standard
deviation are not going to be exactly the same at the population mean and standard deviation.

So, how can we tell when your sample is similar enough to the population that you can use the sample to predict the population?
That's inferential statistics!

This page titled 7.2.1: Can Samples Predict Populations? is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

5.4: Chance makes some differences more likely than others by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
https://www.crumplab.com/statistics/.
Current page by Michelle Oja is licensed CC BY-SA 4.0.
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7.2.2: Descriptive versus Inferential Statistics
Now that we understand the nature of our data, let’s turn to the types of statistics we can use to interpret them. There are 2 types of
statistics: descriptive and inferential.

Descriptive Statistics 
Descriptive statistics are numbers that are used to summarize and describe data. The word “data” refers to the information that has
been collected from an experiment, a survey, an historical record, etc. (By the way, “data” is plural. One piece of information is
called a “datum.”) If we are analyzing birth certificates, for example, a descriptive statistic might be the percentage of certificates
issued in New York State, or the average age of the mother. Any other number we choose to compute also counts as a descriptive
statistic for the data from which the statistic is computed. Several descriptive statistics are often used at one time to give a full
picture of the data. Descriptive statistics are just descriptive. They do not involve generalizing beyond the data at hand.
Generalizing from our data to another set of cases is the business of inferential statistics, which you'll be studying in another
section. Here we focus on (mere) descriptive statistics. Some descriptive statistics are shown in Table . The table shows the
average salaries for various occupations in the United States in 1999.

Table : Average salaries for various occupations in 1999.

Occupation Salary

Pediatricians $112,760

Dentists $106,130

Podiatrists $100,090

Physicists $76,140

Architects $53,410

School, clinical, and counseling psychologists $49,720

Flight attendants $47,910

Elementary school teachers $39,560

Police officers $38,710

Floral designers $18,980

Descriptive statistics like these offer insight into American society. It is interesting to note, for example, that we pay the people
who educate our children and who protect our citizens a great deal less than we pay people who take care of our feet or our teeth.

For more descriptive statistics, consider Table . It shows the number of unmarried men per 100 unmarried women in U.S.
Metro Areas in 1990. From this table we see that men outnumber women most in Jacksonville, NC, and women outnumber men
most in Sarasota, FL. You can see that descriptive statistics can be useful if we are looking for an opposite-sex partner! (These data
come from the Information Please Almanac.)

Table : Number of Unmarried Men per 100 Unmarried Women in U.S. Metro Areas in 1990.

Cities with Mostly Men Men per 100 Women Cities with Mostly Women Men per 100 Women

1. Jacksonville, NC 224 1. Sarasota, FL 66

2. Killeen-Temple, TX 123 2. Bradenton, FL 68

3. Fayetteville, NC 118 3. Altoona, PA 69

4. Brazoria, TX 117 4. Springfield, IL 70

5. Lawton, OK 116 5. Jacksonville, TN 70

6. State College, PA 113 6. Gadsden, AL 70

7. ClarksvilleHopkinsville, TN-
KY

113 7. Wheeling, WV 70
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Cities with Mostly Men Men per 100 Women Cities with Mostly Women Men per 100 Women

8. Anchorage, Alaska 112 8. Charleston, WV 71

9. Salinas-SeasideMonterey, CA 112 9. St. Joseph, MO 71

10. Bryan-College Station, TX 111 10. Lynchburg, VA 71

NOTE: Unmarried includes never-married, widowed, and divorced persons, 15 years or older.

These descriptive statistics may make us ponder why the numbers are so disparate in these cities. One potential explanation, for
instance, as to why there are more women in Florida than men may involve the fact that elderly individuals tend to move down to
the Sarasota region and that women tend to outlive men. Thus, more women might live in Sarasota than men. However, in the
absence of proper data, this is only speculation.

You probably know that descriptive statistics are central to the world of sports. Every sporting event produces numerous statistics
such as the shooting percentage of players on a basketball team. For the Olympic marathon (a foot race of 26.2 miles), we possess
data that cover more than a century of competition. (The first modern Olympics took place in 1896.) The following table shows the
winning times for both men and women (the latter have only been allowed to compete since 1984).

Table : Winning Olympic Marathon Times for Women.

Year Winner Country Time

1984 Joan Benoit USA 2:24:52

1988 Rosa Mota POR 2:25:40

1992 Valentina Yegorova UT 2:32:41

1996 Fatuma Roba ETH 2:26:05

2000 Naoko Takahashi JPN 2:23:14

2004 Mizuki Noguchi JPN 2:26:20

Table  shows the same statistics, but for men.

Table : Winning Olympic Marathon Times for Men

Year Winner Country Time

1896 Spiridon Louis GRE 2:58:50

1900 Michel Theato FRA 2:59:45

1904 Thomas Hicks USA 3:28:53

1906 Billy Sherring CAN 2:51:23

1908 Johnny Hayes USA 2:55:18

1912 Kenneth McArthur S. Afr. 2:36:54

1920 Hannes Kolehmainen FIN 2:32:35

1924 Albin Stenroos FIN 2:41:22

1928 Boughra El Ouafi FRA 2:32:57

1932 Juan Carlos Zabala ARG 2:31:36

1936 Sohn Kee-Chung JPN 2:29:19

1948 Delfo Cabrera ARG 2:34:51

1952 Emil Ztopek CZE 2:23:03

1956 Alain Mimoun FRA 2:25:00

1960 Abebe Bikila ETH 2:15:16
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Year Winner Country Time

1964 Abebe Bikila ETH 2:12:11

1968 Mamo Wolde ETH 2:20:26

1972 Frank Shorter USA 2:12:19

1976 Waldemar Cierpinski E.Ger 2:09:55

1980 Waldemar Cierpinski E.Ger 2:11:03

1984 Carlos Lopes POR 2:09:21

1988 Gelindo Bordin ITA 2:10:32

1992 Hwang Young-Cho S. Kor 2:13:23

1996 Josia Thugwane S. Afr. 2:12:36

2000 Gezahenge Abera ETH 2:10.10

2004 Stefano Baldini ITA 2:10:55

There are many descriptive statistics that we can compute from the data in the table. To gain insight into the improvement in speed
over the years, let us divide the men's times into two pieces, namely, the first 13 races (up to 1952) and the second 13 (starting from
1956). The mean winning time for the first 13 races is 2 hours, 44 minutes, and 22 seconds (written 2:44:22). The mean winning
time for the second 13 races is 2:13:18. This is quite a difference (over half an hour). Does this prove that the fastest men are
running faster? Or is the difference just due to chance, no more than what often emerges from chance differences in performance
from year to year? We can't answer this question with descriptive statistics alone. All we can affirm is that the two means are
“suggestive.”

Examining Table  and Table  leads to many other questions. We note that Takahashi (the lead female runner in 2000)
would have beaten the male runner in 1956 and all male runners in the first 12 marathons. This fact leads us to ask whether the
gender gap will close or remain constant. When we look at the times within each gender, we also wonder how far they will
decrease (if at all) in the next century of the Olympics. Might we one day witness a sub-2 hour marathon? The study of statistics
can help you make reasonable guesses about the answers to these questions.

It is also important to differentiate what we use to describe populations vs what we use to describe samples. A population is
described by a parameter; the parameter is the true value of the descriptive in the population, but one that we can never know for
sure. For example, the Bureau of Labor Statistics reports that the average hourly wage of chefs is $23.87. However, even if this
number was computed using information from every single chef in the United States (making it a parameter), it would quickly
become slightly off as one chef retires and a new chef enters the job market. Additionally, as noted above, there is virtually no way
to collect data from every single person in a population. In order to understand a variable, we estimate the population parameter
using a sample statistic. Here, the term “statistic” refers to the specific number we compute from the data (e.g. the average), not the
field of statistics. A sample statistic is an estimate of the true population parameter, and if our sample is representative of the
population, then the statistic is considered to be a good estimator of the parameter.

Even the best sample will be somewhat off from the full population, earlier referred to as sampling bias, and as a result, there will
always be a tiny discrepancy between the parameter and the statistic we use to estimate it. This difference is known as sampling
error, and, as we will see throughout the course, understanding sampling error is the key to understanding statistics. Every
observation we make about a variable, be it a full research study or observing an individual’s behavior, is incapable of being
completely representative of all possibilities for that variable. Knowing where to draw the line between an unusual observation and
a true difference is what statistics is all about.

Inferential Statistics 

Descriptive statistics are wonderful at telling us what our data look like. However, what we often want to understand is how our
data behave. What variables are related to other variables? Under what conditions will the value of a variable change? Are two
groups different from each other, and if so, are people within each group different or similar? These are the questions answered by
inferential statistics, and inferential statistics are how we generalize from our sample back up to our population. Units 2 and 3 are
all about inferential statistics, the formal analyses and tests we run to make conclusions about our data.
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For example, we will learn how to use a t statistic to determine whether people change over time when enrolled in an intervention.
We will also use an F statistic to determine if we can predict future values on a variable based on current known values of a
variable. There are many types of inferential statistics, each allowing us insight into a different behavior of the data we collect. This
course will only touch on a small subset (or a sample) of them, but the principles we learn along the way will make it easier to learn
new tests, as most inferential statistics follow the same structure and format.

Summary 

In simpler terms, we infer characteristics of the population based on characteristics of the sample.

Used to describe or summarize the data from the sample.

Used to make generalizations from the sample data to the population of interest.

Let's practice!

Use the following to decide which option is inferential.

Target Population -- All Psychology majors in the U.S.
Sample -- 30 students from a Research Methods course
Data -- 18 want to become Clinical Psychologists (60%)

Which of the following statements is descriptive of the sample and which is making an inference about the population? Why?

1. 60% of American Psychology majors want to be clinical psychologists.
2. 60% of the students in the sample want to be clinical psychologists.

Solution

#1 is inferential because it is using the information from the sample of one class to infer about all Psychology majors in the
U.S..

Your turn!

Use the following to decide which option is inferential.

Target Population -- California college students
Sample -- 300 students from all 115 California community colleges
Data – 150 are from the central valley, 150 are from outside of the valley

Which of the following statements is descriptive of the sample and which is making an inference about the population? Why?

1. 50% of California community college students are from the central valley.
2. 50% of the students in the sample are from the central valley.

Do you see anything wrong with this data?

Answer

#1 is inferential because it is using the information from the sample of 300 students to infer about all California college
students.

If you know anything about the geography of California, you know that 50% of the state's population does not live in the
central valley, so the sampling is suspect.

 Definition: Descriptive Statistics

 Definition: Inferential Statistics

 Example 7.2.2.1

 Exercise 7.2.2.1
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7.3: The Research Hypothesis and the Null Hypothesis

Hypotheses 

Hypotheses are predictions of expected findings.

The Research Hypothesis 

A research hypothesis is a mathematical way of stating a research question. A research hypothesis names the groups (we'll start
with a sample and a population), what was measured, and which we think will have a higher mean. The last one gives the research
hypothesis a direction. In other words, a research hypothesis should include:

1. The name of the groups being compared. This is sometimes considered the IV.
2. What was measured. This is the DV.
3. Which group are we predicting will have the higher mean.

There are two types of research hypotheses related to sample means and population means: Directional Research Hypotheses and
Non-Directional Research Hypotheses

Directional Research Hypothesis 

If we expect our obtained sample mean to be above or below the other group's mean (the population mean, for example), we have a
directional hypothesis. There are two options:

"The sample mean is expected to be bigger than the population mean."

Symbol: 
(The mean of the sample is greater than than the mean of the population.)

"The sample mean is expected to be smaller than the population mean."
Symbol: 
(The mean of the sample is less than than mean of the population.)

A study by Blackwell, Trzesniewski, and Dweck (2007) measured growth mindset and how long the junior high student
participants spent on their math homework. What’s a directional hypothesis for how scoring higher on growth mindset
(compared to the population of junior high students) would be related to how long students spent on their homework? Write
this out in words and symbols.

Solution

Answer in Words: Students who scored high on growth mindset would spend more time on their homework than the
population of junior high students.

Answer in Symbols: 

Non-Directional Research Hypothesis 

A non-directional hypothesis states that the means will be different, but does not specify which will be higher. In reality, there is
rarely a situation in which we actually don't want one group to be higher than the other, so we will focus on directional research
hypotheses. There is only one option for a non-directional research hypothesis: "The sample mean differs from the population
mean." These types of research hypotheses don’t give a direction, the hypothesis doesn’t say which will be higher or lower.

A non-directional research hypothesis in symbols should look like this:  (The mean of the sample is not equal to the mean of
the population).

What’s a non-directional hypothesis for how scoring higher on growth mindset higher on growth mindset (compared to the
population of junior high students) would be related to how long students spent on their homework (Blackwell, Trzesniewski,
& Dweck, 2007)? Write this out in words and symbols.

> μX̄

< μX̄

 Example 7.3.1

> μX̄

≠ μX̄

 Exercise 7.3.1
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Answer

Answer in Words: Students who scored high on growth mindset would spend a different amount of time on their homework
than the population of junior high students.

Answer in Symbols: 

See how a non-directional research hypothesis doesn't really make sense? The big issue is not if the two groups differ, but if one
group seems to improve what was measured (if having a growth mindset leads to more time spent on math homework). This
textbook will only use directional research hypotheses because researchers almost always have a predicted direction (meaning that
we almost always know which group we think will score higher).

The Null Hypothesis 

The hypothesis that an apparent effect is due to chance is called the null hypothesis, written  (“H-naught”). We usually test this
through comparing an experimental group to a comparison (control) group. This null hypothesis can be written as:

For most of this textbook, the null hypothesis is that the means of the two groups are similar. Much later, the null hypothesis will be
that there is no relationship between the two groups. Either way, remember that a null hypothesis is always saying that nothing is
different.

This is where descriptive statistics diverge from inferential statistics. We know what the value of  is – it’s not a mystery or a
question, it is what we observed from the sample. What we are using inferential statistics to do is infer whether this sample's
descriptive statistics probably represents the population's descriptive statistics. This is the null hypothesis, that the two groups are
similar.

Keep in mind that the null hypothesis is typically the opposite of the research hypothesis. A research hypothesis for the ESP
example is that those in my sample who say that they have ESP would get more correct answers than the population would get
correct, while the null hypothesis is that the average number correct for the two groups will be similar.

In general, the null hypothesis is the idea that nothing is going on: there is no effect of our treatment, no relation between our
variables, and no difference in our sample mean from what we expected about the population mean. This is always our baseline
starting assumption, and it is what we seek to reject. If we are trying to treat depression, we want to find a difference in average
symptoms between our treatment and control groups. If we are trying to predict job performance, we want to find a relation
between conscientiousness and evaluation scores. However, until we have evidence against it, we must use the null hypothesis as
our starting point.

In sum, the null hypothesis is always:

There is no difference between the groups’ means

OR

There is no relationship between the variables.

In the next chapter, the null hypothesis is that there’s no difference between the sample mean and population mean. In other
words:

There is no mean difference between the sample and population.
The mean of the sample is the same as the mean of a specific population.

We expect our sample’s mean to be same as the population mean.

A study by Blackwell, Trzesniewski, and Dweck (2007) measured growth mindset and how long the junior high student
participants spent on their math homework. What’s the null hypothesis for scoring higher on growth mindset (compared to the
population of junior high students) and how long students spent on their homework? Write this out in words and symbols.

≠ μX̄

H0

: = μH0 X̄

X
¯ ¯¯̄

: = μH0 X̄

 Exercise 7.3.2
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Answer

Answer in Words: Students who scored high on growth mindset would spend a similar amount of time on their homework
as the population of junior high students.

Answer in Symbols: 

This page titled 7.3: The Research Hypothesis and the Null Hypothesis is shared under a CC BY-NC-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.

7.3: The Null Hypothesis by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
Current page by Michelle Oja is licensed CC BY-NC-SA 4.0.
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7.4: Null Hypothesis Significance Testing

Null Hypotheses and Research Hypotheses 

So far, so good? We develop a directional research hypothesis that names our groups, the DV (the outcome that was measured), and
indicates a direction (which group will be higher). And we have a null hypothesis that says that the groups will have similar means
on the DV. It’s at this point that things get somewhat counterintuitive. Because the null hypothesis seems to correspond to the
opposite of what I want to believe, and then we focus exclusively on that, almost to the neglect of the thing I’m actually interested
in (the research hypothesis). In our growth mindset example, the null hypothesis is that the sample of junior high students with high
beliefs in growth mindset will have similar average study times compared to the population of all junior high students. But for
Blackwell, Trzseniewski, and Dweck (2007), and, really, any teacher ever, we actually want to believe that the understanding that
your intelligence and abilities can always improve (high belief in growth mindset) will result in working harder and spending more
time on homework. So the alternative to this null hypothesis is that those junior high students with higher growth mindset scores
will spend more time on their math homework than those from the population of junior high students. The important thing to
recognize is that the goal of a hypothesis test is not to show that the research hypothesis is (probably) true; the goal is to
show that the null hypothesis is (probably) false. Most people find this pretty weird.

The best way to think about it, in my experience, is to imagine that a hypothesis test is a criminal trial… the trial of the null
hypothesis. The null hypothesis is the defendant, the researcher is the prosecutor, and the statistical test itself is the judge. Just like
a criminal trial, there is a presumption of innocence: the null hypothesis is deemed to be true unless you, the researcher, can prove
beyond a reasonable doubt that it is false. You are free to design your experiment however you like, and your goal when doing so is
to maximize the chance that the data will yield a conviction… for the crime of being false. The catch is that the statistical test sets
the rules of the trial, and those rules are designed to protect the null hypothesis – specifically to ensure that if the null hypothesis is
actually true, the chances of a false conviction are guaranteed to be low. This is pretty important: after all, the null hypothesis
doesn’t get a lawyer. And given that the researcher is trying desperately to prove it to be false, someone has to protect it.

Notation 

Okay, so the null hypothesis always states that there's no difference. In our examples so far, we've been saying that there's no
difference between the sample mean and population mean. But we don’t really expect that, or why would we be comparing the
means? The purpose of null hypothesis significance testing is to be able to reject the expectation that the means of the two groups
are the same.

Reject the null hypothesis: The sample mean is different from the population mean.

Rejecting the null hypothesis means that .
Rejecting the null hypothesis doesn't automatically mean that the research hypothesis is supported.

Retain the null hypothesis: The sample mean is similar to the population mean.
Retaining the null hypothesis means that .
This means that our research hypothesis cannot be true.

We only reject or retain the null hypothesis. If we reject the null hypothesis (which says that everything is similar), we are saying
that some means are statistically different from some other means. We only support the research hypothesis if the means are in the
direction that we said. For example, if we rejected the null hypothesis that junior highers with high growth mindset spend as much
time on homework as all junior highers, we can't automatically say that junior high students with high growth mindset study more
than the population of junior high students. Instead, we'd have to look at the actual means of each group, and then decide if the
research hypothesis was supported or not.

I hope that it's obvious that you don't have to look at the group means if the null hypothesis is retained?

In sum, you reject or retain the null hypothesis, and your support or or don’t support the research hypothesis.

Why predict that two things are similar? 
Because each sample’s mean will vary around the population mean (see the first few sections of this chapter to remind yourself of
this), we can’t tell if our sample’s mean is within a “normal” variance. But we can gather data to show that this sample’s mean is
different (enough) from the population’s mean. This is rejecting the null hypothesis.

≠ μX̄

= μX̄
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We use statistics to determine the probability of the null hypothesis being true.

Does a true null hypothesis say the sample mean and the population mean are similar or different?

Answer

A null hypothesis always says that the means are similar (or that there is no relationship between the variables).

Why can’t we prove that the mean of our sample is different from the mean of the population? Remember the first few sections of
this chapter, that showed how different samples from the same population have different means and standard deviations.
Researchers are a conservative bunch; we don't want to stake our reputation on a sample mean that could be fluke, one of the
extreme handfuls of green gumballs even when the mean difference between hands was zero.

But what we can show is that our sample is so extreme that it is statistically unlikely to be similar to the population.

Null hypothesis significant testing is like how courts decide if defendants are Guilty or Not Guilty, not their Guilt v. Innocent.
Similarly, we decide if the sample is similar to the population or not.

Summary 
This is a tough concept to grasp, so we'll keep working on it. And if you never get it, that's okay, too, as long as you remember the
pattern of rejecting or retaining the null hypothesis, and supporting or not supporting the research hypothesis.

This page titled 7.4: Null Hypothesis Significance Testing is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

11.1: A Menagerie of Hypotheses by Danielle Navarro is licensed CC BY-SA 4.0. Original source: https://bookdown.org/ekothe/navarro26/.
Current page by Michelle Oja is licensed CC BY-SA 4.0.
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7.5: Critical Values, p-values, and Significance
A low probability value casts doubt on the null hypothesis. How low must the probability value be in order to conclude that the null
hypothesis is false? Although there is clearly no right or wrong answer to this question, it is conventional to conclude the null
hypothesis is false if the probability value is less than 0.05. More conservative researchers conclude the null hypothesis is false
only if the probability value is less than 0.01. When a researcher concludes that the null hypothesis is false, the researcher is said to
have rejected the null hypothesis. The probability value below which the null hypothesis is rejected is called the α level or simply 
(“alpha”). It is also called the significance level. If α is not explicitly specified, assume that  = 0.05.

The significance level is a threshold we set before collecting data in order to determine whether or not we should reject the null
hypothesis. We set this value beforehand to avoid biasing ourselves by viewing our results and then determining what criteria we
should use. If our data produce values that meet or exceed this threshold, then we have sufficient evidence to reject the null
hypothesis; if not, we fail to reject the null (we never “accept” the null).

There are two criteria we use to assess whether our data meet the thresholds established by our chosen significance level, and they
both have to do with our discussions of probability and distributions. Recall that probability refers to the likelihood of an event,
given some situation or set of conditions. In hypothesis testing, that situation is the assumption that the null hypothesis value is the
correct value, or that there is no effect. The value laid out in H0 is our condition under which we interpret our results. To reject this
assumption, and thereby reject the null hypothesis, we need results that would be very unlikely if the null was true. Now recall that
values of z which fall in the tails of the standard normal distribution represent unlikely values. That is, the proportion of the area
under the curve as or more extreme than  is very small as we get into the tails of the distribution. Our significance level
corresponds to the area under the tail that is exactly equal to α: if we use our normal criterion of  = .05, then 5% of the area under
the curve becomes what we call the rejection region (also called the critical region) of the distribution. This is illustrated in Figure 

.

Figure : The rejection region for a one-tailed test. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

The shaded rejection region takes us 5% of the area under the curve. Any result which falls in that region is sufficient evidence to
reject the null hypothesis.

The rejection region is bounded by a specific -value, as is any area under the curve. In hypothesis testing, the value corresponding
to a specific rejection region is called the critical value,  (“ -crit”) or  (hence the other name “critical region”). Finding the
critical value works exactly the same as finding the z-score corresponding to any area under the curve like we did in Unit 1. If we
go to the normal table, we will find that the z-score corresponding to 5% of the area under the curve is equal to 1.645 (  = -1.64
corresponds to 0.0505 and  = -1.65 corresponds to 0.0497, so .05 is between them) if look at the proportion below the z-score.  It
would be 1.645 are looking for the top 5% of scores. The direction must be determined by your alternative hypothesis; drawing
then shading the distribution is helpful for keeping directionality straight.

We will only talk about non-directional hypotheses when discussing Confidence Intervals, so here is a brief introduction. For non-
directional research hypothesis, the critical region must be split between both tails. But we don’t want to increase the overall size of
the rejection region (for reasons we will see later). To do this, we simply split it in half so that an equal proportion of the area under
the curve falls in each tail’s rejection region. For  = .05, this means 2.5% of the area is in each tail, which, based on the z-table,
corresponds to critical values of  = ±1.96. This is shown in Figure .
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Figure : Two-tailed rejection region. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Thus, any -score falling outside ±1.96 (greater than 1.96 in absolute value) falls in the rejection region. Remember that as  gets
larger (bigger standard deviations), the corresponding area under the curve beyond  gets smaller. Thus, if the area is smaller, the
probability gets smaller that the number that we have from our sample is similar to the population. Specifically, the probability of
obtaining that result, or a more extreme result, under the condition that the null hypothesis is true (that there really is no difference
between the mean of the sample and the mean of the population) gets smaller (so there probably is a difference between the mean
of the sample and the mean of the population).

The -statistic is very useful when we are doing our calculations by hand. However, when we use computer software, it will report
to us a -value, which is simply the proportion of the area under the curve in the tails beyond our obtained -statistic. We can
directly compare this -value to  to test our null hypothesis: if , we reject , but if , we fail to reject. Note also that
the reverse is always true: if we use critical values to test our hypothesis, we will always know if  is greater than or less than . If
we reject, we know that  because the obtained statistic falls farther out into the tail than the critical value that corresponds to 

, so the proportion ( -value) for thatstatistic will be smaller. Conversely, if we fail to reject, we know that the proportion will be
larger than  because the statistic will not be as far into the tail. This is illustrated for a one-tailed test in Figure .

Figure : Relation between , , and  (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

When the null hypothesis is rejected, the effect is said to be statistically significant.

Statistical Significance 
If we reject the null hypothesis, we can state that the means are different, or, in other words that the means are statistically
significant. It is very important to keep in mind that statistical significance means only that the null hypothesis (of no mean
differences) is rejected; it does not mean that the effect is important, which is what “significant” usually means. When an effect is
statistically significant, you can have confidence the effect is not exactly zero. Finding that an effect is statistically significant does
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not tell you about how large or important the effect is. Do not confuse statistical significance with practical significance. A small
effect can be highly significant if the sample size is large enough.

Why does the word “significant” in the phrase “statistically significant” mean something so different from other uses of the word?
Interestingly, this is because the meaning of “significant” in everyday language has changed. It turns out that when the procedures
for hypothesis testing were developed, something was “significant” if it signified something. Thus, finding that an effect is
statistically significant meant that the statistics signified that the effect is real and not due to chance. Over the years, the meaning of
“significant” changed, leading to the potential misinterpretation. In writing research reports, you should use the word "substantial"
if you are not talking about a statistically significant calculation to avoid any confusion.

Still confused? The next section covers this information slightly differently, then there's a summary that discusses it all differently
again. These are tough concepts, so try your best and keep at it!

This page titled 7.5: Critical Values, p-values, and Significance is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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7.5.1: Critical Values
Okay, this whole chapter is full of complex theoretical ideas. Critical values and null hypothesis significance testing is a TOUGH
concept to get. Here's another description of critical values, p-values, and significance. Everyone learns differently, so hopefully
this slightly different explanation will help understand the prior section.

Hypotheses 
We understand that we need a research hypothesis that predicts the relationship between two groups on an measured outcome
(DV), and that each research hypothesis has a null hypothesis that says that there is no relationship between the two groups on the
measured outcome (the means of the DV are similar). If we reject the null hypothesis (which says that the means are similar), we
are saying that the means are different; this may or may not be in the direction that we predicted in the research hypothesis so we
may or may not support the research hypothesis. If we retain (fail to reject) the null hypothesis, we are saying that the means are
similar and then we cannot support the research hypothesis. Got it?

But how do we decide again to retain or reject the null hypothesis? We compare a calculated statistic (there are many, depending on
your variables, that we'll cover for the rest of this textbook) to a critical value from a table. The table uses probability (p-values) to
tell us what calculated values are so extreme to be absolutely unlikely.

Critical Regions and Critical Values 
The critical region of any test corresponds to those values of the test statistic that would lead us to reject null hypothesis (which is
why the critical region is also sometimes called the rejection region). How do we find this critical region? Well, let’s consider what
we know:

The test statistic should be very big or very small (extreme) in order to reject the null hypothesis.
If α=.05 (α is "alpha," and is just another notation for probability; we'll talk about it more in the section on errors), the critical
region must cover 5% of a Standard Normal Distribution.

It’s only important to make sure you understand this last point when you are dealing with non-directional hypotheses (which we
will only do for Confidence Intervals). The critical region corresponds to those values of the test statistic for which we would reject
the null hypothesis, and the Standard Normal Distribution describes the probability that we would obtain a particular value if the
null hypothesis (that the means are similar) were actually true. Now, let’s suppose that we chose a critical region that covers 20% of
the Standard Normal Distribution, and suppose that the null hypothesis is actually true. What would be the probability of
incorrectly rejecting the null (saying that there is a difference between the means when there really isn't a difference)? The answer
is 20%. And therefore, we would have built a test that had an α level of 0.2. If we want α=.05, the critical region only covers 5% of
the Standard Normal Distribution.

Huh? Let's draw that out. Figure  shows the critical region associated with a non-directional hypothesis test (also called a
"two-sided test" because the calculated value might be in either tail of the distribution). Figure  itself shows the sampling
distribution of X (the scores we got). The grey bars correspond to those values for which we would retain the null hypothesis. The
blue (dark) bars show the critical region: those values for which we would reject the null. In this example, the research hypothesis
was non-directional, so the critical region covers both tails of the distribution. To ensure an α level of .05, we need to ensure that
each of the two regions encompasses 2.5% of the sampling distribution.
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Figure - Example of Critical Regions for a Non-Directional Research Hypothesis (CC-BY-SA- Danielle Navarro from
Learning Statistics with R)

Our critical region consists of the most extreme values, known as the tails of the distribution.

At this point, our hypothesis test is essentially complete: (1) we choose an α level (e.g., α=.05, (2) come up with some test statistic
(more on this step later) that does a good job (in some meaningful sense) of comparing the null hypothesis to the research
hypothesis, (3) calculate the critical region that produces an appropriate α level, and then (4) calculate the value of the test statistic
for the real data and then compare it to the critical values to make our decision. If we reject the null hypothesis, we say that the test
has produced a significant result.

A note on statistical “significance” 

Like other occult techniques of divination, the statistical method has a private jargon
deliberately contrived to obscure its methods from non-practitioners.

– Attributed to G. O. Ashley*
A very brief digression is in order at this point, regarding the word “significant”. The concept of statistical significance is actually a
very simple one, but has a very unfortunate name. If the data allow us to reject the null hypothesis, we say that “the result is
statistically significant”, which is often shortened to “the result is significant”. This terminology is rather old, and dates back to a
time when “significant” just meant something like “indicated”, rather than its modern meaning, which is much closer to
“important”. As a result, a lot of modern readers get very confused when they start learning statistics, because they think that a
“significant result” must be an important one. It doesn’t mean that at all. All that “statistically significant” means is that the data
allowed us to reject a null hypothesis. Whether or not the result is actually important in the real world is a very different question,
and depends on all sorts of other things.

Directional and Non-Directional Hypotheses 
There’s one more thing to point out about the hypothesis test that we’ve just constructed. In statistical language, this is an example
of a non-directional hypothesis, also known as a two-sided test. It’s called this because the alternative hypothesis covers the area on
both “sides” of the null hypothesis, and as a consequence the critical region of the test covers both tails of the sampling distribution
(2.5% on either side if α=.05), as illustrated earlier in Figure .

However, that’s not the only possibility, and not the situation that we'll be using with our directional research hypotheses (the ones
that predict which group will have a higher mean). A directional research hypothesis would only cover the possibility that p>.5, and
as a consequence the null hypothesis now becomes p≤.5. When this happens, we have what’s called a one-sided test, and when this
happens the critical region only covers one tail of the sampling distribution. This is illustrated in Figure . In this case, we
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would only reject the null hypothesis for large values of of our test statistic (values that are more extreme but only in one direction).
As a consequence, the critical region only covers the upper tail of the sampling distribution; specifically the upper 5% of the
distribution. Contrast this to the two-sided version earlier in Figure .

Figure - Critical Region for Directional Research Hypotheses (CC-BY-SA- Danielle Navarro from Learning Statistics with
R)

Clear as mud? Let's try one more way to describe how research hypotheses, null hypotheses, p-values, and null hypothesis
significance testing work.

References 
*The internet seems fairly convinced that Ashley said this, though I can’t for the life of me find anyone willing to give a source for
the claim.
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7.5.2: Summary of p-values and NHST
We use p-values (probability) to determine if this could have happened by chance. We are comparing the mean of our sample to the
mean of the population to ask “Is it likely that my sample is from the population?”

Since we can’t ever collect data from the whole population, we’re forced to make inferences from the available sample data, and
the probability of events happening that we know from the Standard Normal Distribution. We know that any score that is more 3 or
more standard deviations from the mean (z = 3) is very rare. So, we compare the mean of a sample to the population mean (after
standardizing so that we can use the Standard Normal Distribution) to see if the mean of the sample is extreme enough to say that
the probability of the sample being from the population is below 5%.

The p-value tells us the probability of getting an effect this different if the sample is the same as the population.

If the probability (p-value) is small enough (p< .05), then we conclude that the sample mean probably is from a different
population.

What does the null hypothesis say?

Answer

The null hypothesis says that there is no difference between the groups, that the mean of the sample is similar to the mean
of the pouplation.

If we’re saying that the sample is probably different from the population, are we rejecting or retaining (failing to reject) the
null hypothesis?

Solution

If we’re saying that the sample is probably different from the population, we reject the null hypothesis.

Interpreting p-values 
Without having to understand everything about probability distributions and the Standard Normal Distribution, what do the p-
values tell us?

Small p-values 

A small p-value means a small probability that the two means are similar.

Suggesting that the means are different…

We conclude that:

The means are different.
The sample is not from the population.

Large p-values 

A large p-value means a large probability that the two means are similar.

We conclude that

The means are similar.
The sample is from the population.

 Exercise 7.5.2.1

 Example 7.5.2.1
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In other words:

Reject null 

Retain null 

If the probability is less than 5% that you would get a sample mean that is this different from the population mean if the sample
really is from the population, the sample is probably not from that population. If you took 100 samples from a population, less than
5 of the samples’ means would be this different from the population’s mean if the samples were different in reality. So, the sample
is probably not from the population. Probably.

You have a 5% chance that your results are wrong. You have a (small) chance that your sample mean is this different from the
population mean, but the sample is still actually from the population.

Statisticians are okay with being wrong 5% of the time!

Let's practice!      

For each:

1. Determine whether to report “p<.05 ” or “p>.05”
2. Determine whether to retain or reject the null hypothesis.
3. Determine whether the sample mean and population mean are similar or different.

Hint:

Reject null 

Retain null 

1. p < .05

2. p = .138

3. p = .510

Solution

1. p < .05
1. “p<.05 ”
2. Reject the null hypothesis.
3. The sample mean and population mean are different.

2. p = .138
1. “p>.05” (because 0.138 > 0.05, 0.138 is bigger than 0.05)
2. Retain the null hypothesis.
3. The sample mean and population mean are similar.

3. p = .510

1. “p>.05” (We’re comparing to 0.05, or 5%, not .50, or 50%)
2. Retain the null hypothesis.
3. The sample mean and population mean are similar.

Now, try it yourself:

 Note

= ( ≠ μ) = p < .05X̄

= ( = μ) = p > .05X̄

 Example 7.5.2.2

= ( ≠ μ) = p < .05X̄

= ( = μ) = p > .05X̄
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For each:

1. Determine whether to report “p<.05 ” or “p>.05”
2. Determine whether to retain or reject the null hypothesis.
3. Determine whether the sample mean and population mean are similar or different.

Hint:

Reject null 

Retain null 

1. p > .05

2. p = .032

3. p = .049

Answer
1. p > .05

1. “p>.05 ”
2. Retain the null hypothesis.
3. The sample mean and population mean are similar.

2. p = .032
1. “p<.05 ” or “p>.05” (because 0.32 < .05, 0.032 is less than 0.05)
2. Reject the null hypothesis.
3. The sample mean and population mean are different.

3. p = .049
1. “p<.05 ” (even though it’s close, .049 is smaller than 0.05)
2. Reject the null hypothesis.
3. The sample mean and population mean are different.

This page titled 7.5.2: Summary of p-values and NHST is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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7.6: Steps of the Hypothesis Testing Process
The process of testing hypotheses follows a simple four-step procedure. This process will be what we use for the remained of the
textbook and course, and though the hypothesis and statistics we use will change, this process will not.

Step 1: State the Hypotheses 
Your hypotheses are the first thing you need to lay out. Otherwise, there is nothing to test! You have to state the null hypothesis
(which is what we test) and the research hypothesis (which is what we expect). These should be stated mathematically as they were
presented above AND in words, explaining in normal English what each one means in terms of the research question.

Step 2: Find the Critical Values 

Next, we formally lay out the criteria we will use to test our hypotheses. There are two pieces of information that inform our
critical values: , which determines how much of the area under the curve composes our rejection region, and the directionality of
the test, which determines where the region will be.

Step 3: Compute the Test Statistic 

Once we have our hypotheses and the standards we use to test them, we can collect data and calculate our test statistic. This step is
where the vast majority of differences in future chapters will arise: different tests used for different data are calculated in different
ways, but the way we use and interpret them remains the same.

Step 4: Make the Decision 
Finally, once we have our calculated test statistic, we can compare it to our critical value and decide whether we should reject or
fail to reject the null hypothesis. When we do this, we must interpret the decision in relation to our research question, stating what
we concluded, what we based our conclusion on, and the specific statistics we obtained.

We will talk more about what is included in the write-up that explains the interpretation of the decision in relation to the research
question, but remember that your answer is never just a number in behavioral statistics. And in Null Hypothesis Significance
Testing, your answer is probably at least several sentences explaining the groups, what was measured, the results. and how it all
relates to the research hypothesis.

This page titled 7.6: Steps of the Hypothesis Testing Process is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.

α

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22073?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/07%3A_Inferential_Statistics_and_Hypothesis_Testing/7.06%3A_Steps_of_the_Hypothesis_Testing_Process
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/07%3A_Inferential_Statistics_and_Hypothesis_Testing/7.06%3A_Steps_of_the_Hypothesis_Testing_Process
https://creativecommons.org/licenses/by-nc-sa/4.0
https://www.facebook.com/DoctorOja/


7.7.1 https://stats.libretexts.org/@go/page/22074

7.7: The Two Errors in Null Hypothesis Significance Testing
Before going into details about how a statistical test is constructed, it’s useful to understand the philosophy behind it. We hinted at
it when pointing out the similarity between a null hypothesis test and a criminal trial, but let's be explicit.

Ideally, we would like to construct our test so that we never make any errors. Unfortunately, since the world is messy, this is never
possible. Sometimes you’re just really unlucky: for instance, suppose you flip a coin 10 times in a row and it comes up heads all 10
times. That feels like very strong evidence that the coin is biased, but of course there’s a 1 in 1024 chance that this would happen
even if the coin was totally fair. In other words, in real life we always have to accept that there’s a chance that we made the wrong
statistical decision. The goal behind statistical hypothesis testing is not to eliminate errors, because that's impossible, but to
minimize them.

At this point, we need to be a bit more precise about what we mean by “errors”. Firstly, let’s state the obvious: it is either the case
that the null hypothesis is true, or it is false. The means are either similar or they ar not. The sample is either from the population,
or it is not. Our test will either reject the null hypothesis or retain it. So, as the Table  illustrates, after we run the test and make
our choice, one of four things might have happened:

Table - Statistical Decision Versus Reality

Reality Versus Your Sample Reality: Means are Different
(Null Hypothesis is False)

Reality: Means are Similar
(Null Hypothesis is True)

Your Sample: Means are Different
(Reject Null Hypothesis)

Correct!
:)

Error (Type I)
:(

Your Sample: Means are Similar
(Retain Null Hypothesis)

Error (Type II)
:(

Correct!
:)

As a consequence there are actually two different types of error here. If we reject a null hypothesis that is actually true, then we
have made a type I error. On the other hand, if we retain the null hypothesis when it is in fact false, then we have made a type II
error. Note that this does not mean that you, as the statistician, made a mistake. It means that, even when all evidence supports a
conclusion, just by chance, you might have a wonky sample that shows you something that isn't true.

Errors in Null Hypothesis Significance Testing 

Type I Error 
Reject a true null hypothesis.

The sample is from the population, but we say that it’s not (rejecting the null).
Saying there is a mean difference when there really isn’t one!
alpha (α, a weird a)
False positive

Type II Error 
Retain a false null hypothesis.

The sample is from a different population, but we say that the means are similar (retaining the null).
Saying there is not a mean difference when there really is one!
beta (β, a weird B)
Missed effect

Why the Two Types of Errors Matter 

Null Hypothesis Significance Testing (NHST) is based on the idea that large mean differences would be rare if the sample was
from the population. So, if the sample mean is different enough (greater than the critical value) then the effect would be rare
enough (< .05) to reject the null hypothesis and conclude that the means are different (the sample is not from the population).
However, about 5% of the times when we reject the null hypothesis, saying that the sample is from a different population, because
we are wrong. Null Hypothesis Significance Testing is not a “sure thing.” Instead, we have a known error rate (5%). Because of
this, replication is emphasized to further support research hypotheses. For research and statistics, “replication” means that we do

7.7.1

7.7.1

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22074?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/07%3A_Inferential_Statistics_and_Hypothesis_Testing/7.07%3A_The_Two_Errors_in_Null_Hypothesis_Significance_Testing


7.7.2 https://stats.libretexts.org/@go/page/22074

…
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many experiments to test the same idea. We do this in the hopes that we might get a wonky sample 5% of the time, but if we do
enough experiments we will recognize the wonky 5%.

Remember how statistical testing was kind of like a criminal trial? Well,a criminal trial requires that you establish “beyond a
reasonable doubt” that the defendant did it. All of the evidentiary rules are (in theory, at least) designed to ensure that there’s
(almost) no chance of wrongfully convicting an innocent defendant. The trial is designed to protect the rights of a defendant: as the
English jurist William Blackstone famously said, it is “better that ten guilty persons escape than that one innocent suffer.” In other
words, a criminal trial doesn’t treat the two types of error in the same way: punishing the innocent is deemed to be much worse
than letting the guilty go free. A statistical test is pretty much the same: the single most important design principle of the test is to
control the probability of a type I error, to keep it below some fixed probability (we use 5%). This probability, which is denoted α,
is called the significance level of the test (or sometimes, the size of the test).

Introduction to Power 
So, what about the type II error rate? Well, we’d also like to keep those under control too, and we denote this probability by β
(beta). However, it’s much more common to refer to the power of the test, which is the probability with which we reject a null
hypothesis when it really is false, which is 1−β. To help keep this straight, here’s the same table again, but with the relevant
numbers added:

Table - Statistical Decision Versus Reality with Alpha and Beta

Reality Versus Your Sample
Reality: Means are Different
(Null Hypothesis is False)

Reality: Means are Similar
(Null Hypothesis is True)

Your Sample: Means are Different
(Reject Null Hypothesis)

Correct!
:)

 (power of the test)

Error (Type I)
:(

 (type I error rate)

Your Sample: Means are Similar
(Retain Null Hypothesis)

Error (Type II)
:(

 (type II error rate)

Correct!
:)

 (probability of correct retention)

“powerful” hypothesis test is one that has a small value of β, while still keeping α fixed at some (small) desired level. By
convention, scientists usually use 5% (p = .05, α levels of .05) as the marker for Type I errors (although we also use of lower α
levels of 01 and .001 when we find something that appears to be really rare). The tests are designed to ensure that the α level is kept
small (accidently rejecting a null hypothesis when it is true), but there’s no corresponding guarantee regarding β (accidently
retaining the null hypothesis when the null hypothesis is actually false). We’d certainly like the type II error rate to be small, and
we try to design tests that keep it small, but this is very much secondary to the overwhelming need to control the type I error rate.
As Blackstone might have said if he were a statistician, it is “better to retain 10 false null hypotheses than to reject a single true
one”. To add complication, some researchers don't agree with this philosophy, believing that there are situations where it makes
sense, and situations where I think it doesn’t. But that’s neither here nor there. It’s how the tests are built.

Can we decrease the chance of Type I Error and decrease the chance of Type II Error? Can we make fewer false positives and miss
fewer real differences?

Unfortunately, no. If we want fewer false positive, then we will miss more real effects. What we can do is increase the power of
finding any real differences. We'll talk a little more about Power in terms of statistical analyses next.
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7.7.1: Power and Sample Size

Large N and Small Effects 

There is an intriguing relationship between N (sample-size) and power. As N increases, so does power to detect an effect.
Additionally, as N increases, a design is capable of detecting smaller and smaller effects with greater and greater power. Let’s think
about what this means.

Imagine a drug company told you that they ran an experiment with 1 billion people to test whether their drug causes a significant
change in headache pain. Let’s say they found a significant effect (with power =100%), but the effect was very small, it turns out
the drug reduces headache pain by less than 1%, let’s say 0.01%. For our imaginary study we will also assume that this effect is
very real, and not caused by chance.

Clearly the design had enough power to detect the effect, and the effect was there, so the design did detect the effect. However, the
issue is that there is little practical value to this effect. Nobody is going to buy a drug to reduce their headache pain by 0.01%, even
if it was “scientifcally proven” to work. This example brings up two issues. First, increasing N to very large levels will allow
designs to detect almost any effect (even very tiny ones) with very high power. Second, sometimes effects are meaningless when
they are very small, especially in applied research such as drug studies.

These two issues can lead to interesting suggestions. For example, someone might claim that large N studies aren’t very useful,
because they can always detect really tiny effects that are practically meaningless. On the other hand, large N studies will also
detect larger effects too, and they will give a better estimate of the “true” effect in the population (because we know that larger
samples do a better job of estimating population parameters).

Additionally, although really small effects are often not interesting in the context of applied research, they can be very important in
theoretical research. For example, one theory might predict that manipulating X should have no effect, but another theory might
predict that X does have an effect, even if it is a small one. So, detecting a small effect can have theoretical implication that can
help rule out false theories. Generally speaking, researchers asking both theoretical and applied questions should think about and
establish guidelines for “meaningful” effect-sizes so that they can run designs of appropriate size to detect effects of “meaningful
size”.

Small N and Large Effects 

All other things being equal, would you trust the results from a study with small N or large N?

This isn’t a trick question, but sometimes people tie themselves into a knot trying to answer it. We already know that large sample-
sizes provide better estimates of the distributions the samples come from. As a result, we can safely conclude that we should trust
the data from large N studies more than small N studies.

At the same time, you might try to convince yourself otherwise. For example, you know that large N studies can detect very small
effects that are meaningless in real life. You also know that small N studies are only capable of reliably detecting very large effects.
So, you might reason that a small N study is better than a large N study because if a small N study detects an effect, that effect must
be big and meaningful; whereas, a large N study could easily detect an effect that is tiny and meaningless.

This line of thinking needs some improvement. First, just because a large N study can detect small effects, doesn’t mean that it only
detects small effects. If the effect is large, a large N study will easily detect it. Large N studies have the power to detect a much
wider range of effects, from small to large. Second, just because a small N study detected an effect, does not mean that the effect is
real, or that the effect is large. For example, small N studies have more variability, so the estimate of the effect size will have more
error. Also, there is 5% (or alpha rate) chance that the effect was spurious. Interestingly, there is a pernicious relationship between
effect-size and type I error rate.

Type I errors: Convincing with Small Samples? 
So what is this pernicious relationship between Type I errors and effect-size? Mainly, this relationship is pernicious for small N
studies. Imagine a situation in which the null hypothesis is false, that there really is no mean differences between the groups. This

 Note
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is true, for example, on math performance by gender for children before puberty; girls and boys do equally well on math before the
age of 13.

We know that under the null, researchers will find differences between groups that are similar about 5% of the time or less (p<.05),
that is the definition. So, if a researcher measured math scores on 10-year olds in 100 experiments, they would expect to find a
significant difference for 5 of their experiments by random chance. If the sample size is small, we are more likely to accidently find
a gender difference because only a few girls that have more experience with math could shift the mean of the girls' math scores
higher. This is the pernicious aspect. When you make a type I error for small N, your data will make you think there is no way it
could be a type I error because the effect is just so big! When N is very large, like 1000 (say, 500 boys and 500 girls), it is very
unlikely that you'd get a wonky sample when there is no differences between the groups. It would be very unlikely to get enough
girls with more experience in math to actually shift a mean based on a 500 scores. So if you find a difference between the two
groups when you have a large sample, it means that there probably is a real difference between the groups.

Probably.

Summary 
Power: The chance of detecting a real difference, if there is one, between the sample mean and the population mean.

The easiest way to increase power is to increase the size of the sample (N).
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7.7.2: The p-value of a Test
There are two somewhat different ways of interpreting a p-value ("p" standing for "probability"), one proposed by Sir Ronald
Fisher and the other by Jerzy Neyman. Both versions are legitimate, though they reflect very different ways of thinking about
hypothesis tests. Most introductory textbooks tend to give Fisher’s version only, but that’s a bit of a shame. Neyman’s version
seems cleaner, and actually better reflects the logic of the null hypothesis test. You might disagree though, so both are included .
We’ll start with Neyman’s version…

Neyman: A Softer View of Decision-Making 
One problem with the hypothesis testing procedure that has been described so far is that it makes no distinction at all between a
result this “barely significant” and those that are “highly significant”. For instance, imagine that we tested whether people who say
they have extra-sensory perception (ESP) really do by naming the pictures on cards, and found that people were able to correctly
identify the picture 62 times out of 100 observations, the calculated value falls just inside the critical region and we get a
statistically significant effect. However, it's so close to the "retaining" section of the critical value table that it is pretty nearly
nothing. In contrast, suppose a different study found 97 out of the 100 participants got the answer right. This would obviously be
significant too, but my a much larger margin. The procedure that we're using makes no distinction between the two. When we
adopt the standard convention of allowing α=.05 as the acceptable Type I error rate, then both of these are significant results (62
correct answers and 97 correct answers are both statistically significant).

This is where the p value comes in handy. To understand how it works, let’s suppose that we ran lots of hypothesis tests on the
same data set: but with a different value of α in each case. When we do that for my original ESP data of 62 correct answers, what
we’d get is something like this:

If 0.05 is the chosen critical value ( ), then the null hypothesis would be rejected.
If 0.04 is the chosen critical value ( ), then the null hypothesis would be rejected.
If 0.03 is the chosen critical value ( ), then the null hypothesis would be rejected.
If 0.02 is the chosen critical value ( ), then the null hypothesis would NOT be rejected.
If 0.01 is the chosen critical value ( ), then the null hypothesis would NOT be rejected.

hen we test ESP data (X=62 successes out of N=100 observations) using  levels of .03 and above, we’d always find ourselves
rejecting the null hypothesis. For  levels of .02 and below, we always end up retaining the null hypothesis. Therefore, somewhere
between .02 and .03 there must be a smallest value of  that would allow us to reject the null hypothesis for this data. This is the p
value; as it turns out the ESP data has p=.021. In short:

In effect, p is a summary of all the possible hypothesis tests that you could have run, taken across all possible α values. And as a
consequence it has the effect of “softening” our decision process. For those tests in which  you would have rejected the null
hypothesis, whereas for those tests in which  you would have retained the null. The ESP study obtained X=62, with p=.021.
So the error rate I have to tolerate is 2.1%. In contrast, suppose my experiment had yielded X=97. It becomes is a tiny, tiny Type I
error rate. For this second case we would reject the null hypothesis with a lot more confidence that the sample really represents the
reality of ESP in the population because we only have to be “willing” to tolerate a Type I error rate of about 1 in 10 trillion trillion
in order to justify my decision to reject.

p is defined to be the smallest Type I error rate ( ) that you have to be willing to tolerate if you want to reject the null
hypothesis.

If it turns out that p describes an error rate that you find intolerable, then you must retain the null. If you’re comfortable with
an error rate equal to p, then it’s okay to reject the null hypothesis in favor of your preferred alternative.

Fisher: The Probability of Extreme Data 
The second definition of the p-value comes from Sir Ronald Fisher, and it’s actually this one that you tend to see in most
introductory statistics textbooks. Notice how the critical region corresponds to the tails (i.e., extreme values) of the sampling
distribution? That’s not a coincidence: almost all “good” tests have this characteristic (good in the sense of minimizing our Type II
error rate, ). The reason for that is that a good critical region almost always corresponds to those values of the test statistic that are
least likely to be observed if the null hypothesis is true. If this rule is true, then we can define the p-value as the probability that we
would have observed a test statistic that is at least as extreme as the one we actually did get. In other words, if the data are

α = 0.05

α = 0.04

α = 0.03

α = 0.02

α = 0.01

α

α

α

p ≤ α

p > α

α

β
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extremely implausible according to the null hypothesis, then the null hypothesis is probably wrong. You'll read different versions of
this idea throughout this textbook.

A Common Mistake 

Okay, so you can see that there are two rather different but legitimate ways to interpret the p value, one based on Neyman’s
approach to hypothesis testing and the other based on Fisher’s. Unfortunately, there is a third explanation that people sometimes
give, especially when they’re first learning statistics, and it is absolutely and completely wrong. This mistaken approach is to refer
to the p value as “the probability that the null hypothesis is true”. It’s an intuitively appealing way to think, but it’s wrong. We
won't get into why it's wrong because that gets into the philosophy of probability and statistics, but no hypotheses are every proved
true or not true. Research hypotheses are support or not, and null hypotheses or retained or rejected. When a null hypothesis is
retained, we're saying that our sample suggests that there's no differences between these groups in the population. It's easy fall into
this phrasing, though. It might even be in this book somewhere!
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8.1: Predicting a Population Mean
Let's get back to IQs.

IQ scores are defined to have mean 100 and standard deviation 15. How do we know that IQ scores have a true population mean of
100? Well, we know this because the people who designed the tests have administered them to very large samples, and have then
“rigged” the scoring rules so that their sample has mean 100. That’s not a bad thing of course: it’s an important part of designing a
psychological measurement. However, it’s important to keep in mind that this theoretical mean of 100 only attaches to the
population that the test designers used to design the tests. Good test designers will actually go to some lengths to provide “test
norms” that can apply to lots of different populations (for different age groups, for example).

This is very handy, but of course almost every research project of interest involves looking at a different population of people to
those used in the test norms. For instance, suppose you wanted to measure the effect of low level lead poisoning on cognitive
functioning in Port Pirie, a South Australian industrial town with a lead smelter. Perhaps you decide that you want to compare IQ
scores among people in Port Pirie to a comparable sample in Whyalla, a South Australian industrial town with a steel refinery.
Regardless of which town you’re thinking about, it doesn’t make a lot of sense simply to assume that the true population mean IQ
is 100. No one has, to my knowledge, produced sensible norming data that can automatically be applied to South Australian
industrial towns. We’re going to have to estimate the population parameters from a sample of data. So how do we do this?

Estimating the Population Mean 
Suppose we go to Port Pirie and 100 of the locals are kind enough to sit through an IQ test. The average IQ score among these
people turns out to be . So what is the true mean IQ for the entire population of Port Pirie? Obviously, we don’t know the
answer to that question. It could be 97.2, but if could also be 103.5. Our sampling isn’t exhaustive so we cannot give a definitive
answer. Nevertheless if I was forced at gunpoint to give a “best guess” I’d have to say 98.5. That’s the essence of statistical
estimation: giving a best guess.

In this example, estimating the unknown population parameter is straightforward. I calculate the sample mean, and I use that as my
estimate of the population mean.

Estimating the Population Standard Deviation 
What shall we use as our estimate in this case? Your first thought might be that we could do the same thing we did when estimating
the mean, and just use the sample statistic as our estimate. That’s almost the right thing to do, but not quite.

Here’s why. Suppose I have a sample that contains a single observation. For this example, it helps to consider a sample where you
have no intuitions at all about what the true population values might be, so let’s use something completely fictitious. Suppose the
observation in question measures the cromulence of shoes. It turns out that my shoes have a cromulence of 20.

This is a perfectly legitimate sample, even if it does have a sample size of N=1. It has a sample mean of 20, and because every
observation in this sample is equal to the sample mean (obviously!) it has a sample standard deviation of 0. As a description of the
sample this seems quite right: the sample contains a single observation and therefore there is no variation observed within the
sample. A sample standard deviation of s=0 is the right answer here. But as an estimate of the population standard deviation, it
feels completely insane, right? Admittedly, you and I don’t know anything at all about what “cromulence” is, but we know
something about data: the only reason that we don’t see any variability in the sample is that the sample is too small to display any
variation! So, if you have a sample size of N=1, it feels like the right estimate of the population standard deviation is just to say “no
idea at all”.

Notice that you don’t have the same intuition when it comes to the sample mean and the population mean. If forced to make a best
guess about the population mean, it doesn’t feel completely insane to guess that the population mean is 20. Sure, you probably
wouldn’t feel very confident in that guess, because you have only the one observation to work with, but it’s still the best guess you
can make.

Let’s extend this example a little. Suppose I now make a second observation. The second set of shoes has a cromulence of 22. My
data set now has N=2 observations of the cromulence of shoes. This time around, our sample is just large enough for us to be able
to observe some variability: two observations is the bare minimum number needed for any variability to be observed! For our new
data set, the sample mean is , and the sample standard deviation is s=1.

= 98.5X̄

= 21X̄
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What intuitions do we have about the population? Again, as far as the population mean goes, the best guess we can possibly make
is the sample mean: if forced to guess, we’d probably guess that the population mean cromulence is 21. What about the standard
deviation? This is a little more complicated. The sample standard deviation is only based on two observations, and if you’re at all
like me you probably have the intuition that, with only two observations, we haven’t given the population “enough of a chance” to
reveal its true variability to us. It’s not just that we suspect that the estimate is wrong: after all, with only two observations we
expect it to be wrong to some degree. The worry is that the error is systematic. Specifically, we suspect that the sample standard
deviation is likely to be smaller than the population standard deviation.

This intuition feels right, but it would be nice to demonstrate this somehow. There are in fact mathematical proofs that confirm this
intuition, but unless you have the right mathematical background they don’t help very much. Instead, Dr. Navarro used statistical
software to simulate the results of some experiments. With that in mind, let’s return to our IQ studies. Suppose the true population
mean IQ is 100 and the standard deviation is 15. Dr. Navarro can generate the the results of an experiment in which N=2 IQ scores
are measured, and calculate the sample standard deviation. If she does this over and over again, and plot a histogram of these
sample standard deviations, what we have is the sampling distribution of the standard deviation (plotted in Figure ).

Samples Underestimate the Standard Deviation 

The true population standard deviation is 15 (dashed line in Figure ), but as you can see from the histogram, the vast majority
of experiments will produce a much smaller sample standard deviation than this. On average, this experiment would produce a
sample standard deviation of only 8.5, well below the true value! In other words, the sample standard deviation is a biased estimate
of the population standard deviation. In sum, even though the true population standard deviation is 15, the average of the sample
standard deviations is only 8.5.

Figure - The sampling distribution of the sample standard deviation for a “two IQ scores” experiment. (CC-BY-SA Danielle
Navarro from Learning Statistics with R)

Now let’s extend the simulation. Instead of restricting ourselves to the situation where we have a sample size of N=2, let’s repeat
the exercise for sample sizes from 1 to 10. If we plot the average sample mean and average sample standard deviation as a function
of sample size, you get the results shown in Figure  Panel's (a) and (b). On the left hand side (panel a) is the plot of the
average sample mean and on the right hand side (panel b) is the plot of the average standard deviation. The two plots are quite
different. On average, the sample means turn out to be 100, regardless of sample size (panel a). However, the sample standard
deviations turn out to be systematically too small (panel b), especially for small sample sizes. On average, the average sample
mean is equal to the population mean. It is an unbiased estimator, which is essentially the reason why your best estimate for the
population mean is the sample mean. The plot on the right is quite different: on average, the sample standard deviation s is smaller
than the population standard deviation. It is a biased estimator. In other words, if we want to make a “best guess” about the value
of the population standard deviation, we should make sure our guess is a little bit larger than the sample standard deviation.
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Figure - An illustration of the fact that the sample mean is an unbiased estimator of the population mean (panel a), but the
sample standard deviation is a biased estimator of the population standard deviation (panel b). (CC-BY-SA Danielle Navarro from
Learning Statistics with R)

How to Correctly Estimate the Population Standard Deviation from a Sample 

The fix to this systematic bias turns out to be very simple. Here’s how it works. If you recall from Ch. 3 on Descriptive Statistics,
the population's variance (the measure of variation before you square root into the standard deviation) is:

As it turns out, we only need to make a tiny tweak to transform this into an unbiased estimator. All we have to do is divide by N−1
rather than by N. If we do that, we obtain the following formula:

This is an unbiased estimator of the population variance. A similar story applies for the standard deviation. If we divide by N−1
rather than N, our estimate of the population standard deviation becomes:

One final point: in practice, a lot of people tend to refer to this estimated standard deviation of the population (i.e., the formula
where we divide by ) as the sample standard deviation. Technically, this is incorrect: the sample standard deviation should be
equal to s (i.e., the formula where we divide by N). These aren’t the same thing, either conceptually or numerically. One is a
property of the sample, the other is an estimated characteristic of the population. However, in almost every real life application,
what we actually care about is the estimate of the population parameter, and so people always report the standard deviation of the
sample as the one with N-1 in the denominator. This is the right number to report, of course, it’s that people tend to get a little bit
imprecise about terminology when they write it up, because “sample standard deviation” is shorter than “estimated population
standard deviation”. It’s no big deal, and in practice I do the same thing everyone else does. Nevertheless, I think it’s important to
keep the two concepts separate: it’s never a good idea to confuse “known properties of your sample” with “guesses about the
population from which it came”.

Now that that is over, let's move into why we care about estimated the population's mean and standard deviation!
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8.2: Introduction to One-Sample t-tests
You've learned about z-scores, but they aren't commonly used because they rely on knowing the populations standard deviation, ,
which is rarely the case. Instead, we will estimate that parameter  using the sample statistic  in the same way that we estimate 
using  (  will still appear in our formulas because we suspect something about its value and that is what we are testing). Our new
statistic is called , and is used for testing whether a sample mean is probably similar to the population mean. This statistical test is
called a one-sample -test because we are comparing one sample to a population.

Here we get back to math! The formula for a one-sample t-test is*:

What this is is the value of a sample mean compared (by subtracting) to what we expect of the population. But what about the

denominator? The denominator of  is called the standard error. What's happening there? Notice that we are sorta finding an

average of the standard deviation (which is already sorta an average of the distances between each score and the mean) by dividing
the sample's standard deviation by the square root of N. The mathematical reasoning why we divide by the square root of N isn't
really important. The focus here is that we are comparing the mean of the sample to the mean of the population (through
subtraction), then turning that into a type of standardized (because of dividing by the standard deviation) average (because the
standard deviation is divided by the something related to the size of the sample (the square root of N)).

Table of t-scores 
One more thing before we practice calculating with this formula: Recall that we learned that the formulae for sample standard
deviation and population standard deviation differ by one key factor: the denominator for the parameter of the population is  but
the denominator for the sample statistic is , also known as degrees of freedom, . Because we are using a new measure of
spread, we can no longer use the standard normal distribution and the -table to find our critical values. We can't use the table of z-
scores anymore because critical values for t-scores are based on the size of the sample, so there's a different critical value for each
N. For -tests, we will use the -distribution and -table to find these values (see 8.3.1).

The -distribution, like the standard normal distribution, is symmetric and normally distributed with a mean of 0 and standard error
(as the measure of standard deviation for sampling distributions) of 1. However, because the calculation of standard error uses the
sample size, there will be a different t-distribution for every degree of freedom. Luckily, they all work exactly the same, so in
practice this difference is minor.

Figure  shows four curves: a normal distribution curve labeled , and three t-distribution curves for 2, 10, and 30 degrees of
freedom. Two things should stand out: First, for lower degrees of freedom (e.g. 2), the tails of the distribution are much fatter,
meaning the a larger proportion of the area under the curve falls in the tail. This means that we will have to go farther out into the
tail to cut off the portion corresponding to 5% or  = 0.05, which will in turn lead to higher critical values. Second, as the degrees
of freedom increase, we get closer and closer to the  curve. Even the distribution with  = 30, corresponding to a sample size of
just 31 people, is nearly indistinguishable from . In fact, a -distribution with infinite degrees of freedom (theoretically, of course)
is exactly the standard normal distribution. Even though these curves are very close, it is still important to use the correct table and
critical values, because small differences can add up quickly.
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Figure : Distributions comparing effects of degrees of freedom. (CC-BY-NC-SA Foster et al. from An Introduction to
Psychological Statistics)

* Sometimes you'll see the one-sample t-test formula look like the following:

The  means the same as , so let's just learn one formula and not get confused with something that looks like it might be a
standard deviation but is not.

Contributors and Attributions 
Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown Campus)

Dr. MO (Taft College)

This page titled 8.2: Introduction to One-Sample t-tests is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

8.2.1

t =
( −μ)X̄

sX̄

sX̄ s/ n−−√

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22079?pdf
https://irl.umsl.edu/oer/4/
https://stats.libretexts.org/Bookshelves/Applied_Statistics/An_Introduction_to_Psychological_Statistics_(Foster_et_al.)
https://irl.umsl.edu/oer/4/
http://www.linkedin.com/in/michelle-oja-ph-d-0a54b41
http://www.taftcollege.edu/
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/08%3A_One_Sample_t-test/8.02%3A_Introduction_to_One-Sample_t-tests
https://creativecommons.org/licenses/by-nc-sa/4.0
https://www.facebook.com/DoctorOja/


8.3.1 https://stats.libretexts.org/@go/page/22080

8.3: One-Sample t-test Calculations
Statistical analyses can be confusing. To make it easier, Dr. Foster and his colleagues use these four steps. For a thorough analysis,
these steps should be completed after you review the descriptive statistics (measures of central tendencies of mean, median, and
mode; standard deviation as a measure of variability) and the data graphed in a frequency chart.

1. Stating the Hypothesis
2. Finding the Critical Values
3. Computing the Test Statistic
4. Making the Decision.

Practice Example 

We will work though an example.

Scenario: 

Imagine that you hear that most students spend about 30 minutes studying for their weekly quizzes. You ask four students who sit
next to you in your behavioral statistics course how long they study for their weekly quizzes.

Step 1: State the Hypotheses 

We still state the research hypothesis and the null hypotheses mathematically in terms of the population parameter and written out
in readable English. For our example:

Research Hypothesis: The students who sit next to me in my behavioral statistics course study for longer than the the population
of students studies for their quizzes.

Note that this has all of the required components of a complete research hypothesis discussed in 7.3: The Research
Hypothesis and Null Hypotheses:

The name of the groups being compared: The four people sitting next to you in your behavioral statistics class, compared
to all students.
What was measured: Time spend studying
Which group are we predicting will have the higher mean: The sample of four people will be higher ("study for longer").

Symbols: 
Null Hypothesis: The students who sit next to me in my behavioral statistics course study for about the same amount of time as
the population of students study for their quizzes.

Symbols: 

Step 2: Find the Critical Values 

Critical values still delineate the area in the tails under the curve corresponding to our chosen level of significance. Because we
have no reason to change significance levels, we will use  = 0.05, and because we suspect a direction of effect, we have a one-
tailed test. To find our critical values for , we need to add one more piece of information: the degrees of freedom. In almost all
cases, degrees of freedom (or df) are N-1. So, for this example:

You can find the table of critical t-scores page, or go to the Common Critical Values page at the end of the book (in Back Matter) to
find a link to all of the critical value tables that we'll be using.

Going to our table of critical t-scores page, we find the the number 4 in the Degrees of Freedom column (all the way on the left),
then follow that to the p = .05 column (middle column). Doing that, our critical value is  = 2.353. You can use Figure  to
visualize our rejection region.

 Note

> μX̄

= μX̄

α

t

df = N– 1 = 4– 1 = 3

t 8.3.1
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Figure : Rejection Region (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Step 3: Compute the Test Statistic 

The answers to how long they study for the weekly quiz last week from your four classmates are below in Table . You can use
these to calculate  and s by filling in the rest of the Table . These are worked out in the Exercise .

Table : Sum of Squares Table

46   

58   

40   

71   

=215 =0 = ???

Use the four data points in the table to determine the mean and standard deviation of the sample of four classmates.

Answer
Table : Sum of Squares Table

46 -7.75 60.06

58 4.25 18.06

40 -13.75 189.06

71 17.25 297.56

=215 =0 =564.75

Mean:

As the table shows, the sum of the time spent studying for our four classmates was 215 minutes. We can use this to find that
the mean:

Our four classmates studied for the weekly quiz an average of 53.75 minutes.
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Standard Deviation:

We use that mean to subtract each score from (middle column), then square each score (right column). Summing that last
column, you should get a sum of squares of  = 564.75/. If you are close (anywhere from 564.70 to 564.80), then your
calculator or software are rounding slightly differently. Don't worry! Your answer is close enough.

We then plug in to the formula for standard deviation from chapter 3:

Okay, now that we have the mean of the sample ( ) and a standard deviation for the sample ( ), and we still
know N (and the Degrees of Freedom), we plug it all into the t-test formula!

This may seem like a lot of steps, but it is really just taking our raw data to calculate one value at a time and carrying that value
forward into the next equation. At each step, we simply match the symbols of what we just calculated to where they appear in the
next formula to make sure we are plugging everything in correctly.

Step 4: Make the Decision 

This is a behavioral statistics course, so you're not done!

Now that we have our critical value and test statistic, we can make our decision. Our calculated -statistic was  = 3.46 and our
critical value was . So, do we retain the null hypothesis or reject the null hypothesis? Since our calculated t-score was
more extreme than our critical value, we reject the null hypothesis.

Let's add these critical and calculated values to our cheat sheet on understanding how to make the decision:

 Reject null  means are different 

 Retain null  means are similar 

This shows us that when the critical value from the table is smaller than the absolute value of our calcluated, then we reject the null
hypothesis, say that the means are different (the higher mean is larger), and that p<0.05 (the probability that the sample mean is
similar to the population mean is small).

We're still not done!

Write-Up 

"Based on our sample of four classmates, the sample studied longer on average (  = 53.75 minutes) than the population of students
(  = 30 minutes),  = 3.46,  < 0.05."

Notice that we also include the degrees of freedom in parentheses after the .

Students always get confused about which way the sign goes between the "p" and the 0.05. The first thing to remember is that it's
like Pac-Man, and will eat whatever is bigger. The sample mean is so much larger than the population mean that p=.05 is bigger
than the probability of getting this sample mean by chance if the sample really was similar to the population.

The next section talks about this write-up part in more detail.

This page titled 8.3: One-Sample t-test Calculations is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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t
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8.3.1: Table of Critical t-scores

Student's  Distribution 

Table , which follows Figure , shows the critical t-score. If the absolute value of your calculated t-score is bigger
(more extreme) than the critical t-score, then you reject the null hypothesis. In Figure , the critical t-score is represented by
the line; if the absolute value of the calculated t-score is to the left (where the alpha sign is,  ), then the null hypothesis should be
rejected.

Standard normal curve with line representing the critical t-score on the extreme right side showing the Alpha.

Figure - Upper critical values of Student's t Distribution (CC-BY by Barbara Illowsky & Susan Dean (De Anza College)
from OpenStax)

Remember

Critical < |Calculated| = Reject null = means are different = p<.05

Critical > |Calculated| = Retain null = means are similar = p>.05

Table of Critical Values for Student's  

Table  shows the critical t-scores for different probabilities (p-values) that represent how likely it would be to get a
calculated t-scores this big if the sample was really from the population, by the Degrees of Freedom (df, to represent the size of the
sample). More information Degrees of Freedom is below the table. If we think that the sample is not from the population, we would
expect a larger t-score and want a small p-value.

Table - Table of Critical t-values

Degrees of Freedom (df) p = 0.10 p = 0.05 p = 0.025 p = 0.01

1 3.078 6.314 12.706 31.821

2 1.886 2.920 4.303 6.965

3 1.638 2.353 3.182 4.541

4 1.533 2.132 2.776 3.747

5 1.476 2.015 2.571 3.365

6 1.440 1.943 2.447 3.143

7 1.415 1.895 2.365 2.998

8 1.397 1.860 2.306 2.896

9 1.383 1.833 2.262 2.821

10 1.372 1.812 2.228 2.764

11 1.363 1.796 2.201 2.718

12 1.356 1.782 2.179 2.681

13 1.350 1.771 2.160 2.650

14 1.345 1.761 2.145 2.624

15 1.341 1.753 2.131 2.602

16 1.337 1.746 2.120 2.583

17 1.333 1.740 2.110 2.567

18 1.330 1.734 2.101 2.552

19 1.328 1.729 2.093 2.539

t

8.3.1.1 8.3.1.1

8.3.1.1

α

8.3.1.1

 Note

t

8.3.1.1

8.3.1.1
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Degrees of Freedom (df) p = 0.10 p = 0.05 p = 0.025 p = 0.01

20 1.325 1.725 2.086 2.528

21 1.323 1.721 2.080 2.518

22 1.321 1.717 2.074 2.508

23 1.319 1.714 2.069 2.500

24 1.318 1.711 2.064 2.492

25 1.316 1.708 2.060 2.485

26 1.315 1.706* 2.056 2.479

27 1.314 1.703 2.052 2.473

28 1.313 1.701 2.048 2.467

29 1.311 1.699 2.045 2.462

30 1.310 1.697 2.042 2.457

40 1.303 1.684 2.021 2.423

60 1.296 1.671 2.000 2.390

100 1.290 1.660 1.984 2.364

1.282 1.645 1.960 2.326

Degrees of Freedom 
One-Sample t-test: N-1
Independent Sample t-test: N  + N  - 2
Dependent Sample t-test: N-1 (in which N is the number of pairs)

Because tables are limited by size, not all critical t-scores are listed. There are a couple of options when your Degrees of Freedom
is not listed on the table.

One option is to use the Degrees of Freedom that is closest to your sample's Degrees of Freedom. For example, if your df = 49.
you would use the df row for 40, (so a p=0.05 would have a critical value of 1.684). If your df=55, you would use the df row for
60. It's sorta silly, but, mathematically, any score is closer to df=100 than infinity ( ), so if your sample is more than 100
scores, use df=100.
Another option is to always we round down. For our example of df=49, we would still use the df row for 40. If your df=55, you
would still use the df row for 40. And if your sample is more than 100 scores, use df=100. This option avoids inflating Type I
Error (false positives).

Ask your professor which option you should use!

Contributors and Attributions 

Barbara Illowsky and Susan Dean (De Anza College) with many other contributing authors. Content produced by OpenStax
College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.

Dr. MO (Taft College)
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8.4: Reporting Results
Through the practice examples, I hope that you have realized that when conducting statistics for the social sciences, the answer is
never just the number. We do the statistics to answer questions, so the final answer needs enough information to answer that
question, and to let other statisticians know a little bit about the sample and the calculations.

Reporting the Results 
There’s no point in designing and running an experiment and then analyzing the data if you don’t tell anyone about it! So let’s now
talk about what you need to do when reporting your analysis. Let’s practice with an example with playing cards.

Scenario 

Imagine this scenario: After playing a game of solitaire on my phone 10 times, I found that I won 6 times. I felt like I wasn't doing
well, so I found that, on average, folks win solitary 43% of the time. To conduct a t-test, I asked my ten closest friends to play
solitaire 10 times and let me know how many times they won. I guess I don't have 10 close friends, because only 4 people replied
back. If I found the sample mean (  (my friends and I won  of the time), my research hypothesis is that the sample had
a higher win rate than the population ( ). With a standard deviation (say, s=0.18), I could conduct a t-test! We'll skip how to
do that part for now, and move on to how to write up your results.

Write-Up 

Here's a sample way to report this would be to write something like this:

The average win rate for the five participants in the experiment was 55% ( , while
the population average win rate was 43% ( . A one-sample t-test was conducted to
test whether the sample represents the population. The results were not significant (t(3) =
1.49, p > 0.05), suggesting that the sample's win rate is similar to the population's win
rate. This does not support the research hypothesis that the sample would have a higher
win rate than the population.

What to Include: 

This is pretty straightforward, and hopefully it seems pretty unremarkable. That said, there’s a few things that you should note
about this description:

The statistical test is preceded by the descriptive statistics (means). That is, I told the reader something about what the data look
like before going on to do the test. In general, this is good practice: always remember that your reader doesn’t know your data
anywhere near as well as you do. So unless you describe it to them properly, the statistical tests won’t make any sense to them,
and they’ll get frustrated and cry.
The description tells you what the research hypothesis being tested is. To be honest, writers don’t always do this, but it’s often a
good idea since it might be a long ways and a lot of time from when the research hypothesis was first presented. Also, notice
that the research hypothesis is in words, not in maths. That’s perfectly acceptable. You can describe it in symbols and
mathematical notation if you like, but since most readers find words easier to read than symbols, most writers tend to describe
the hypotheses using words if they can. For help knowing how to write numbers in your paragraph, check out this page on
Reporting Statistics in APA Style.
A "statistical sentence" showing the results is included. When reporting the results of the test itself, I didn’t just say that the
result was no statistically significant, I included a “statistical sentence” (i.e., the dense mathematical-looking part in the
parentheses), which reports all the statistical results. For the t-test, the information that gets reported is the test statistic result
(that the calculated t-score was 1.49), the information about the distribution used in the test (the "t"), the Degrees of Freedom
(which helps understand the sample size), and then the information about whether the result was significant or not (in this case
p>.05). The general principle is that you should always provide enough information so that the reader could check the test
results themselves if they really wanted to. Writing t(4)=1.49 is essentially a highly condensed way of writing “the sampling
distribution of the t-test statistic with degrees of freedom of 4, and the value of the calculated t-score is 1.49”. This page on
Reporting Statistics in APA Style (website address: https://my.ilstu.edu/~jhkahn/apastats.html) also shows how to write these
"statistical sentences."

= .55X̄ 55%

> μX̄

= .55X̄

μ = .43
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The results are interpreted. In addition to indicating that the result was significant, I provided an interpretation of the result (i.e.,
that the mean of the sample was similar to the mean of the population), and whether or not the research hypothesis was
supported. If you don’t include something like this, it’s really hard for your reader to understand what’s going on.

What NOT to Include: 

One thing to notice is that the null hypothesis and the critical value is NOT included. That information is for you to use to make the
decision, but readers should be able to figure out what happened by seeing the p-value, and whether it's p>0.05 or p<0.05.

In Closing, 

As with everything else, your overriding concern should be that you explain things to your reader. Always remember that the point
of reporting your results is to communicate to another human being. Dr. Navarro cannot tell you just how many times I’ve seen the
results section of a report or a thesis or even a scientific article that is just gibberish, because the writer has focused solely on
making sure they’ve included all the numbers, and forgotten to actually communicate with the human reader.

The statistical test is preceded by the descriptive statistics (means).
The description tells you what the research hypothesis being tested is.
A "statistical sentence" showing the results is included.
The results are interpreted in relation to the research hypothesis.

Okay, once more, with feeling! Let's do a full practice problem, with the calculations and the write-up and everything!

Contributors and Attributions 
Danielle Navarro (University of New South Wales)

Dr. MO (Taft College)
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n…

n…

n…

n…

8.4.1: Descriptive and Inferential Calculations and Conclusion Example
Let's use data that Dr. MO's student research group collected on growth mindset from students at a community college. We'll start
by interpreting the descriptive statistics and graph of the sample from the output of statistical software, then go step-by-step
through a one-sample t-test.

Here we go!

Scenario 

Students in Dr. MO's research group conducted an experiment in which several faculty members used videos, readings, and in-class
discussion to try to improve the growth mindset (see 7.1) of their students. We will start by looking at the pretest scores of all 126
community college students in this study. In other words, we are looking at the students' scores on an assessment of their mindset
before they had learned anything about growth mindset. The survey score could be from 0 points (totally fixed mindset) to 60
points (totally growth mindset), with any score above 33 points having more growth mindset beliefs.

Let's describe what we know already!

1. Based on the scenario, who is the sample? Your answer should include the number of people in the sample.

2. Based on this sample, who could be the population? Why?

3. What is the DV (effect)? In other words, what was the outcome that was measured?

Answer

1. 126 community college students

2. Any reasonable population based on the sample, but probably community college students in the U.S.

3. Scores on the mindset assessment.

Now, let's learn more about this sample, and interpret what these descriptive statistics can show us!

Descriptive Statistics 

Measures of Central Tendency 

The measures of central tendency are shown in Table .

Table - Measures of Central Tendency for Mindset Pretest

Measure of Central Tendency Result

N 126

Mean 42.06

Median 41.00

Mode 39

What can we learn from these measures of central tendency?

Knowing the mean, median, and mode, what could be the “center” of this distribution of mindset scores? In other words, what
one number might represent a typical score? Why do you think that?

Answer

 Exercise 8.4.1.1

8.4.1.1

8.4.1.1

 Exercise 8.4.1.2

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22083?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/08%3A_One_Sample_t-test/8.04%3A_Reporting_Results/8.4.01%3A_Descriptive_and_Inferential_Calculations_and_Conclusion_Example
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/07%3A_Inferential_Statistics_and_Hypothesis_Testing/7.01%3A_Growth_Mindset


8.4.1.2 https://stats.libretexts.org/@go/page/22083

The mean ( ) and median (Md = 41 points)) are relatively close, suggesting that the "center" of this
distribution is 41 or 42 points. However, because the mode is lower (Mode = 39 points), the center is probably closer to that
lower number of 41 points.

As you know, measures of central tendency don't tell the whole story about a distribution. Let's look at varibility next.

Measure of Variability 

The main measure of variability that we look at is standard deviation. The standard deviation of this sample of mindset scores is
6.65 points. We can also look at the highest and lowest scores to see the range. The lowest mindset score in this sample was 28
points, and the highest score was the maximum of 60 points. What can this tell us about the distribution?

Based on the mean and standard deviation only, do you think that the distribution of mindset scores will be tall and narrow,
short and wide, or a medium bell-curve? Why?

Answer

I think that a standard deviation of 6.65 is medium, so I think that the distribution will be a bell-shaped curve. However,
since no once scored below 28 points, maybe it's negatively skewed (a tail pointing to the left with the bulk of scores to the
right.

I literally was just guessing in Exercise . Let's look at the actual frequencies to see if I guessed correctly!

Frequency 

Table  is a frequency table for this sample's mindset scores, and Figure  shows the same information in a line graph.

Table - Frequency of Mindset Scores

X (Mindset Score) Frequency

28 1

30 1

31 2

32 3

33 6

34 2

35 3

36 7

37 9

38 6

39 12

40 7

41 5

42 7

43 8

44 3

45 8

46 3

= 42.06pointsX̄

 Exercise 8.4.1.3

8.4.1.3

8.4.1.2 8.4.1.1

8.4.1.2
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X (Mindset Score) Frequency

47 7

48 5

49 5

51 4

52 2

53 2

54 3

55 1

56 1

57 1

60 2

And Figure :

Figure : Frequency Line Graph of Mindset Scores. (CC-BY-NC-SA; Michelle Oja)

Let's start unpacking Figure .

1. What kind of graph is Figure ?
2. What does the x-axis measure in Figure ?
3. What does the y-axis measure in Figure ?
4. Is Figure  skewed? If so positively or negatively? If not, is the graph tall/narrow, medium/normal, or wide/flat?
5. What do you notice from Figure ? What pops out to you?
6. What does Figure  make you wonder about?
7. What is a catchy headline for Figure ?
8. How could you summarize the info in Figure  into one sentence?
9. Who might want to know the information in Figure ?

Answer
1. What kind of graph is Figure ?

1. Figure  is a line graph showing frequencies.
2. What does the x-axis measure in Figure ?

8.4.1.1

8.4.1.1

8.4.1.1

 Exercise 8.4.1.4

8.4.1.1
8.4.1.1
8.4.1.1

8.4.1.1
8.4.1.1

8.4.1.1
8.4.1.1

8.4.1.1
8.4.1.1

8.4.1.1

8.4.1.1

8.4.1.1
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1. The x-axis measures mindset scores.
3. What does the y-axis measure in Figure ?

1. The y-axis measures frequencies of each mindset score.

4. Is Figure  skewed? If so positively or negatively? If not, is the graph tall/narrow, medium/normal, or wide/flat?
1. Although the mode isn't quite in the center, I would say that this frequency distribution is not skewed. It seems to be

a medium normal curve (not tall/narrow or wide/flat).
5. What do you notice from Figure ? What pops out to you?

1. I was actually surprised by how symmetrical the distribution was! I also noticed that no one scored below 28 points,
even though someone could score all the way down to zero points on this mindset assessment.

6. What does Figure  make you wonder about?

1. This makes me wonder why no one scored low; the cut-off for having a fixed mindset is 33 points, so it's surprising
that few students in this sample have a fixed mindset.

7. What is a catchy headline for Figure ?
1. Community College Students Start with Growth!

8. How could you summarize the info in Figure  into one sentence?
1. From this sample, I might infer that 90% of community college students hold growth mindset views.

9. Who might want to know the information in Figure ?

1. Definitely community college faculty and adminstrators, as well as researchers who want to learn about growth
mindset or improve student performance.

Okay, now that we've looked at Figure  closely, let's think about it in relation to the measures of central tendencies.

First, look back at your answer about whether the distribution would be tall/narrow, flat/wide, or medium/bell-shaped. Were
you correct? Reflect on what about this distribution of data made it easier or more difficult to predict the shape based on these
descriptive statistics.

Second, knowing the mean, median, mode, standard deviation, and what the distribution looks like, do you think that
community college students tend to have fixed mindsets or growth mindsets?

Answer

First, yes, I believe that I estimated correctly. I said that the distribution should be medium and bell-shaped, and I think that
it is. I think it was easier to correctly estimate the shape because the mean and median were so close. But that lower mode
was a little confusing!

Second, knowing the mean, median, mode, standard deviation, and what the distribution looks like, think that community
college students tend to have growth mindsets. The measures of central tendency are all above the cut-off of 33 points for a
fixed mindset, and the graph shows that only a few students had fixed mindsets. Also, the standard deviation wasn't too
high, which suggests that there are no outliers (extreme scores), which the graph confirms.

You might wonder why we went through all of this. The answers to these questions will be what you use to for a future paper
analyzing a data set. Plus, now you know more about growth mindset of community college students!

Now that you have the full data set, you are encouraged to calculate the mean, median, mode, and standard deviation yourself,
and create your own graph as a refresher! (If you do, note that the data is in a frequency table, it is not a list of all of the scores
individually...)

But this chapter isn't about growth mindset or descriptive statistics. This chapter is about one-sample t-tests, so let's get to that!

8.4.1.1

8.4.1.1

8.4.1.1

8.4.1.1

8.4.1.1

8.4.1.1

8.4.1.1

8.4.1.1

 Exercise 8.4.1.5
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Null Hypothesis Significance Testing Steps 

Step 1: State the Hypotheses 

Let's start with a research hypothesis.

When the student researchers first started on this research project, we were very surprised by how high the mindset scores start out.
Other research suggests that the cut-off of 33 points is a good estimate of the general population's mindset scores. This leads to:

Research Hypothesis: Community college students' average mindset scores are higher than the general population's mindset
scores.
Symbols: 

Based on the research hypothesis, what is the null hypothesis? Write it out in words, then in symbols.

Answer
Null Hypothesis: Community college students' average mindset scores as similar to the general population's mindset
scores.
Symbols: 

Step 2: Find the Critical Values 

You know that the most common level of significance is  = 0.05, so you keep that the same. Using the table of critical values for
the t-distribution, what critical value do we use?

First, what Degrees of Freedom would you use?

Second, what is the critical t-score?

Solution

First, , so:

Second, for df=126, we use df=100 from the table (because it is both the closest whether you round up or down). The critical t-
score for df=100 is 1.660.

To keep track of the directionality of the test and rejection region, you draw out your distribution:

Figure : Rejection region (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Step 3: Calculate the Test Statistic 

Okay, you have everything you need to calculate the one-sample t-test! To make sure it's all in one place, Table  puts all of
the numbers in one place. This might be a good practice everytime that you conduct a statistical analysis...

Table - Necessary Information for One-Sample t-test

> μX̄

 Exercise 8.4.1.6

= μX̄

α

 Example 8.4.1.1

df = N −1

126 −1 = 125

8.4.1.2

8.4.1.3

8.4.1.3
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r…

r…

r…

r…

Necessary Information NumbersNecessary Information Numbers

N 126

Mean of the Sample 42.06

Std. Deviation 6.65

Mean of the Population 33.00

Step 4: Make the Decision 

You compare your calculated -statistic (  = 15.29), to the critical value, \(t \) = 1.6600, and find that the calculated score is
bigger than the critical value.

Remember:

 Reject null  
 Retain null 

So, we reject the null hypothesis, and write up our conclusion.

Write-Up 

Remember the four components that should be in a complete conclusion?

What should your write-up of the t-test results look like?

Answer

I hypothesized that the sample's mindset scores (  would be higher than mindset scores of the population (
). This research hypothesis was supported (t(125) = 15.29, p< 0.05); the sample of community college

students did have higher mindset scores than the general population.

Cool, huh?!

This page titled 8.4.1: Descriptive and Inferential Calculations and Conclusion Example is shared under a CC BY-NC-SA 4.0 license and was
authored, remixed, and/or curated by Michelle Oja.

t = = = = = 15.29
( −μ)X̄

( )
s

n−−√

(42.06 −33)

( )
6.65

126
−−−

√

(9.06)

( )
6.65

11.22

9.06

0.59

t t crit

(Critical < |Calculated|) = = ( ≠ μ) = p < .05X̄

(Critical > |Calculated|) = = ( = μ) = p > .05X̄

 Exercise 8.4.1.7

= 42.06pointsX̄

μ = 33points
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8.5: Confidence Intervals
Up to this point, we have learned how to estimate the population parameter for the mean using sample data and a sample statistic.
From one point of view, this makes sense: we have one value for our parameter so we use a single value (called a point estimate) to
estimate it. However, we have seen that all statistics have sampling error and that the value we find for the sample mean will
bounce around based on the people in our sample, simply due to random chance. Thinking about estimation from this perspective,
it would make more sense to take that error into account rather than relying just on our point estimate. To do this, we calculate what
is known as a confidence interval.

A confidence interval starts with our point estimate then creates a range of scores (this is the "interval" part) considered plausible
based on our standard deviation, our sample size, and the level of confidence with which we would like to estimate the parameter.
This range, which extends equally in both directions away from the point estimate, is called the margin of error. We calculate the
margin of error by multiplying our two-tailed critical t-score by our standard error:

The critical value we use will be based on a chosen level of confidence, which is equal to . Thus, a  level of confidence
corresponds to . Thus, at the 0.05 level of significance, we create a 95% Confidence Interval. How to interpret that is
discussed further on.

Once we have our margin of error calculated, we add it to our point estimate for the mean to get an upper bound to the confidence
interval and subtract it from the point estimate for the mean to get a lower bound for the confidence interval:

Or simply:

Let’s see what this looks like with some actual numbers by taking our studying for weekly quizzes data and using it to create a 95%
confidence interval estimating the average length of time for our sample. We already found that our average was = 53.75
minutes, our standard error (the denominator) was 6.86, and our critical t-score was 2.353. With that, we have all the pieces we
need to construct our confidence interval:

So we find that our 95% confidence interval runs from 37.61 minutes to 69.88 minutes, but what does that actually mean? The
range (37.61 to 69.88) represents values of the mean that we consider reasonable or plausible based on our observed data. It
includes our point estimate of the mean, , in the center, but it also has a range of values that could also have been the
case based on what we know about how much these scores vary (i.e. our standard error).

It is very tempting to also interpret this interval by saying that we are 95% confident that the true population mean falls within the
range (37.61 to 69.88), but this is not true. The reason it is not true is that phrasing our interpretation this way suggests that we have
firmly established an interval and the population mean does or does not fall into it, suggesting that our interval is firm and the
population mean will move around. However, the population mean is an absolute that does not change; it is our interval that will
vary from data collection to data collection, even taking into account our standard error. The correct interpretation, then, is that we
are confident that the range (37.61 to 69.88) brackets the true population mean. This is a very subtle difference, but it is an
important one.

Margin of Error  = t ×( )
s

N
−−

√

1– α 95%
α = 0.05

Upper Bound = +Margin of ErrorX̄

Lower Bound  = −Margin of ErrorX̄

 Confidence Interval  = ±(t ×( ))X¯ ¯¯̄ s

N
−−

√

X¯ ¯¯̄

95%CI = 53.75 ±2.353(6.86) = 53.75 ±16.14 

Lower Bound (LB) = 53.75 −16.14 = 37.61

Upper Bound (UB) = 53.75 +16.14 = 69.88

95%CI = (37.61, 69.88)

= 53.75X¯ ¯¯̄

95%
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Hypothesis Testing with Confidence Intervals 

As a function of how they are constructed, we can also use confidence intervals to test hypotheses.

Once a confidence interval has been constructed, using it to test a hypothesis is simple. The range of the confidence interval
brackets (or contains, or is around) the null hypothesis value, we fail to reject the null hypothesis. If it does not bracket the null
hypothesis value (i.e. if the entire range is above the null hypothesis value or below it), we reject the null hypothesis. The reason
for this is clear if we think about what a confidence interval represents. Remember: a confidence interval is a range of values that
we consider reasonable or plausible based on our data. Thus, if the null hypothesis value is in that range, then it is a value that is
plausible based on our observations. If the null hypothesis is plausible, then we have no reason to reject it. Thus, if our confidence
interval brackets the null hypothesis value, thereby making it a reasonable or plausible value based on our observed data, then we
have no evidence against the null hypothesis and fail to reject it. However, if we build a confidence interval of reasonable values
based on our observations and it does not contain the null hypothesis value, then we have no empirical (observed) reason to believe
the null hypothesis value and therefore reject the null hypothesis.

Scenario 

Let’s see an example. You hear that the national average on a measure of friendliness is 38 points. You want to know if people in
your community are more or less friendly than people nationwide, so you collect data from 30 random people in town to look for a
difference. We’ll follow the same four step hypothesis testing procedure as before.

Step 1: State the Hypotheses 

Start by laying out the research hypothesis and null hypothesis. Although we ignored this issue in the example above, testing null
hypotheses with Confidence Intervals requires that the research hypothesis is non-directional. This is because the margin of error
moves away from the point estimate in both directions, so a one-tailed value does not make sense.

Research Hypothesis: There is a difference in how friendly the local community is compared to the national average
Symbols: 

Null Hypothesis: There is no difference in how friendly the local community is compared to the national average
Symbols: 

Step 2: Find the Critical Values 

We need our critical values in order to determine the width of our margin of error. We will assume a significance level of  = 0.05
(which will give us a 95% CI). A two-tailed (non-directiona) critical value at  is actually p=0.025 on the table of critical
values for t. With 29 degrees of freedom (  and p-value of 0.025, the critical t-score is 2.045.

Step 3: Calculations 

Now we can construct our confidence interval. After we collect our data, we find that the average person in our community scored
39.85, or , and our standard deviation was . Now we can put that value, our point estimate for the sample
mean, and our critical value from step 2 into the formula for a confidence interval:

Step 4: Make the Decision 

Finally, we can compare our confidence interval to our null hypothesis value. The null value of 38 is higher than our lower bound
of 37.76 and lower than our upper bound of 41.94. Thus, the confidence interval brackets our null hypothesis value, and we retain
(fail to reject) the null hypothesis.

≠ μX̄

μ = 38

α

α = 0.05
N– 1 = 30– 1 = 29)

= 39.85X
¯ ¯¯̄

s = 5.61

95%CI = 39.85 ±2.045(1.02)

95% Confidence Interval  = ±(t ×( )) = 39.85 ±(2.045 ×( )) = 39.85 ±(2.045 ×( ))X
¯ ¯¯̄ s

N
−−

√

5.61

30
−−

√

5.61

5.48

= 39.85 ±(2.045 ×1.02) = 39.85 ±(2.09)

Lower Bound = 39.85 −2.09 = 37.76

Upper Bound = 39.85 +2.09 = 41.94

95%CI = (37.76, 41.94)
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Conclusion: 

Based on our sample of 30 people, our community not different in average friendliness (
) than the nation as a whole,  CI = (37.76, 41.94).

Note that we don’t report a test statistic or -value because that is not how we tested the hypothesis, but we do report the value we
found for our confidence interval.

An important characteristic of hypothesis testing is that both methods will always give you the same result. That is because both are
based on the standard error and critical values in their calculations. To check this, we can calculate a t-statistic for the example
above and find it to be , which is smaller than our critical value of 2.045 and fails to reject the null hypothesis.

This page titled 8.5: Confidence Intervals is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Foster et al.
(University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was edited to the style and
standards of the LibreTexts platform.
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8.5.1: Practice with Confidence Interval Calculations
In practice, we rarely know the population standard deviation. In the past, when the sample size was large, this did not present a
problem to statisticians. They used the sample standard deviation  as an estimate for  and proceeded as before to calculate a
confidence interval with close enough results. However, statisticians ran into problems when the sample size was small. A small
sample size caused inaccuracies in the confidence interval.

William S. Goset (1876–1937) of the Guinness brewery in Dublin, Ireland ran into this problem. His experiments with hops and
barley produced very few samples. Just replacing  with  did not produce accurate results when he tried to calculate a confidence
interval. He realized that he could not use a normal distribution for the calculation; he found that the actual distribution depends on
the sample size. This problem led him to "discover" what is called the Student's t-distribution. The name comes from the fact that
Gosset wrote under the pen name "Student."

Up until the mid-1970s, some statisticians used the normal distribution approximation for large sample sizes and only used the
Student's -distribution only for sample sizes of at most 30. With graphing calculators and computers, the practice now is to use the
Student's t-distribution whenever  is used as an estimate for . If you draw a simple random sample of size  from a population
that has an approximately a normal distribution with mean  and unknown population standard deviation  and calculate the -
score, then the -scores follow a Student's t-distribution with  degrees of freedom. The -score has the same interpretation as
the z-score. It measures how far  is from its mean . For each sample size , there is a different Student's t-distribution.

The degrees of freedom, , come from the calculation of the sample standard deviation . Previously, we used  deviations (
 values) to calculate . Because the sum of the deviations is zero, we can find the last deviation once we know the other 

deviations. The other  deviations can change or vary freely. We call the number  the degrees of freedom (df).

For each sample size , there is a different Student's t-distribution.

Properties of the Student's -Distribution:
The graph for the Student's -distribution is similar to the standard normal curve.
The mean for the Student's -distribution is zero and the distribution is symmetric about zero.
The Student's -distribution has more probability in its tails than the standard normal distribution because the spread of the -
distribution is greater than the spread of the standard normal. So the graph of the Student's -distribution will be thicker in the
tails and shorter in the center than the graph of the standard normal distribution.
The exact shape of the Student's -distribution depends on the degrees of freedom. As the degrees of freedom increases, the
graph of Student's -distribution becomes more like the graph of the standard normal distribution.
The underlying population of individual observations is assumed to be normally distributed with unknown population mean 
and unknown population standard deviation . The size of the underlying population is generally not relevant unless it is very
small. If it is bell shaped (normal) then the assumption is met and doesn't need discussion. Random sampling is assumed, but
that is a completely separate assumption from normality.

A probability table for the Student's -distribution can be used. The table gives -scores that correspond to the confidence level
(column) and degrees of freedom (row).

A Student's -table gives -scores given the degrees of freedom and the right-tailed probability. The table is very limited.
Calculators and computers can easily calculate any Student's -probabilities.

Suppose you do a study of acupuncture to determine how effective it is in relieving pain. You measure sensory rates for 15
subjects with the results given. Use the sample data to construct a 95% confidence interval for the mean sensory rate for the
population (assumed normal) from which you took the data.

8.6; 9.4; 7.9; 6.8; 8.3; 7.3; 9.2; 9.6; 8.7; 11.4; 10.3; 5.4; 8.1; 5.5; 6.9 

Solution

To find the confidence interval, you need the sample mean, , and the .

s σ

σ s

t

s σ N

μ σ t

t n– 1 t

x̄ μ n

n– 1 s n

x− x̄ s n– 1
n– 1 n– 1

N

t

t

t

t t

t

t

t

μ

σ

t t

t t

t

 Example 8.5.1.1

x̄ EBM

= 8.2267x̄

s= 1.6722
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, so 

The area to the right of  is 0.025, and the area to the left of  is 1 – 0.025 = 0.975

 from the Table of Critical t-scores.

Now it is just a direct application of Equation :

The 95% confidence interval is (7.30, 9.15).

We estimate with 95% confidence that the true population mean sensory rate is between 7.30 and 9.15.

You can try one on your own:

You do a study of hypnotherapy to determine how effective it is in increasing the number of hourse of sleep subjects get each
night. You measure hours of sleep for 12 subjects with the following results. Construct a 95% confidence interval for the mean
number of hours slept for the population (assumed normal) from which you took the data.

8.2; 9.1; 7.7; 8.6; 6.9; 11.2; 10.1; 9.9; 8.9; 9.2; 7.5; 10.5

Answer

(8.1634, 9.8032)

The Human Toxome Project (HTP) is working to understand the scope of industrial pollution in the human body. Industrial
chemicals may enter the body through pollution or as ingredients in consumer products. In October 2008, the scientists at HTP
tested cord blood samples for 20 newborn infants in the United States. The cord blood of the "In utero/newborn" group was
tested for 430 industrial compounds, pollutants, and other chemicals, including chemicals linked to brain and nervous system
toxicity, immune system toxicity, and reproductive toxicity, and fertility problems. There are health concerns about the effects
of some chemicals on the brain and nervous system. Table  shows how many of the targeted chemicals were found in
each infant’s cord blood.

Table - Data from HTP

79 145 147 160 116 100 159 151 156 126

137 83 156 94 121 144 123 114 139 99

Use this sample data to construct a 90% confidence interval for the mean number of targeted industrial chemicals to be found
in an in infant’s blood.

Solution

From the sample, you can calculate  and . There are 20 infants in the sample, so , and 
.

n= 15

df = 15– 1 = 14

= 0.025α

2
=tcrit t0.025

t0.025 t0.025

= 2.145t0.025

EBM = (t)( )
s

n−−√

= (2.14)( ) = 0.924
1.6722

15
−−

√

???

–EBMx̄

+EBMx̄

= 8.2267– 0.9240 = 7.3

= 8.2267+0.9240 = 9.15

 Exercise 8.5.1.1

 Example : The Human Toxome Project8.5.1.2

8.5.1.1

8.5.1.1

= 127.45x̄ s= 25.965 n= 20
df = 20– 1 = 19
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You are asked to calculate a 90% confidence interval: , so

By definition, the area to the right of  is 0.05 and so the area to the left of  is .

Use a table, calculator, or computer to find that .

We estimate with 90% confidence that the mean number of all targeted industrial chemicals found in cord blood in the United
States is between 117.412 and 137.488.

A random sample of statistics students were asked to estimate the total number of hours they spend watching television in an
average week. The responses are recorded in Table . Use this sample data to construct a 98% confidence interval for the
mean number of hours statistics students will spend watching television in one week.

Table - Average TV Watching

0 3 1 20 9

5 10 1 10 4

14 2 4 4 5

Solution

,
,

, and
.

We estimate with 98% confidence that the mean number of all hours that statistics students spend watching television in one
week is between 2.397 and 9.869.

Reference
1. “America’s Best Small Companies.” Forbes, 2013. Available online at http://www.forbes.com/best-small-companies/list/

(accessed July 2, 2013).
2. Data from Microsoft Bookshelf.
3. Data from http://www.businessweek.com/.
4. Data from http://www.forbes.com/.
5. “Disclosure Data Catalog: Leadership PAC and Sponsors Report, 2012.” Federal Election Commission. Available online at

www.fec.gov/data/index.jsp (accessed July 2,2013).
6. “Human Toxome Project: Mapping the Pollution in People.” Environmental Working Group. Available online at

www.ewg.org/sites/humantoxome...tero%2Fnewborn (accessed July 2, 2013).
7. “Metadata Description of Leadership PAC List.” Federal Election Commission. Available online at

www.fec.gov/finance/disclosur...pPacList.shtml (accessed July 2, 2013).

CL= 0.90

α = 1–CL= 1– 0.90 = 0.10 = 0.05, =
α

2
t α

2
t0.05 (8.5.1.1)

t0.05 t0.05 1– 0.05 = 0.95

= 1.729t0.05

EBM = t×( ) = 1.729×( ) ≈ 10.038
s

n−−√

25.965

20
−−

√

–EBM = 127.45– 10.038 = 117.412x̄

+EBM = 127.45+10.038 = 137.488x̄

 Example 8.5.1.3

8.5.1.2

8.5.1.2

= 6.133x̄

s= 5.514
n= 15
df = 15– 1 = 14

= 0.01 = = 2.624α

2
t α

2
t0.01

–EBM = 6.133– 3.736 = 2.397x̄

+EBM = 6.133+3.736 = 9.869x̄
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9.1: Introduction to Independent Samples t-test
Many research ideas in the behavioral sciences and other areas of research are concerned with whether or not two means are the
same or different. Logically, we therefore say that these research questions are concerned with group mean differences. That is, on
average, do we expect a person from Group A to be higher or lower on some variable that a person from Group B. In any time of
research design looking at group mean differences, there are some key criteria we must consider: the groups must be mutually
exclusive (i.e. you can only be part of one group at any given time) and the groups have to be measured on the same variable (i.e.
you can’t compare personality in one group to reaction time in another group since those values would not be the same anyway).

Let’s look at one of the most common and logical examples: testing a new medication. When a new medication is developed, the
researchers who created it need to demonstrate that it effectively treats the symptoms they are trying to alleviate. The simplest
design that will answer this question involves two groups: one group that receives the new medication (the “treatment” group) and
one group that receives a placebo (the “control” group). Participants are randomly assigned to one of the two groups (remember
that random assignment is the hallmark of a true experiment), and the researchers test the symptoms in each person in each group
after they received either the medication or the placebo. They then calculate the average symptoms in each group and compare
them to see if the treatment group did better (i.e. had fewer or less severe symptoms) than the control group.

In this example, we had two groups: treatment and control. Membership in these two groups was mutually exclusive: each
individual participant received either the experimental medication or the placebo. No one in the experiment received both, so there
was no overlap between the two groups. Additionally, each group could be measured on the same variable: symptoms related to the
disease or ailment being treated. Because each group was measured on the same variable, the average scores in each group could be
meaningfully compared. If the treatment was ineffective, we would expect that the average symptoms of someone receiving the
treatment would be the same as the average symptoms of someone receiving the placebo (i.e. there is no difference between the
groups). However, if the treatment WAS effective, we would expect fewer symptoms from the treatment group, leading to a lower
group average.

Now let’s look at an example using groups that already exist. A common, and perhaps salient, question is how students feel about
their job prospects after graduation. Suppose that we have narrowed our potential choice of college down to two universities and, in
the course of trying to decide between the two, we come across a survey that has data from each university on how students at
those universities feel about their future job prospects. As with our last example, we have two groups: University A and University
B, and each participant is in only one of the two groups (assuming there are no transfer students who were somehow able to rate
both universities). Because students at each university completed the same survey, they are measuring the same thing, so we can
use a -test to compare the average perceptions of students at each university to see if they are the same. If they are the same, then
we should continue looking for other things about each university to help us decide on where to go. But, if they are different, we
can use that information in favor of the university with higher job prospects.

As we can see, the grouping variable we use for an independent samples -test can be a set of groups we create (as in the
experimental medication example) or groups that already exist naturally (as in the university example). There are countless other
examples of research questions relating to two group means, making the independent samples -test one of the most widely used
analyses around.

This page titled 9.1: Introduction to Independent Samples t-test is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Foster et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was
edited to the style and standards of the LibreTexts platform.

10.2: Research Questions about Independent Means by Foster et al. is licensed CC BY-NC-SA 4.0. Original source:
https://irl.umsl.edu/oer/4.
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9.1.1: Another way to introduce independent sample t-tests...
Although the one sample t-test has its uses, it’s not the most typical example of a t-test. A much more common situation arises
when you’ve got two different groups of observations. In psychology, this tends to correspond to two different groups of
participants, where each group corresponds to a different condition in your study. For each person in the study, you measure some
outcome variable of interest (DV), and the research question that you’re asking is whether or not the two groups have the same
population mean (each group is considered a level of the IV). This is the situation that the independent samples t-test is designed
for.

Example 
Suppose we have 33 students taking Dr Harpo’s statistics lectures, and Dr Harpo doesn’t grade to a curve. Actually, Dr Harpo’s
grading is a bit of a mystery, so we don’t really know anything about what the average grade is for the class as a whole (no
population mean). There are two tutors for the class, Anastasia and Bernadette. There are N =15 students in Anastasia’s tutorials,
and N =18 in Bernadette’s tutorials. The research question I’m interested in is whether Anastasia or Bernadette is a better tutor, or
if it doesn’t make much of a difference. Dr Harpo emails Dr. Navarro the course grades, and Dr. Navarro finds the mean and
standard deviation (shown in Table ).

Table - Descriptive Statistics for Grades by Tutor

Mean Standard Deviation N

Bernadette’s students 69.06 5.77 18

Anastasia’s students 74.53 9.00 15

To give you a more detailed sense of what’s going on here, Dr. Navarro plotted histograms showing the distribution of grades for
both tutors (Figure  and Figure ). Inspection of these histograms suggests that the students in Anastasia’s class may
be getting slightly better grades on average, though they also seem a little more variable.

Figure - Histogram showing the overall distribution of grades for students in Anastasia’s class (CC-BY-SA Danielle
Navarro from Learning Statistics with R)
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Figure - Histogram showing the overall distribution of grades for students in Bernadette’s class (CC-BY-SA Danielle
Navarro from Learning Statistics with R)

Here is a simpler plot showing the means and corresponding confidence intervals for both groups of students (Figure ). On
the basis of visual inspection, it does look like there’s a real difference between the groups, though it’s hard to say for sure.

Figure - Plots showing the mean grade for the students in Anastasia’s and Bernadette’s tutorials. Error bars depict 95%
confidence intervals around the mean. (CC-BY-SA Danielle Navarro from Learning Statistics with R)

This is where an independent sample t-test would come in! We aren't comparing a sample's mean score to a population's mean
score like we did last chapter with the one-sample t-test. Instead, we are comparing the means of two groups to see if they are from
the same population (in other words, to see if the two groups are similar).

Independent Sample t-test 
Let's talk about the Student t-test. The goal is to determine whether two “independent samples” of data are drawn from populations
with the same mean (the null hypothesis) or different means. When we say “independent” samples, what we really mean here is
that there’s no special relationship between observations in the two samples. This probably doesn’t make a lot of sense right now,
but it will be clearer when we come to talk about the paired samples t-test later on. For now, let’s just point out that if we have an
experimental design where participants are randomly allocated to one of two groups, and we want to compare the two groups’
mean performance on some outcome measure, then an independent samples t-test (rather than a paired samples t-test) is what we’re
after.
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Okay, so let’s let μ  denote the true population mean for group 1 (e.g., Anastasia’s students), and μ  will be the true population
mean for group 2 (e.g., Bernadette’s students), and as usual we’ll let  and  denote the observed sample means for both of
these groups. Our null hypothesis states that the two population means are identical (μ =μ ) and the alternative to this is that they
are not (μ ≠μ ). Figure  shows this concept graphically. Notice that it is assumed that the population distributions are
normal, and that, although the alternative hypothesis allows the group to have different means, it assumes they have the same
standard deviation.

Figure - Graphical illustration of the null and alternative hypotheses assumed by the Student t-test. (CC-BY-SA Danielle
Navarro from Learning Statistics with R)

To construct a hypothesis test that handles this scenario, we start by noting that if the null hypothesis is true, then the difference
between the population means is exactly zero,  As a consequence, a diagnostic test statistic will be based on the
difference between the two sample means. Because if the null hypothesis is true, then we’d expect

 - 

to be pretty close to zero. However, just like we saw with our one-sample t-tests, we have to be precise about exactly how close to
zero this difference

We just need to figure out what this standard error estimate actually is. This is a bit trickier than was the case for either of the two
tests we’ve looked at so far, so we need to go through it a lot more carefully to understand how it works. We will do that later when
discussing the actual formula. For now, just recognize that you're using something like a standard deviation to divide everything by
in order to create something like an average difference between the two groups.

Results 
If we used statistical software to calculate this t-test, we'd get a statistical sentence of: t(31)=2.12, p<.05 This is telling you that the
results for the calculated t-test was 2.12, that the degrees of freedom are 31, and that the probability is less than 5% that the groups
are similar (that they are from the same popuolation). The degrees of freedom might look new. You can think of the degrees of
freedom to be equal to the number of data points minus the number of constraints. In this case, we have N observations (N  in
sample 1, and N  in sample 2), and 2 constraints (the sample means). So the total degrees of freedom for this test are .
These results tell you that the difference between the two groups is statistically significant (just barely), so we might write up the
result using text like this:

The mean grade in Anastasia’s class was  (s=9.0), whereas the mean in Bernadette’s class was  (s=5.8). A Student’s
independent samples t-test showed that this difference was significant (t(31)=2.12, p<.05), suggesting that a genuine difference in
learning outcomes has occurred.

Positive and Negative t-scores 
Before moving on to talk about the assumptions of the t-test, there’s one additional point I want to make about the use of t-tests in
practice. The first one relates to the sign of the t-statistic (that is, whether it is a positive number or a negative one). One very
common worry that students have when they start running their first t-test is that they often end up with negative values for the t-
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statistic, and don’t know how to interpret it. In fact, it’s not at all uncommon for two people working independently to end up with
results that are almost identical, except that one person has a negative t values and the other one has a positive t value. This is
perfectly okay: whenever this happens, what you’ll find is that the two versions are based on which sample mean you put as 
and which is . If you always put the bigger sample mean first, then you will always have a positive t-score.

Okay, that’s pretty straightforward when you think about it, but now consider our t-test comparing Anastasia’s class to Bernadette’s
class. Which one should we call “mean 1” and which one should we call “mean 2”. It’s arbitrary. Whenever I get a significant t-test
result, and I want to figure out which mean is the larger one, I don’t try to figure it out by looking at the t-statistic. Why would I
bother doing that? It’s foolish. It’s easier just look at the actual group means!

Here’s the important thing. Try to report the t-statistic in such a way that the numbers match up with the text. Here’s what I mean…
suppose that what I want to write in my report is “Anastasia’s class had higher grades than Bernadette’s class”. The phrasing here
implies that Anastasia’s group comes first, so it makes sense to report the t-statistic as if Anastasia’s class corresponded to group 1.
If so, I would write

Anastasia’s class had higher grades than Bernadette’s class (t(31)=2.12,p<.05).

(I wouldn’t actually emphasize the word “higher” in real life, I’m just doing it to emphasize the point that “higher” corresponds to
positive t values). On the other hand, suppose the phrasing I wanted to use has Bernadette’s class listed first. If so, it makes more
sense to treat her class as group 1, and if so, the write up looks like this:

Bernadette’s class had lower grades than Anastasia’s class (t(31)=−2.12,p<.05).

Because I’m talking about one group having “lower” scores this time around, it is more sensible to use the negative form of the t-
statistic. It just makes it read more cleanly.

One last thing: please note that you can’t do this for other types of test statistics. It works for t-tests, but don’t overgeneralize this
advice! I’m really just talking about t-tests here and nothing else!

Assumptions of the t-test 

As always, our statistical test relies on some assumptions. So what are they? For the Student t-test there are three assumptions:

Normality. Like the one-sample t-test, it is assumed that the data are normally distributed. Specifically, we assume that both
groups are normally distributed. In Section 13.9 we’ll discuss how to test for normality, and in Section 13.10 we’ll discuss
possible solutions.
Independence. Once again, it is assumed that the observations are independently sampled. In the context of the Student test this
has two aspects to it. Firstly, we assume that the observations within each sample are independent of one another (exactly the
same as for the one-sample test). However, we also assume that there are no cross-sample dependencies. If, for instance, it turns
out that you included some participants in both experimental conditions of your study (e.g., by accidentally allowing the same
person to sign up to different conditions), then there are some cross sample dependencies that you’d need to take into account.
Homogeneity of variance (also called “homoscedasticity”). The third assumption is that the population standard deviation is the
same in both groups. Statistical software can test this assumption using the Levene test, but nothing that you really need to
worry about right now.

Contributors and Attributions 
Danielle Navarro (University of New South Wales)

Dr. MO (Taft College)

This page titled 9.1.1: Another way to introduce independent sample t-tests... is shared under a CC BY-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.
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9.2: Independent Samples t-test Equation
The test statistic for our independent samples -test takes on the same logical structure and format as our other -tests: our observed
effect (one mean subtracted from the other mean), all divided by the standard error:

Calculating our standard error, as we will see next, is where the biggest differences between this -test and other -tests appears.
However, once we do calculate it and use it in our test statistic, everything else goes back to normal. Our decision criteria is still
comparing our obtained test statistic to our critical value, and our interpretation based on whether or not we reject the null
hypothesis is unchanged, as well as the information needed in a complete conclusion.

The following explains the conceptual mathematics behind this new denominator. If this makes sense to you, it will help you to
understand what the t-test is doing so that it's easier to interpret. However, it's not necessary to understand the mathematical
reasoning that lies behind the standard error to calculate it. To calculate, you just need to plug in the correct numbers and follow the
order of operations!

Estimated Standard Error 

If you are here for the reasoning underlying the denominator, here you go!

Recall that the standard error is the average distance between any given sample mean and the center of its corresponding sampling
distribution (a distribution of means from many samples from the same population), and it is a function of the standard deviation
and the sample size. This definition and interpretation hold true for our independent samples -test as well, but because we are
working with two samples drawn from two populations, we have to first combine their estimates of standard deviation – or, more
accurately, their estimates of variance (variance is the standard devation squared) – into a single value that we can then use to
calculate our standard error.

The combined estimate of variance using the information from each sample is called the pooled variance and is denoted ; the
subscript  serves as a reminder indicating that it is the pooled variance. The term “pooled variance” is a literal name because we
are simply pooling or combining the information on variance – the Sum of Squares and Degrees of Freedom – from both of our
samples into a single number. The result is a weighted average of the observed sample variances, the weight for each being
determined by the sample size, and will always fall between the two observed variances. The computational formula for the pooled
variance is:

This formula can look daunting at first, but it is in fact just a weighted average. Note that the subscript (the little number sorta
under and to the right of some of the symbols) denotes which sample the symbol is representing (the first sample or the second
sample).

Unfortunately, that is just part of the denominator. Once we have our pooled variance calculated, we can drop it into the equation
for our standard error:

Looking at that, we can now see that, once again, we are simply adding together two pieces of information: no new logic or
interpretation required. Once the standard error is calculated, it goes in the denominator of our test statistic:

Independent t-test Formula 

As you can see, we are once again, not done yet! This is denominator. And once again, although this formula is different, it is
accomplishing the same task of standardizing and averaging the differences between the mean.
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The final formula to compare two independent means with a t-test is:

I promise that this is not as hard as it looks! Let’s see an example in action. If you lose track of this page, remember that all
formulas are listed at the back of the book in the Common Formulas page.

This page titled 9.2: Independent Samples t-test Equation is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated
by Michelle Oja.
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9.3: Hypotheses with Two Samples
The process of testing hypotheses using an independent samples -test is the same as it was when comparing a sample to a
population with the one-sample t-test. It all starts with stating our hypotheses and laying out the criteria we will use to test them.

Research Hypotheses 
Our research hypotheses are still predicting that one group will have a bigger mean than the other group (direction) or that the two
means will be different (non-directional). The only difference in the research hypothesis between an independent samples t-test and
a one-sample t-test is that instead of comparing a sample mean (  ) to a population mean (  ), we are now comparing two sample
means (and no population mean). Because we have two sample means (two  ), we have to label them somehow. We do this with a
subscript. Often this is a little number 1 or number 2, but when you know who the sample is, it's often helpful to use letters related
to the group name as the subscript.

Null Hypotheses 
Our null hypothesis for an independent samples -test is the same as always: there is no difference between the means. The means
of the two groups are the same under the null hypothesis, no matter how those groups were formed. In symbols, this looks like:

Your Research Hypothesis and the Null Hypothesis Work Together 
Again, we are now dealing with two means instead of just one, so it will be very important to keep track of which mean goes with
which sample data. We use subscripts to differentiate between the populations, so make sure to keep track of which is which. If it is
helpful, you can also use more descriptive subscripts. To use an experimental medication example:

Words and Symbols: 
Research Hypothesis: The mean of the treatment group will be higher than the mean of the control group.

Symbols: 
Null Hypothesis: There is no difference between the means of the treatment and control groups

Symbols: 

Next Step: Decision Criteria 
Once we have our hypotheses laid out, we can set our criteria to test them using the same three pieces of information as before:
significance level ( ). For an independent samples -test, the Degrees of Freedom are:

This looks different than before, but it is just adding the individual degrees of freedom from each group ( ) together ( 
 ). Notice that the sample sizes, , also get subscripts so we can tell them apart.

For an independent samples -test, it is often the case that our two groups will have slightly different sample sizes, either due to
chance or some characteristic of the groups themselves. Generally, this is not as issue, so long as one group is not massively larger
than the other group. What is of greater concern is keeping track of which is which using the subscripts.

Dr. MO (Taft College)

This page titled 9.3: Hypotheses with Two Samples is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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9.4: Practice! Movies and Mood
Dr. Foster was interested in whether the type of movie someone sees at the theater affects their mood when they leave. He decide to
ask people about their mood as they leave one of two movies: a comedy (group 1,  = 35) or a horror film (group 2,  = 29).
The data are coded so that higher scores indicate a more positive mood.

Step 1: State the Hypotheses 
As always, we start with hypotheses:

Research Hypothesis: The average mood for the sample who watched a comedy will be higher than the average mood for the
sample who watched a horror film.

Symbols: 
Null Hypothesis: The average mood for the sample who watched a comedy will be similar to the average mood for the sample
who watched a horror film. In order words, there will be no difference between the means.

Symbols: 

One thing to notice about the research hypothesis is that we put the mean of the comedy first. And since we think that mean will be
bigger, our calculated t-score should be positive because we will have a larger number minus a smaller number. Be sure to pay
attention to which group is which and how your data are coded (higher is almost always used as better outcomes) to make sure your
hypothesis makes sense!

Step 2: Find the Critical Values 

Just like before, we will need critical values, which come from out of the same -table that we used for one-sample t-tests (and
found in the Common Critical Value Tables page at the back of this book). In this example, we have a one-tailed test at  = 0.05.
Our degrees of freedom for our independent samples t-test is just the degrees of freedom from each group added together:

OR

From our t-table, we find that our the closest Degrees of Freedom to 62 that is listed is , with a critical value of  = 1.671.
Note that just because we use the  row in the table doesn't mean that the Degrees of Freedom is 60. The table doesn't have
all critical t-scores, so we're using the closes Degrees of Freedom to find a critical value that is close to what we need for our two
samples.

Step 3: Compute the Test Statistic 
The descriptive statistics for both groups are provided in Table  so that you can focus on the independent samples t-test
equation in Example , and not get caught up in other calculations right now.

Table - Descriptive Statistics for Mood by Type of Movie

Group N Mean Standard Deviation

Group 1: Comedy 35 24.00 12.20

Group 2: Horror Movie 29 16.50 11.80

Take a deep breath!

Calculate an independent t-test using the descriptive statistics from Table .

After your deep breath, copy down the independent samples t-test formula:

NC NH

>X̄C X̄H

=X̄C X̄H

t

α

df = + −2 = 35 +29 −2 = 62N1 N2

df = ( −1) +( −1) = (35 −1) +(29 −1) = 34 +28 = 62N1 N2

df = 60 t∗
df = 60

9.4.1
9.4.1

9.4.1

 Example 9.4.1
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And then fill in all of the numbers from Table  into the formula:

At this point, you do the calculations by following the order of operations (PEMDAS from the Math Refresher in chapter 3!).

Solution

I like to start at the top right and work my way left and down because that's how reading goes in English. Let's try that by doing
a few of the easy calculations first. As long as you follow the rules of the order of operations, you can do this in whatever order
you'd like, though.

If you use Excel your final calculations will be slightly different because Excel keeps all of the numbers after the decimal
point. For Excel, the calculation will look like:

t =
( − )X̄C X̄H

[ ] ∗( + )
( −1) ∗ +( −1) ∗NC s2

C
NH s2

H

+ −2NC NH

1

NC

1

NH

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

⎷




9.4.1

t =
(24.00 −16.50)

[ ]∗( + )
(35 −1) ∗ (12.20 +(29 −1) ∗ (11.80)2 )2

35 +29 −2

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

t

tAdd/Subtract

tSquare

tMultiply

tAddAgain

tDivide

tAddAgainAgain

tMultiplyAgain

tSquareRoot

tTheEnd!

=
(24.00 −16.50)

[ ]∗( + )
(35 −1) ∗ (12.20 +(29 −1) ∗ (11.80)2 )2

35 +29 −2

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

[ ]∗( + )
(34) ∗ (12.20 +(28) ∗ (11.80)2 )2

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

[ ]∗( + )
(34 ∗ 148.84) +(28 ∗ 139.24)

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

[ ]∗( + )
(5060.56) +(3898.72)

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

( ) ∗( + )
8959.28

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−

√

=
7.50

(144.50) ∗ (0.03 +0.03)
− −−−−−−−−−−−−−−−−−

√

=
7.50

(144.50) ∗ (0.06)
− −−−−−−−−−−−−

√

=
7.50

8.67
− −−−

√

=
7.50

2.94
= 2.55
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Phew!

A few things to notice. I added subscripts inappropriately to indicate what I was doing on each step. Also, on my own, I might have
combined a few of these calculations in one step, but I don't encourage too much of that because it's easy to miss a step. Especially
when you are re-writing the equation over and over again.

Before we can move on to the final step of the hypothesis testing procedure, take a break and congratulate yourself! That was a
scary formula, and you did it! I know that you're not supposed to use food as a reward, so I petted my dog as a reward. But I also
had a dark chocolate truffle.

Step 4: Make the Decision 

We have good reason to believe that people leaving the comedy will be in a better mood, so we use a one-tailed test at  = 0.05 to
test our hypothesis. Our calculated test statistic has a value of  = 2.48, and in step 2 we found that the critical value is  = 1.671.
As 1.671 is smaller than 2.48 (the critical value is smaller than the calculated value), we reject the null hypothesis because:

 Reject null  means are different  
 Retain null  means are similar 

We found that the calculated t-score was more extreme than the critical t-score. The critical t-score was marking the 5% probability,
so a calculated score more extreme than that shows that the probability of the calculated t-score being this extreme (the means
being this different) is less than 5%.

Let's look back at the research hypothesis:

Research Hypothesis: The average mood for the sample who watched a comedy will be higher than the average mood for the
sample who watched a horror film.
Symbols: 

t

tAdd/Subtract

tSquare

tMultiply

tAddAgain

tDivide

tAddAgainAgain

tMultiplyAgain

tSquareRoot

tTheEnd!

=
(24.00 −16.50)

[ ]∗( + )
(35 −1) ∗ (12.20 +(29 −1) ∗ (11.80)2 )2

35 +29 −2

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

[ ]∗( + )
(34) ∗ (12.20 +(28) ∗ (11.80)2 )2

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

[ ]∗( + )
(34 ∗ 148.84) +(28 ∗ 139.24)

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

[ ]∗( + )
(5060.56) +(3898.72)

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
7.50

( ) ∗( + )
8959.28

62

1

35

1

29

− −−−−−−−−−−−−−−−−−−−−

√

=
7.50

(144.50) ∗ (0.03 +0.03)
− −−−−−−−−−−−−−−−−−

√

=
7.50

(144.50) ∗ (0.06)
− −−−−−−−−−−−−

√

=
7.50

9.11
− −−−

√

=
7.50

3.02
= 2.48

α

t t∗

(Critical < |Calculated|) = = = p < .05

(Critical > |Calculated|) = = = p > .05

>X̄C X̄H
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What does the conclusion for a t-test look like?

Solution

Based on our sample data from people who watched different kinds of movies, the average mood for the sample who watched
a comedy ( ) was higher than the average mood for the sample who watched a horror film ( ), 

. This supports our research hypothesis.

For a full report, you would describe what all three of the measures of central tendency tell us about the center of the distribution,
what the standard deviation tells us about the shape of the distribution, and we'd look at the graph. After all of that, we'd add the
concluding paragraph for our t-test (as show in Example .

Summary 

Let's summarize.

1. First, we made a prediction about which group will have a higher mean, and noted our null hypothesis (that the means will be
the same).

2. Second, we looked at the t-table to see what our critical value would be to be able to reject the null hypothesis that the means
are the same.

3. Third, we did a complicated equation with numbers provided from a table to find a calculated t-test.
4. Fourth, and finally, we decided that our calculated t-score was so big that it is very unlikely (a difference between means this

big would occur less than 5% of the time if the samples were actually from the sample population) that the groups were similar,
so we determined that the means were different. We looked at our research hypothesis, and found that the means were different
in the direction we said (the group we said would have a bigger mean did have the bigger mean), and supported our research
hypothesis.

You're doing great, keep it up!

Dr. MO (Taft College)

This page titled 9.4: Practice! Movies and Mood is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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= 24.00XC
¯ ¯¯̄¯̄¯ = 16.50XH

¯ ¯¯̄¯̄¯̄

t(62) = 2.48, p < .05
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9.4.1: More Practice! Growth Mindset

Scenario 

Dr. MO's student researchers at a small community college were interested in changing the growth mindset of students (see the
section on growth mindset for a review), so they asked faculty to have students complete activities that might improve growth
mindset. One faculty member, an English professor, had 39 students journal about growth mindset ideas throughout the semester.
This activity required students to reflect on barriers that they had overcome, their attitudes about learning, and much more. Another
faculty member held discussions over growth mindset ideas throughout the semester in her statistics course; she had 22 students
complete the Mindset Quiz. Higher scores on the Mindset Quiz means that the person has a more growth mindset (rather than
fixed). The research question was: Which activity worked better to increase scores on the Mindset Quiz: journaling or in-class
activities?

Table - Descriptive Statistics of Mindset Quiz Scores by Intervention Type

Sample Mean SD N

Journal 44.77 8.01 39

Mindset Discussions 46.91 6.18 22

Before we get into the details to answer that research question, let's make sure that we understand the scenario. These questions are
asking about terms that we learned in the first chapter, if you'd like to review!

1. Who is the sample?
2. Who do might be the population?
3. What is the IV (groups being compared)?
4. What is the DV (quantitative variable being measured)? Add exercises text here.

Answer
1. The sample is 61 students from a small community college.
2. There isn't one right answer for this one; I might say "all community college students," but any larger group that the full

sample can represent works.
3. The levels of the IV are the two groups being compared, the group of students who journalled about mindset and the

group of students who had class discussions. This IV might be called Intervention Type or something similar.
4. The DV is the Mindset Quiz, measured in points.

Okay, let's go!

Step 1: State the Hypotheses 
As usual, we will start with the research hypothesis.

What is a direction research hypothesis related to the research question? Provide a research hypothesis in words and in
symbols.

Answer
Research Hypothesis: The average Mindset Quiz scores for the sample who journalled will be higher than the average
Mindset Quiz scores for the sample who had class discussions about growth mindset.
Symbols: 

And now, the null hypothesis!

9.4.1.1

 Exercise 9.4.1.1

 Exercise 9.4.1.2

>X̄J X̄D
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What is the null hypothesis for our variables? Provide the null hypothesis in words and in symbols.

Answer
Null Hypothesis: The average Mindset Quiz scores for the sample who journalled will be similar to the average Mindset
Quiz scores for the sample who had class discussions about growth mindset. In order words, there will be no difference
between the means.
Symbols: 

Step 2: Find the Critical Values 
The critical values will come from the -table that we used for one-sample t-tests (and found in the Common Critical Value Tables
at the back of this book). In this example, we have a one-tailed test at  = 0.05. To find the critical t-score, we must first find the
Degrees of Freedom for our independent samples.

What are the Degrees of Freedom for this independent sample scenario?

Answer

OR

Using that Degrees of Freedom, we now can look at the -table that we used for one-sample t-tests (and found in the Common
Critical Value Tables at the back of this book).

What is the critical t-score for this scenario?

Answer

The closest Degrees of Freedom in the table is df = 60. For that, the critical t-score for  = 0.05 is 1.671.

The Degrees of Freedom in the table if you are rounding down is df = 40. For that, the critical t-score for  = 0.05 is 1.684.

Use the rule that your professor tells you to use!

We are now prepared for the next step of the null hypothesis significance testing process. Although calculating the t-test might
seem like it's the most difficult part of the process, students actually have more trouble with the last step (the decision and
interpretation).

Step 3: Compute the Test Statistic 
The descriptive statistics for both groups wereprovided in Table . Don't forget to take a deep breath before you start!

Calculate an independent t-test using the descriptive statistics from Table .

After your deep breath, copy down the independent samples t-test formula:

 Exercise 9.4.1.3

=X̄C X̄H

t

α

 Exercise 9.4.1.1

df = + −2 = 39 +22 −2 = 59NJ ND

df = ( −1) +( −1) = (39 −1) +(22 −1) = 38 +21 = 59NJ ND

t

 Exercise 9.4.1.1

α

α

9.4.1.1

 Exercise 9.4.1.1
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And then fill in all of the numbers from Table  into the formula:

Answer

Ack, this is a negative calculated t-score! But that's okay, it's not a computational error. It just means that the mean that I started
with was smaller than the second mean. What to note is that you use the absolute value when comparing to the critical t-score (so,
act like it's a positive calculated t-score when determining if it's bigger or smaller than the critical t-score).

Step 4: Make the Decision 
We have good reason to believe that there is actually no difference in Mindset Quiz scores between the two types of mindset
interventions. Our calculated test statistic has a value of  = -1.08, and in Step 2 we found that the critical value is  = 1.671 (if
you used the closest Degrees of Freedom). 1.671 > |-1.08|, so we retain (fail to reject) the null hypothesis because:

 Reject null  means are different  
 Retain null  means are similar 

t =
( − )X̄J X̄D

[ ] ∗( + )
( −1) ∗ +( −1) ∗NJ s2

J
ND s2

D

+ −2NJ ND

1

NJ

1

ND

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

⎷




9.4.1.1

t =
(44.77 −46.91)

[ ]∗( + )
(39 −1) ∗ (8.01 +(22 −1) ∗ (6.18)2 )2

39 +22 −2

1

39

1

22

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

t

tAdd/Subtract

tSquare

tMultiply

tAddAgain

tDivide

tAddAgainAgain

tMultiplyAgain

tSquareRoot

tTheEnd!

=
(44.77 −46.91)

[ ]∗( + )
(39 −1) ∗ (8.01 +(22 −1) ∗ (6.18)2 )2

39 +22 −2

1

39

1

22

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
−2.14

[ ]∗( + )
(38) ∗ (8.01 +(21) ∗ (6.18)2 )2

59

1

39

1

22

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
−2.14

[ ]∗( + )
(35 ∗ 64.16) +(21 ∗ 38.19)

59

1

39

1

22

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
−2.14

[ ]∗( + )
(2438.08) +(802.04)

59

1

39

1

22

− −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

√

=
−2.14

( ) ∗( + )
3240.12

59

1

39

1

22

− −−−−−−−−−−−−−−−−−−−−

√

=
−2.14

(54.92) ∗ (0.03 +0.05)
− −−−−−−−−−−−−−−−−

√

=
−2.17

(54.92) ∗ (0.07)
− −−−−−−−−−−−√

=
−2.14

3.90
− −−−

√

=
−2.14

1.98
= −1.08

t t∗

(Critical < |Calculated|) = = = p < .05

(Critical > |Calculated|) = = = p > .05
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Let's look back at the research hypothesis:

Research Hypothesis: The average Mindset Quiz scores for the sample who journalled will be higher than the average Mindset
Quiz scores for the sample who had class discussions about growth mindset.
Symbols: 

Writing the Conclusion 

Based on our sample data from student who learned about growth mindset topics, the
average Mindset Quiz score for the group who journalled on growth mindset topics (

) was similar than the average Mindset Quiz score for the group who had
discussions about growth mindset ( ), . This does not
support our research hypothesis. In the end, the two types of intervention work equally
well.

There are some things to note about the statistical sentence. First, the Degrees of Freedom in the parentheses are what was
calculated (df = 59), not the Degrees of Freedom that we had to use from the table. Second, the negative calculated t-score is
included in the statistical sentence, even though we used the absolute value when comparing to the critical value from the table.

Also, if you read the scenario closely, you might have noticed that the IV (type of mindset intervention) was confounded with the
type of class that the students were in. This is the type of problem that you run into when conducting field experiments
(experiments in real-life settings)! Because of this, an alternate conclusion is that there is no different in Mindset Quiz scores
between the two class types (English or Statistics) . If there had been a difference, we wouldn't know if
improved mindset was because of the intervention of journaling or because students in English classes have better mindsets.
#ScienceIsHard

Dr. MO (Taft College)

This page titled 9.4.1: More Practice! Growth Mindset is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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9.5: When to NOT use the Independent Samples t-test
Let's say that you have two groups, that are independent, and you measured a quantitative variable. Sounds like the perfect time to
use an independent samples t-test, right?

This is not a trick question. Yes, when you have a quantitative variable for two independent groups, the independent samples t-test
is the analysis to complete.

But what if it's not?

When NOT to Use the Independent Samples t-test 

When There Are More Than Two Groups 

If you wanted to compare more than two groups, you could compare pairs of each group by conducting multiple t-tests. Other than
being tedious, what do you think that we don't do that? Maybe review Type I errors to help figure out why we don't do multiple t-
tests?

After reminding yourself about Type I errors, you now can see that we increase our chances of rejecting a true null hypothesis (a
true null hypothesis says that the means are similar in the population) when we conduct multiple tests on the same data. But don't
fret, we have another kind of statistical analysis for when we have more than two groups: An ANOVA! We'll learn about those a
little alter.

When the Groups are Dependent 

Independent is in its name, so it might be a bit obvious, but we wouldn't conduct an independent t-test when the two samples are
somehow related. This actually happens a lot, like:

When we compare the same person Before some experience and then After that experience. This is call a pretest/posttest
design.
When we compare two people who are linked in some way. Often, this is based on a relationship (twins, a parent and child, a
romantic couple), but it could also be when two participants are matched on some characteristics (say, GPA), and then the
participants are randomly assigned into two conditions (one person with a high GPA is assigned to the tutoring condition and
one person with a high GPA is assigned to a no-tutoring condition).

Regardless of the reason why the groups are related, if we have pairs of participants, then an Independent Samples t-test is not the
appropriate test for us. But don't frest, we have another kind of statistical test for dependent samples: the Dependent Samples t-test.
We'll learn about that in the next chapter!

When the Distribution Doesn't Fit the t-test Assumptions 

In statistics, an assumption is some characteristic that we assume is true about our data, and our ability to use our inferential
statistics accurately and correctly relies on these assumptions being true. If these assumptions are not true, then our analyses are at
best ineffective (e.g. low power to detect effects) and at worst inappropriate (e.g. too many Type I errors). A detailed coverage of
assumptions is beyond the scope of this course, but it is important to know that they exist for all analyses.

When the Two Standard Deviations are Very Different 

Using the pooled variance to calculate the test statistic relies on an assumption known as homogeneity of variance. This is fancy
statistical talk for the idea that the true standard deviation for each group is the similar to the other group, and that any differences
in the samples' standard deviations is due to random chance (if this sounds eerily similar to the idea of testing the null hypothesis
that the true population means are equal, that’s because it is exactly the same!) This notion allows us to compute a single pooled
variance that uses our easily calculated degrees of freedom. If the assumption is shown to not be true, then we have to use a very
complicated formula to estimate the proper degrees of freedom. There are formal tests to assess whether or not this assumption is
met, but we will not discuss them here.

Many statistical programs incorporate the test of homogeneity of variance automatically and can report the results of the analysis
assuming it is true or assuming it has been violated. You can easily tell which is which by the degrees of freedom: the corrected
degrees of freedom (which is used when the assumption of homogeneity of variance is violated) will have decimal places.
Fortunately, the independent samples -test is very robust to violations of this assumption (an analysis is “robust” if it works wellt
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even when its assumptions are not met), which is why we do not bother going through the tedious work of testing and estimating
new degrees of freedom by hand.

Although it hasn't been highlighted, we've been talking about something called the Student's t-test (there's a fun story about beer
and privacy about why it's called that), and that is the most common t-test and is all of the statistics textbooks. However, Welch's t-
test is probably a better statistical analysis of two independent groups because it doesn't require that the two standard deviations are
similar. The thing is, since no one learns about Welch's t-test, no one uses it. And since no one uses it, if you try to use it, then your
supervisor or publisher or professor will be like, "Why are you using this crazy kind of t-test?" which translates to "I don't
understand what you're doing, so you can't do it." If you stay in the social sciences, you are encouraged to read a little about
Welch's t-test so that you can convince the supervisor/publisher/professor in your life that it's a better statistical analysis than the
Student's t-tests. Standard statistical software will run it, and the interpretation is similar to the Student's t-test, so it's really about
explaining how cool it is to others to be able to use it.

When the Distribution is Not Normally Distributed 

Similar to the assumption of homogeneity of variance, an assumption of t-tests is that the distributions are normally distributed.
With the examples that we've been using with small sample sizes, this has probably not been the case, so we are lucky that the t-test
is robust.

As we will learn in the next section, when we are worried about the distribution not being normally distributed, we can use non-
parametric alternatives.

This page titled 9.5: When to NOT use the Independent Samples t-test is shared under a CC BY-NC-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.
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9.5.1: Non-Parametric Independent Sample t-Test
The alternatives to all statistical analyses comparing means are non-parametric analyses. A parameter is a statistic that describes the
population. Non-parametric statistics don’t require the population data to be normally distributed.

If the data are not normally distributed, then we can’t compare means because there is no center! Non-normal distributions may
occur when there are:

Few people (small N)
Extreme scores (outliers)
There’s an arbitrary cut-off point on the scale. (Like if a survey asked for ages, but then just said, “17 and below”.)

All of the non-parametric statistics for use with quantitative variables (means) work with the ranks of the variables, rather than the
values themselves.

From Ch. 1, what is the scale of measurement called for ranked variables?

Answer

Ordinal scale of measurement

If your data started out as a quantative variable but you need to convert it to rank for these analyses, you give the smallest score of
either of your groups the smallest rank, making each higher score a bigger rank. The tied values get the mean of the involved ranks.
For example, if April’s score and Primavera’s score are tied for 3  and 4  ranks, both get a rank of 3.5.

Mann-Whitney U Test 
The Mann-Whitney U-test is a non-parametric alternative to an independent samples -test that some people recommend for non-
normal data. An independent samples -test can usually handle if the standard deviations are similar or are not normally distributed,
so there's little reason to use the Mann-Whitney U-test unless you have a true ranked variable instead of a quantitative variable..

Despite that fact, this is a behavioral statistics textbook, so we’re going to talk about statistical alternative.

You can use the Mann-Whitney when:

Your data is already in ranks (ordinal), or
When you’d like to use an independent sample t-test, but the data is probably not normally distributed. (When the data is not
normally distributed, the mean is sorta… meaningless.)

Formula 

The formulas are below, but they are so uncommonly used that they won’t be in the Common Formulas page at the back of the
textbook. Similarly, there is a critical value table for U-scores, but that will also not be included in the Common Critical Values
page.

To calculate this formula, you would need to list out all of the scores in order, and identify which is from which group. Then, you
would calculate R1, which is the sum of the ranks of all of the scores (not the scores themselves) from the first group.

 

Mann-Whitney steps: 
1. Calculate the two formulas,
2. Then compare the smallest of the two calculated U values to a critical U from a critical U table.

 Exercise 9.5.1.1
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Interpreting Results 

Imagine that I wanted to compare the mean of Exam #1 of two sections of my behavioral statistics classes, one in the morning and
one in the evening.

Research Hypothesis: The morning class’s average Exam #1 score will be higher than the average Exam #1 score of the evening
section.
Symbols: 

What’s the null hypothesis in words and symbols?

Answer
Null Hypothesis: The morning class’s average Exam #1 score will be similar ton the average Exam #1 score of the
evening section.
Symbols: 

I don’t think that the data is normally distributed, so I would run a Mann-Whitney U. If I got results like these: (U(62) = 1.11,
p>.05). After looking at the actual ranks, I would conclude that the morning class’s Exam #1 ranks were higher than the ranks of
the evening class on Exam #1.

And that's it!

Contributors and Attributions 

John H. McDonald (University of Delaware)

Dr. MO (Taft College)

This page titled 9.5.1: Non-Parametric Independent Sample t-Test is shared under a not declared license and was authored, remixed, and/or
curated by Michelle Oja.
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10.1: Introduction to Dependent Samples

Another Kind of t-test 

Remember way back when we learned about one-sample t-tests? We compared the mean of a sample to a population mean.

And then last chapter, we learned about mean differences between two different groups. Independent t-tests compare TWO
unrelated groups from ONE time point.

Now, we will find the average value of difference scores, that is: difference scores came from ONE group at TWO time points (or
two perspectives).

It is important to understand the distinctions between them because they assess very different questions and require different
approaches to the data. When in doubt, think about how the data were collected and where they came from. If they came from two
time points with the same people (sometimes referred to as “longitudinal” data), you know you are working with repeated measures
data (the measurement literally was repeated) and will use a dependent samples t-test because the repeated measures become pairs
of data that are related. If it came from a single time point that used separate groups, you need to look at the nature of those groups
and if they are related. Can individuals in one group being meaningfully matched up with one and only one individual from the
other group? For example, are they a romantic couple? Twins? If so, we call those data matched and also use a dependent samples
t-test.

However, if there’s no logical or meaningful way to link individuals across groups, or if there is no overlap between the groups,
then we say the groups are independent and use the independent samples t-test, the subject of last chapter. And if we only have one
group and population mean, then we use the one-sample t-test.

Dependent t-test 
Researchers are often interested in change over time. Sometimes we want to see if change occurs naturally, and other times we are
hoping for change in response to some manipulation. In each of these cases, we measure a single variable at different times, and
what we are looking for is whether or not we get the same score at time 2 as we did at time 1. The absolute value of our
measurements does not matter – all that matters is the change. Let’s look at an example:

Table : Raw and difference scores before and after training.

Employee Before After Difference

A 8 9 1

B 7 7 0

C 4 1 -3

D 6 8 2

E 2 8 6

Table  shows scores on a quiz that five employees received before they took a training course and after they took the course.
The difference between these scores (i.e. the score after minus the score before) represents improvement in the employees’ ability.
This third column (Difference) is what we look at when assessing whether or not our training was effective. We want to see
positive scores, which indicate improvement (the employees’ performance went up). What we are not interested in is how good
they were before they took the training or after the training. Notice that the lowest scoring employee before the training (Employee
E with a score of 2) improved so much that they ended up (After) as skilled as the highest scoring employee from Before
(Employee A (with a score of 8), and ended up only 1 point lower at the end. There’s also one Difference score of 0 (Employee B),
meaning that the training did not help this employee, and one negative Difference score, meaning that Employee C actually
performed worse after the training! An important factor in this is that the participants received the same assessment at both time
points. To calculate improvement or any other difference score, we must measure only a single variable.

When looking at change scores like the ones in Table , we calculate our difference scores by taking the time 2 score and
subtracting the time 1 score. That is:

10.1.1

10.1.1

10.1.1

D = −XT2 XT1
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Where  is the difference score,  is the score on the variable at Time 1 (Before), and  is the score on the variable at Time 2
(After). Notice that we start with Time 2 so that positive scores show improvement, and negative scores show that skills decreased.
Often, Time 1 is called a Pretest and Time 2 is called a Post-Test, making this a Pretest/Post-Test design. The difference score, ,
will be the data we use to test for improvement.

We can also test to see if people who are matched or paired in some way agree on a specific topic. For example, we can see if a
parent and a child agree on the quality of home life, or we can see if two romantic partners agree on how serious and committed
their relationship is. In these situations, we also subtract one score from the other to get a difference score. This time, however, it
doesn’t matter which score we subtract from the other because what we are concerned with is the agreement.

In both of these types of data, what we have are multiple scores on a single variable. That is, a single observation or data point is
comprised of two measurements that are put together into one difference score. This is what makes the analysis of change unique –
our ability to link these measurements in a meaningful way. This type of analysis would not work if we had two separate samples
of people who weren’t related at the individual level, such as samples of people from different states that we gathered
independently. Such datasets and analyses should be analyzed with an independent t-test, not the dependent t-test that we are
discussing in this chapter.

A rose by any other name… 
It is important to point out that this form of t-test has been called many different things by many different people over the years:
“matched pairs”, “paired samples”, “repeated measures”, “dependent measures”, “dependent samples”, and many others. What all
of these names have in common is that they describe the analysis of two scores that are related in a systematic way within people or
within pairs, which is what each of the datasets usable in this analysis have in common. As such, all of these names are equally
appropriate, and the choice of which one to use comes down to preference.

Now that we have an understanding of what difference scores are and know how to calculate them, we can use them to test
hypotheses. As we will see, this works exactly the same way as testing hypotheses about one sample mean or two independent
samples, but now with a different formula that focuses on the difference between each pair.

Interpreting Dependent t-tests 
Null hypothesis significance testing and p-values are the same with dependent t-tests as the other types of t-tests:

Table - Small p-values Versus Large p-values

Small p-values
(p<.05)

Large p-values
(p>.05)

A small p-value means a small probability that the two means are
similar (suggesting that the means are different…).

A large p-value means a large probability that the two means are
similar.

We conclude that:
• The means are different.
• The samples are not from the same population

We conclude that
• The means are similar.
• The samples are from the same population.

The calculated t-score is further from zero (more extreme) than the
critical t-score.
(Draw the standard normal curve and mark the calculated t-score and
the critical t-score to help visualize this.)

The calculated t-score is closer to zero (less extreme) than the critical t-
score.
(Draw the standard normal curve and mark the calculated t-score and
the critical t-score to help visualize this.)

Reject the null hypothesis (which says that the means are similar). Retain (or fail to reject) the null hypothesis (which says that the means
are similar).

Support the Research Hypothesis? MAYBE.
Look at the actual means:
· Support the Research Hypothesis if the mean that was hypothesized to
be bigger really is bigger.
· Do not support the Research Hypothesis if the mean that was
hypothesized to be bigger is actually smaller.

Do not support the Research Hypothesis (which said that one mean
would be bigger, but the means are similar).

D XT1 XT2

D

10.1.2
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Small p-values
(p<.05)

Large p-values
(p>.05)

Write “The mean from Sample 1 ( = ##) differs from the mean of
Sample 2 (( , suggesting that the samples are from different populations
(t(df) = ______, p<.05). This supports (OR DOES NOT SUPPORT) the
Research Hypothesis.”

Write “The mean from Sample 1 ( = ##) is similar to the mean from
Sample 2 ( suggesting that the samples are from the same population
(t(df) = ______, p>.05). This does not support the Research
Hypothesis.”

Let's figure out what we do with dependent pairs of scores.

Contributors and Attributions 
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10.2: Dependent Sample t-test Calculations

Hypotheses 

When we work with difference scores, our research questions have to do with change. Did scores improve? Did symptoms get
better? Did prevalence go up or down? Our hypotheses will reflect this. As with our other hypotheses, we express the hypothesis
for paired samples -tests in both words and mathematical notation. The exact wording of the written-out version should be
changed to match whatever research question we are addressing (e.g. “ There mean at Time 1 will be lower than the mean at Time
2 after training.”).

Research Hypothesis 

Our research hypotheses will follow the same format that they did before:

Research Hypothesis: The average score increases, such that Time 1 will have a lower mean than Time 2.

Symbols: 

or

Research Hypothesis: The average score decreases, such that Time 1 will have a higher mean than Time 2.

Symbols: 

When might you want scores to decrease? There are plenty of examples! Off the top of my head, I can imagine that a weight loss
program would want lower scores after the program than before. Or a therapist might want their clients to score lower on a measure
of depression (being less depressed) after the treatment. Or a police chief might want fewer citizen complaints after initiating a
community advisory board than before the board. For mindset, we would want scores to be higher after the treament (more growth,
less fixed).

What Before/After test (pretest/post-test) can you think of for your future career? Would you expect scores to be higher or
lower after the intervention?

As before, you choice of which research hypothesis to use should be specified before you collect data based on your research
question and any evidence you might have that would indicate a specific directional change. However, since we are just beginning
to learn all of this stuff, Dr. MO might let you peak at the group means before you're asked for a research hypothesis.

Null Hypothesis 

Remember that the null hypothesis is the idea that there is nothing interesting, notable, or impactful represented in our dataset. In a
paired samples t-test, that takes the form of ‘no change’. There is no improvement in scores or decrease in symptoms. Thus, our
null hypothesis is:

Null Hypothesis: The means of Time 1 and Time 2 will be similar; there is no change or difference.
Symbols: 

The mathematical version of the null hypothesis is always exactly the same when comparing two means: the average score of one
group is equal to the average score of another group.

Critical Values and Decision Criteria 

As with before, once we have our hypotheses laid out, we need to find our critical values that will serve as our decision criteria.
This step has not changed at all from the last chapter. Our critical values are based on our level of significance (still usually  =
0.05), the directionality of our test (still usually one-tailed), and the degrees of freedom. With degrees of freedom, we go back to 

, but the "N" is the number of pairs. If you are doing a Before/After (pretest/post-test) design, the number of people will
be the number of pairs. However, if you have matched pairs (say, 30 pairs of romantic partners), then N is the number of pairs (N =
30), even though the study has 60 people. Because this is a -test like the last chapter, we will find our critical values on the same -
table using the same process of identifying the correct column based on our significance level and directionality and the correct row
based on our degrees of freedom. After we calculate our test statistic, our decision criteria are the same as well:
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 Reject null  means are different 

 Retain null  means are similar 

Test Statistic 
Our test statistic for our change scores follows similar format as our prior -tests; we subtract one mean from the other, and divide
by a standard error. Sure, the formulas changes, but the idea stays the same.

This formula is mostly symbols of other formulas, so it’s only useful when you are provided mean of the difference ( ) and the
standard deviation of the difference ( ). Below, we'llgo through how to get the numerator and the denominator, then combine
them into the full formula

Numerator (Mean Differences) 

Let's start with the numerator (top) which deals with the mean differences (subtracting one mean from another).

It turns out, you already found the mean differences! That's the Differences column in the table. But what we need is an average of
the differences between the mean, so that looks like:

The mean of the difference is calculated in the same way as any other mean: sum each of the individual difference scores and
divide by the sample size. But remember, the sample size is the number of pairs! The D is the difference score for each pair.

Denominator (Standard Error) 

The denominator is made of a the standard deviation of the differences and the square root of the sample size. Multiplying these
together gives the standard error for a dependent t-test.

Standard Deviation of the Difference 

The standard deviation of the difference is the same formula as the standard deviation for a sample, but using difference scores for
each participant, instead of their raw scores.

And just like in the standard deviation of a sample, the Sum of Squares (the numerator in the equation directly above) is most easily
completed in the table of scores (and differences), using the same table format that we learned in chapter 3.

Standard Error 

Once we have our standard deviation, we can find the standard error by multiplying the standard deviation of the differences with
the square root of N (why we do this is beyond the scope of this book, but it's related to the sample size and the paired samples):

Full Formula for Dependent t-test 

Finally, putting that all together, we can the full formula!

(Critical< |Calculated|) = = = p< .05

(Critical> |Calculated|) = = = p> .05
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Okay, I know that looks like a lot. And there are lots of parentheses to try to make clear the order of operations. But really, this is
only finding a finding a mean of the difference, then dividing that by the standard deviation of the difference multiplied by the
square-root of the number of pairs. Basically,

1. Calculate the numerator (mean of the difference (  )), and
2. Calculate the standard deviation of the difference (s ), then
3. Multiply the standard deviation of the difference by the square root of the number of pairs, and
4. Divide! Easy-peasy!

Don't worry, we'll walk through a couple of examples so that you can see what this looks like next!

This page titled 10.2: Dependent Sample t-test Calculations is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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10.3: Practice! Job Satisfaction
You've learned a complicated formula, and what it means. Now, let's try using it to answer a research question! This first scenario
will provide the mean of the difference ( ) and the standard deviation of the difference ( ), so you can focus on how the parts
work together, not on all of the calculations. The next section will let you use the full formula.

Scenario 
In order to be more competitive and hire the best talent, a CEO would like her employees to love working for the company. The
CEO hires a consultant to first assesses a sample of the employee’s level of job satisfaction (N = 40) with a job satisfaction survey
that he developed to identify specific changes that might help. The company institutes some of the changes that the consultant
suggests, and six months later the consultant returns to measure job satisfaction with the same survey on the same 40 employees
again. You are hired by the consultant to crunch the numbers using an  level of significance.

Context 

Answer the following questions to understand the variables and groups that we are working with.

1. Who is the sample?
2. Who do might be the population?
3. What is the IV (groups being compared)?
4. What is the DV (quantitative variable being measured)?

Solution

1. The sample is the group of 40 employees who completed the job satisfaction survey twice.
2. The population might be all employees in that company? Other answers may also be correct.
3. The IV is before and after the survey, the time periods. This can also be said as the pretest and post-test.
4. The DV is the job satisfaction survey.

Step 1: State the Hypotheses 
First, we state our hypotheses. Let's hope that the changes that the consultant has the knowledge and expertise to suggest useful
changes that we can predict an improvement in job satisfaction.

Research Hypothesis: The average score on the job satisfaction survey in Time 2 will be higher than average score on the job
satisfaction survey in Time 1.

Note that the name of the two groups, what we were measuring, and that we are comparing means was all included. The format
seems a little backwards to me because it's stated in chronological order, but it highlights that there will be improvement. If you
started with Time 1, then it reads like the DV is decreasing. But either is correct.

What would the research hypothesis look like in symbols?

Answer

If you but Time 1 first in your sentence, then it would be: 

Let's move on to the null hypothesis.

X
¯ ¯¯̄

D sD

α = 0.05

 Example 10.3.1
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>X̄T2 X̄T1

<X̄T1 X̄T2

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22100?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/10%3A_Dependent_Samples_t-test/10.03%3A_Practice__Job_Satisfaction


10.3.2 https://stats.libretexts.org/@go/page/22100

What is the null hypothesis in words and then in symbols?

Answer
Null Hypothesis: The average score on the job satisfaction survey in Time 2 will be similar to the average score on the
job satisfaction survey in Time 1. In other words, average job satisfaction scores will not differ between the two time
periods.
Symbols: 

In this case, we are hoping that the changes we made will improve employee satisfaction, and, because we based the changes on
employee recommendations, we have good reason to believe that they will. Thus, we will use a one-directional hypothesis.

Step 2: Find the Critical Values 

Our critical values will once again be based on our level of significance, which we know is , the directionality of our test,
which is one-tailed, and our degrees of freedom. For our dependent-samples -test, the degrees of freedom are still given as 

 in which N is the number of pairs. For this problem, we have 40 people, so our degrees of freedom are 39. Using the
same t-table from when we learned about one-sample t-tests (or going to the Common Critical Values Table page), we find that the
critical value is 1.684 if we use the closest df from the table (df=40), or 1.697 if you round the df down (df=30); ask your professor
which rule you should follow (closest or rounding down).

Step 3: Calculate the Test Statistic 
Now that the criteria are set, it is time to calculate the test statistic. This first example will be simplified a little by providing the
mean of the difference and the standard deviation of the difference.

The data obtained by the consultant found that the difference scores from time 1 to time 2 had a mean of  = 2.96 and a
standard deviation of . Using this information, plus the size of the sample (N=40). What is the calculated t-score?

Solution

You can start with any parentheses (Please Excuse My Dear Aunt Sally); I like to start at the top and work my way down and
to the left. For this formula, starting at the top means to start with the mean of the difference in the numerator!

The mean of the difference was already calculated ( )

Next is the numerator, which includes the standard deviation of the difference ( ) divided

by the square root of the number of pairs:

Now, we can put all of those values into the formula:
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What's interesting is that when Dr. MO used Excel to calculate this, the denominator was a little lower (0.45) and the final division
was a little higher (t = 6.57). The calculations above were by using a hand calculator. Both answers are correct! The difference is
based on rounding (Excel keeps hundreds of numbers after the decimal point, rather than just two, which affects the two numbers
after the decimal point at the end of the calculation).

Step 4: Make the Decision 
The the critical t-score from the table (based on either decision rule) from Step 2 is smaller than the calculated test statistic of 

.

 Reject null  means are different 

 Retain null  means are similar 

Based on the critical value from the table and the calculated t-score, should we reject the null hypothesis? Does this mean that
the means are similar or different?

Answer

 Reject null  means are different 

We reject the null hypothesis, and state that the means are statistically different from each other.

Write-Up 

What should the conclusion look like?

Write up a conclusion for this job satisfaction scenario?

Solution

Based on the sample data from 40 workers, we can say that the employees were statistically significantly more satisfied with
their job satisfaction after the interventions than before ( , . This supports the research hypothesis.

But remember back to the Reporting Results section and the four required components?

What component for Reporting Results is missing from Example ?

Answer

The group means are missing. The mean of the difference between the two groups was provided, but the average job
satisfaction at Time 1 (Before) and Time 2 (After) wasn't provided.

Hopefully the above example made it clear that running a dependent samples -test to look for differences before and after some
treatment works similarly to the other t-tests that we've covered. At this point, this process should feel familiar, and we will
continue to make small adjustments to this familiar process as we encounter new types of data to test new types of research
questions.

Let's try another example with real data on mindset scores!

This page titled 10.3: Practice! Job Satisfaction is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

t = 6.43

(Critical< |Calculated|) = = = p< .05

(Critical> |Calculated|) = = = p> .05
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10.3.1: More Practice! Changes in Mindset
Let's try this full process, starting with a table of raw scores, and moving through the steps and the formula to analyze paired
Mindset Quiz scores. Check out the section on growth mindset at the beginning of chapter 7 to refresh yourself on what that idea
means.

Scenario
Dr. MO's student research group conducted a study in which one English faculty member tried to use journaling to improve growth
mindset in a class that was one level below college-level English (so, remedial or basic skills English) at a community college. The
Mindset Quiz was completed by students at the beginning of the semester, and then again at the end of the semester. We had
complete data (both pretest and posttest scores) for 10 students (N=10).

Context 

Answer the following questions to understand the variables and groups that we are working with.

1. Who is the sample?
2. Who do might be the population?
3. What is the IV (groups being compared)?
4. What is the DV (quantitative variable being measured)?

Answer
1. The sample is the group of 10 students who completed the Mindset Quiz at the beginning and the end of the semester

(twice).
2. The population might be all community college students who haven't passed college-level English, although the specific

population that you think this sample represents might be slightly different.
3. The IV is before and after the survey, the time periods. This can also be said as the pretest and post-test.
4. The DV is the Mindset Quiz.

Now that we know a little bit more about who and what we are working with, let's develop some hypotheses!

Step 1: State the Hypotheses 

Without knowing the means yet, we should just hope that the journalling intervention improved mindset. With this assumption,
develop the hypotheses.

Develop the research hypothesis, in words and symbols. Then, determine the null hypothesis in words and symbols.

Answer
Research Hypothesis: The average score will be higher on the Mindset Quiz at the end of the semester (Time 2, posttest)
than the average score at the beginning of the semester (Time 1, pretest).

Symbols: 
Null Hypothesis: The average score will be similar to the Mindset Quiz at the end of the semester (Time 2, posttest)
than the average score at the beginning of the semester (Time 1, pretest).

Symbols: 

In this case, we are hoping that the changes we made will improve mindset scores, so we will use a one-directional research
hypothesis.

 Exercise 10.3.1.1

 Exercise 10.3.1.2
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Step 2: Find the Critical Values 

Our critical values will once again be based on our level of significance, which we know is  = 0.05, the directionality of our test,
which is one-tailed, and our degrees of freedom.

For our dependent-samples -test, what is the critical t-score from the the same t-table from when we learned about one-sample
t-tests (or going to the Common Critical Values Table page)?

Answer

For our dependent-samples -test, the degrees of freedom are still given as  in which N is the number of pairs.

Degrees of Freedom 

With a Degrees of Freedom of 9, the critical t-score is 1.833 from the critical t-score table.

Step 3: Calculate the Test Statistic 

You can use the information in Table  to calculate the mean and standard deviation for the pretest and posttest. To complete
the dependent t-test equation, additional columns will be needed to find and sum the difference, and to square and sum each
difference.

Table - Pretest and Posttest Mindset Quiz Scores

Participant Mindset Quiz Pretest Mindset Quiz Posttest

A 38 33

B 43 39

C 35 32

D 36 37

E 47 51

F 39 45

G 49 55

H 47 54

I 31 39

J 42 52

 = 407  = 437

Although not required right now, you might be interested in the actual means for the Mindset Quiz at the pretest and posttest, and
now you can calculate them!

For the pretest:

This score means that the students had many growth mindset ideas, but still held some fixed beliefs.

For the posted:

This score also shows that the students had many growth mindset ideas, but still held some fixed beliefs. However, scores of 45 or
higher are considered having only growth mindset beliefs, so the posttest group was close!

α

 Exercise 10.3.1.3

t

t df = N– 1

= N −1 = 10 −1 = 9

10.3.1.1

10.3.1.1

Σ Σ Σ

= = 40.70
ΣX

N

407

10

= = 43.70
ΣX

N

437

10

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22101?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/08%3A_One_Sample_t-test/8.03%3A_One-Sample_t-test_Calculations/8.3.01%3A_Table_of_Critical_t-scores
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/zz%3A_Back_Matter/02%3A_Common_Critical_Value_Tables


10.3.1.3 https://stats.libretexts.org/@go/page/22101

Use the dependent t-test formula to calculate a dependent t-test.

Answer

To use the dependent t-test formula, you will need to calculate the Difference scores
between each participant's pretest and posttest, find how different those Difference scores
are from the mean of the difference, and square how different the Difference scores are
from the mean of the difference. Table  is provided to help complete this step for each
participant. The sum for each column is provided so that you can check your subtraction,
squaring, and adding, but try to do it yourself so that you know how!

Table - Mindset Quiz Pretest and Posttest Scores with Columns for Calculating

Participant Pretest Posttest Difference (Posttest
minus Pretest)

Difference minus
Mean of Difference

Square of the
Difference minus
Mean of Difference

A 38 33    

B 43 39    

C 35 32    

D 36 37    

E 47 51    

F 39 45    

G 49 55    

H 47 54    

I 31 39    

J 42 52    

 = 407  = 437  = 30  = 0.00  = 262.00

Based on this table, we have what we need to complete the dependent t-test formula:

So we fill in all of the numbers. Notice that the all of the sums were computed on the Table . We are just plugging
them into the equation here.

Then we start calculating each set of parentheses:
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And a few more parentheses:

Then a square root:

And then some simple division!

Again, when Dr. MO used Excel to calculate this, the final division was a little higher (t = 1.76), even though all of the prior
calculations looked the same as when she used a hand calculator. Both answers are correct! The difference is based on rounding
(Excel keeps hundreds of numbers after the decimal point, rather than just two, which affects the two numbers after the decimal
point at the end of the calculation).

Step 4: Make the Decision 
The the critical t-score from the table (based on either decision rule) from Step 2 is larger than the calculated test statistic of 

.

 Reject null  means are different 

 Retain null  means are similar 

Based on the critical value from the table and the calculated t-score, should we reject the null hypothesis? Does this mean that
the means are similar or different?

Answer

 Retain null  means are similar 

We retain (fail to reject) the null hypothesis, and state that the means are similar to each other.

Write-Up 

What should the conclusion look like? This is sorta tough because the Posttest mean is higher than the Pretest mean, but the
significance test shows that the means are similar.

Write up a conclusion for the mindset data using the four required components from the Reporting Results section in the one-
sample t-test chapter.

Solution

I hypothesized that the average Mindset Quiz Posttest ( ) would be higher than the average Mindset Quiz Pretest (
) after the journaling intervention. This research hypothesis is not supported; the means are not different enough
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= 1.75tTheEnd!

t = 1.75

(Critical < |Calculated|) = = = p < .05

(Critical > |Calculated|) = = = p > .05

 Exercise 10.3.1.5

Critical(1.833) > |Calculated(1.75)| = = = p > .05

 Example 10.3.1.1
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(too similar) to state that they are from different populations (t(9)=1.75,p>.05). It appears that the journaling intervention did
not statistically improve mindset scores for this sample of 10 community college students in an English course below college-
level.

How are you feeling?

If you didn't quite get it yet, keep trying! Maybe check out the Learning (Statistics) section the very first chapter?

And when you do get the right calculation, interpret it correctly, and have a complete write-up, celebrate!

This page titled 10.3.1: More Practice! Changes in Mindset is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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10.4: Non-Parametric Analysis of Dependent Samples
Do you remember when to use non-parametric analyses?

Do you remember when to use non-parametric analyses?

Answer

Use non-parametric analyses when you expect that your distribution or the population is not normally distributed, or if your
data starts out as ranked information.

So what is the non-parametric alternative analysis for dependent t-tests? The Wilcoxon Matched-Pairs Signed-Rank test!

When to Use the Wilcoxon? 
Use the Wilcoxon signed-rank test when there are two paired quantitative variables that are not normally distributed, or two paired
variables that are ranks. This is the non-parametric analogue to the paired t–test, and you should use it if the distribution of
differences between pairs is severely non-normally distributed.

Hypothesis 

Because we are dealing with ranks, the hypotheses will discuss medians instead of means.

Research Hypothesis: The median of the pretest will be lower than the median of the posttest.

Null Hypothesis: The median of the pretest will be similar to the median of the posttest.

Note that this is different from the research hypothesis of the dependent –test, which is that the means will be different.

How To 

There's no formula for this statistical analysis! Instead, you find the difference of each pairs' scores, rank them, and compare to a
critical value. Here are the steps:

1. Find the Differences between each pair of scores.
2. Rank the absolute value of the Differences for each participant from smallest to largest, with the smallest difference getting a

rank of , then next larger difference getting a rank of , etc. Give average ranks to ties.
3. Add the ranks of all of the positive Difference scores, then add the ranks of all of the negative Difference scores.
4. The smaller of these two sums is the test statistic,  (sometimes symbolized ).
5. Compare the test statistic to a value in a critical value table. Unlike most test statistics, smaller values of  are less likely under

the null hypothesis. However, it is unlikely that you will need to calculate this by hand, so you can rely on statistical software to
provide the actual probability of a Type I error of rejecting a null hypothesis when it's true (p-value).

In Closing 

Non-parametric analyses are fairly rare because most of the parametric analyses are robust to non-normal distributions so we just
continue to use them. That's why we won't spend too much time on the actual calculations now; if you ever do need to conduct a
non-parametric analysis, you will probably already be using statistical software to do it. For now, the important thing to remember
is that there are alternative statistical analyses if your data does not appear to be normally distributed.

Contributor 
John H. McDonald (University of Delaware)

Dr. MO (Taft College)

This page titled 10.4: Non-Parametric Analysis of Dependent Samples is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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10.5: Choosing Which Statistic- t-test Edition
Time to stop and reflect. You’ve now learned about z-scores, three different kinds of t-tests, non-parametric alternatives for some of
the t-tests, and confidence intervals. Good job!

What are the three t-tests that you’ve learned?

Answer
One-sample t-test
Independent sample t-test
Dependent sample t-test

You might be wondering how to decide when to use which analysis. It all depends on how many groups you have, what kind of
variable your DV is (quantitative or qualitative), and whether the groups are related or not. Below is a list of all of the analyses that
will be covered in this textbook; what we have covered already is in bold.

Quantitative DV:
One group: One-sample t-test (comparing your one sample to the population)
One IV with 2 groups: independent or dependent t-tests

Related groups (pairs): dependent samples t-test
Unrelated groups: independent samples t-test

One IV with 3+ groups: ANOVA (next!)
Related groups: Repeated Measures ANOVA
Unrelated groups: Between Groups ANOVA

Two IVs with 2+ groups: Factorial ANOVA (later)
Two IVs with a range of values (no groups): Correlation (later)

Qualitative DV:
One IV: Goodness of Fit Chi-Square (later)
Two IVs: Test of Independence Chi-Square (later)

Combination of IVs & DVs: Regression
Ranked DV:

One IV with 2 groups:
Related groups: Wilcoxon Matched-Pairs Signed-Rank Test
Unrelated groups: Mann-Whitney U
One IV with 3+ groups: Kruskal-Wallis One-Way ANOVA (later)

Keep this list or the � attached decision tree so that you can decide which analysis to conduct whenever you get new data sets.

This page titled 10.5: Choosing Which Statistic- t-test Edition is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated
by Michelle Oja.
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11.1: Why ANOVA?
We've done all that we can do with t-tests; it's now time to learn a new test statistic! Introducing ANOVA (ANalysis Of VAriance).

Type I Error 
You may be wondering why we do not just conduct a -test to test our hypotheses about three or more groups. After all, we are still
just looking at group mean differences. The answer is that our -statistic formula can only handle up to two groups, one minus the
other. In order to use -tests to compare three or more means, we would have to run a series of individual group comparisons. For
only three groups, we would have three -tests: group 1 vs group 2, group 1 vs group 3, and group 2 vs group 3. This may not
sound like a lot, especially with the advances in technology that have made running an analysis very fast, but it quickly scales up.
With just one additional group, bringing our total to four, we would have six comparisons: group 1 vs group 2, group 1 vs group 3,
group 1 vs group 4, group 2 vs group 3, group 2 vs group 4, and group 3 vs group 4. This makes for a logistical and computation
nightmare for five or more groups.

So, why is that a bad thing? Statistical software could run that in a jiffy. The real issue is our probability of committing a Type I
Error. Remember Type I and Type II Errors? Briefly, a Type I error is a false positive; the chance of committing a Type I error is
equal to our significance level, . This is true if we are only running a single analysis (such as a -test with only two groups) on a
single dataset. However, when we start running multiple analyses on the same dataset, we have the same Type I error rate for each
analysis. The Type I error rate is cumulative, it is added together with each each new analysis. The more calculations we run, the
more our Type I error rate increases. This raises the probability that we are capitalizing on random chance and rejecting a null
hypothesis when we should not. ANOVA, by comparing all groups simultaneously with a single analysis, averts this issue and
keeps our error rate at the  we set.

Variability 
The ANOVA is a cool analysis for other reasons, as well. As the name suggests, it looks at variances (meaning, the squared average
difference between each score and the mean), but it looks at more than just the variance for each group (IV level).

What's also cool about ANOVAs is that we can use them to analyze mean differences on a DV when we have more than one IV, not
just three or more groups (or levels) of one IV! We'll get to that later. For now, let's learn more about what ANOVAs do with
variability.

This page titled 11.1: Why ANOVA? is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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11.1.1: Observing and Interpreting Variability
We have seen time and again that scores, be they individual data or group means, will differ naturally. Sometimes this is due to
random chance, and other times it is due to actual differences. Our job as scientists, researchers, and data analysts is to determine if
the observed differences are systematic and meaningful (via a hypothesis test) and, if so, what is causing those differences.
Through this, it becomes clear that, although we are usually interested in the mean or average score, it is the variability in the
scores that is key.

Take a look at Figure , which shows scores for many people on a test of skill used as part of a job application. The -axis
has each individual person, in no particular order, and the -axis contains the score each person received on the test. As we can see,
the job applicants differed quite a bit in their performance, and understanding why that is the case would be extremely useful
information. However, there’s no interpretable pattern in the data, especially because we only have information on the test, not on
any other variable (remember that the x-axis here only shows individual people and is not ordered or interpretable).

Figure : Scores on a job test (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Our goal is to explain this variability that we are seeing in the dataset. Let’s assume that as part of the job application procedure we
also collected data on the highest degree each applicant earned. With knowledge of what the job requires, we could sort our
applicants into three groups: those applicants who have a college degree related to the job, those applicants who have a college
degree that is not related to the job, and those applicants who did not earn a college degree. This is a common way that job
applicants are sorted, and we can use a new kind of analysis to test if these groups are actually different. The new analysis is called
ANOVA, standing for ANalysis Of VAriance. Figure  presents the same job applicant scores, but now they are color coded
by group membership (i.e. which group they belong in). Now that we can differentiate between applicants this way, a pattern starts
to emerge: those applicants with a relevant degree (coded red) tend to be near the top, those applicants with no college degree
(coded black) tend to be near the bottom, and the applicants with an unrelated degree (coded green) tend to fall into the middle.
However, even within these groups, there is still some variability, as shown in Figure .

Figure : Applicant scores coded by degree earned (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)
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This pattern is even easier to see when the applicants are sorted and organized into their respective groups, as shown in Figure 
.

Figure : Applicant scores by group (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Now that we have our data visualized into an easily interpretable format, we can clearly see that our applicants’ scores differ
largely along group lines. Those applicants who do not have a college degree received the lowest scores, those who had a degree
relevant to the job received the highest scores, and those who did have a degree but one that is not related to the job tended to fall
somewhere in the middle. Thus, we have systematic variance between our groups.

We can also clearly see that within each group, our applicants’ scores differed from one another. Those applicants without a degree
tended to score very similarly, since the scores are clustered close together. Our group of applicants with relevant degrees varied a
little but more than that, and our group of applicants with unrelated degrees varied quite a bit. It may be that there are other factors
that cause the observed score differences within each group, or they could just be due to random chance. Because we do not have
any other explanatory data in our dataset, the variability we observe within our groups is considered random error, with any
deviations between a person and that person’s group mean caused only by chance. Thus, we have unsystematic (random) variance
within our groups.

An ANOVA is a great way to be able to compare the differences (variance) between the groups, while taking into account the
differences (variances) within each group: ANalyis Of VAriance.

The process and analyses used in ANOVA will take these two sources of variance (systematic variance between groups and random
error within groups, or how much groups differ from each other and how much people differ within each group) and compare them
to one another to determine if the groups have any explanatory value in our outcome variable. By doing this, we will test for
statistically significant differences between the group means, just like we did for -tests. We will go step by step to break down the
math to see how ANOVA actually works.

Before we get into the calculations themselves, we must first lay out some important terminology and notation.

Variables & Notation 

IV Levels 

In ANOVA, we are working with two variables, a grouping or explanatory variable and a continuous outcome variable. The
grouping variable is our predictor (it predicts or explains the values in the outcome variable) or, in experimental terms, our
independent variable, and it made up of  groups, with  being any whole number 2 or greater. That is, ANOVA requires two or
more groups to work, and it is usually conducted with three or more. In ANOVA, we refer to groups as “levels”, so the number of
levels is just the number of groups, which again is . In the previous example, our grouping variable was education, which had
three levels, so  = 3. When we report any descriptive value (e.g. mean, sample size, standard deviation) for a specific group or IV
level, we will use a subscript to denote which group it refers to. For example, if we have three groups and want to report the
standard deviation  for each group, we would report them as , , and .

To be more informative, it can be easier to use letters representing the group level names as subscripts instead of numbers. For
example, if we have a high, medium, and low group, we could represent their means as: , , and . This makes
interpretation easier, as well, because you don't have to keep going back to see if the subscript of "1" was for the high group or if
"1" represented the low group.
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DV 

Our second variable is our outcome variable. This is the variable on which people differ, and we are trying to explain or account for
those differences based on group membership. In the example above, our outcome was the score each person earned on the test.
Our outcome variable will still use  for scores as before. When describing the outcome variable using means, we will use
subscripts to refer to specific group means. So if we have  = 3 groups, our means will be , , and . We will also have a
single mean representing the average of all participants across all groups. This is known as the grand mean, and we use the symbol 

, sometimes call the mean of the total ( ). These different means – the individual group means and the overall grand mean –
will be how we calculate our sums of squares.

Samples 

Finally, we now have to differentiate between several different sample sizes. Our data will now have sample sizes for each group,
and we will often denote these with a lower case “ ” and a subscript, just like with our other descriptive statistics: , , and .
We also have the overall sample size in our dataset, and we will denote this with a capital . The total sample size is just the group
sample sizes added together. You don't have to get too caught up with lower case and upper case issues, as long as you use the
subscripts to accurately identify which group you are talking about. If you see an upper case N with a subscript ( ), you can be
pretty confident that it's talking about the sample size of the Low group, even though it should probably be a lower case  for the
group. To make things clear, you can also include a subscript for the total sample size ( ) instead of relying only on the
capitalization to identify the groups.

Now that we've covered that, let's learn a little bit more about how we will use these different kinds of variability in the ANOVA.

This page titled 11.1.1: Observing and Interpreting Variability is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Foster et al. (University of Missouri’s Affordable and Open Access Educational Resources Initiative) via source content that was
edited to the style and standards of the LibreTexts platform.
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11.1.2: Ratio of Variability
Now that we know a little bit more about the different kinds of variability, or variances, let's learn what we can do with them.

ANOVA is a Ratio of Variances 
The between-subjects ANOVA, is sometimes called a one-factor ANOVA, an independent factor ANOVA, or a one-way ANOVA
(which is a bit of a misnomer). The critical ingredient for a one-factor (one IV), between-subjects (multiple groups) ANOVA, is
that you have one independent variable, with at least two levels (at least two different groups in that one IV). You might be
thinking, "When you have one IV with two levels, you can run a -test." And you would be correct! You could also run an
ANOVA. Interestingly, they give you almost the exact same results. You will get a -value from both tests that is identical (they are
really doing the same thing under the hood). The -test gives a -value as the important sample statistic. The ANOVA gives you the

-value (for Fisher, the inventor of the test) as the important sample statistic. It turns out that  equals , when there are only two
groups in the design. They are the same test. Side-note, it turns out they are all related to Pearson’s r too (which we'll discuss much
later in this textbook).

Remember that  is the mean difference divided by the standard error of the sample. The idea behind  is the same basic idea that
goes into making . Here is the general idea behind the formula, it is again a ratio (division) of the effect we are measuring (in the
numerator), and the variation associated with the effect (in the denominator).

This idea is the same as with the t-test. The difference with , is that we use variances (how different, on average, each score is
from the sample mean) to describe both the measure of the effect and the measure of error. So,  is a ratio of two variances.

When the variance associated with the effect is the same size as the variance associated with sampling error, we will get two of the
same numbers, this will result in an -value of 1 (a number divided by itself equals 1). When the variance due to the effect is larger
than the variance associated with sampling error, then  will be greater than 1. When the variance associated with the effect is
smaller than the variance associated with sampling error,  will be less than one. Let’s rewrite in plainer English. We are talking
about two concepts that we would like to measure from our data. 1) A measure of what we want to explain using our IV levels, and
2) a measure of error, or stuff about our data we can’t explain by our IV levels. So, the  formula looks like this:

When what we can explain based on what group participants are in is as much as we can’t explain,  = 1. This isn’t that great of a
situation for us to be in. It means we have a lot of uncertainty. When we can explain much more than we can’t explain, we are
doing a good job and  will be greater than 1. When we can explain less than what we can’t, we really can’t explain very much, 
will be less than 1. That’s the concept behind making .

If you saw an  in the wild, and it was .6. Then you would automatically know the researchers couldn’t explain much of their data.
If you saw an  of 5, then you would know the researchers could explain 5 times more than the couldn’t, that’s pretty good. And
the point of this is to give you an intuition about the meaning of an -value, even before you know how to compute it.

Computing the -value 

Fisher’s ANOVA is considered very elegant. It starts us off with a big problem that we always have with data. We have a lot of
numbers, and there is a lot of variation in the numbers, what to do? Wouldn’t it be nice to split up the variation into to kinds, or
sources. If we could know what parts of the variation were being caused by our experimental manipulation (IV), and what parts
were being caused by sampling error (wiggly samples), we would be making really good progress. We would be able to know if
our IV was causing more change in the data than sampling error, or chance alone. If we could measure those two parts of the total
variation, we could make a ratio, and then we would have an  value. This is what the ANOVA does. It splits the total variation in
the data into two parts. The formula is:

This is a nice idea, but it is also vague. We haven’t specified our measure of variation. What should we use?
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t t
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Remember the sums of squares ? That’s what we use. Let’s take another look at the formula, using sums of squares for the measure
of variation:

We'll look at the exact formula for each sum of squares in the next section. Now, let's look at how we get from these sums of
squares to the final calculated F-value.

Introduction to the ANOVA Table 

We will go into more detail into the ANOVA Summary Table again, but here is your first introduction to understand the basic
components and how they relate to each other. An ANOVA Summary Tables is provided in Table  for an example with
three groups, A, B, and C. For example, we might have three scores in each group. To get from raw data the calculated F-value,
you plug in the sums of squares for each kind of variation (between the groups, within each group, and the total) that we'll learn
how to calculate next, with some the degrees of freedom for each type of variance (with new formulas!) to get the Mean Square for
each type of variance. Then the ratio of the Mean Square for the Between Groups (MS ) divided by the Mean Square for Within
Groups (sometimes called "Error", MS ) gives the final calculated F-value. All of these little pieces are conveniently organized in
ANOVA Summary Tables.

Table - Example ANOVA Summary Table

Source SS DF MS F

Between Groups 72 2 36.00 0.94

Within Groups (Error) 230 6 38.33 N/A

Total 302 8 N/A N/A

There isn’t anything special about the ANOVA table, it’s just a way of organizing all the pieces. After conducting an ANOVA, you
would provide this summary table in your write-up so that readers can see important information about your samples, error, and the
effect of your IV.

Let's look through each column.

Sum of Squares 

The SS column stands for Sum of Squares. We will get to the equations in the next section, but the basic idea is the same that we've
idea that we've talked about since standard deviations. In general, sum of squares look at the sum of the difference from the mean,
but squared before the summing to get rid of the negative values.

Degrees of freedom 

s can be fairly simple when we are doing a relatively simple ANOVA like this one, but they can become complicated when
designs get more complicated. Notice that each source has a difference degree of freedom, which means that you will need to
calculate the  for each source of variance (Between Groups, Within Groups or Error, and Total).

The formula for the degrees of freedom for  is , where k is the number of groups in the design. In the example
in Table , there were three groups, so the is 3-1 = 2.

The formula for the degrees of freedom for  is , or the number of scores minus the number of
groups. We have 9 scores and 3 groups, so our  for the error term is 9-3 = 6.

The formula for the degrees of freedom for  is , or the number of scores minus 1; this is the degrees of
freedom that you are used to. We have 9 scores, so our Total  is 9-1 = 8.

We are lucky to gave another computation check here because . You will be tempted to not
calculate one of these, and just use addition (or subtraction) to figure out the other ones but I caution you not to do this. There have
been plenty of times when I think that I have the DFs correct, but then try  and find that it does not equal the 

, which means that I messed up somewhere.

S = S +SSTotal SEffect SError

11.1.2.1
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Mean Squared Error 

The next column is MS, for Mean Square (or Mean Squared Error). To get the MS for each type of variance (between groups and
within groups), we divide the es by their respective degrees of freedom. Remember we are trying to accomplish this goal:

We want to build a ratio that divides a measure of an effect by a measure of error. Perhaps you noticed that we already have a
measure of an effect and error! The  and  both represent the variation due to the effect, and the leftover
variation that is unexplained. Why don’t we just do this?

Well, of course you could do that, but the kind of number you would get wouldn’t be readily interpretable like a  value or a 
score. The solution is to normalize the  terms. Don’t worry, normalize is just a fancy word for taking the average, or finding the
mean. Remember, the SS terms are all sums. And, each sum represents a different number of underlying properties.

For example, the SSBG represents the sum of variation for three means in our study. We might ask the question, well, what is the
average amount of variation for each mean…You might think to divide SS_ by 3, because there are three means, but because we
are estimating this property, we divide by the degrees of freedom instead (# groups - 1 = 3-1 = 2). Now we have created something
new, it’s called the .

This might look alien and seem a bit complicated. But, it’s just another mean. It’s the mean of the sums of squares for the effect of
the IV levels between the groups.

The  represents the sum of variation for nine scores in our study. That’s a lot more scores, so the  is
often way bigger than than . If we left our SSes this way and divided them, we would almost always get numbers less than
one, because the  is so big. What we need to do is bring it down to the average size. So, we might want to divide our 

 by 9, after all there were nine scores. However, because we are estimating this property, we divide by the degrees of
freedom instead (the number of scores minus the number groups) = 9-3 = 6). Now we have created something new, it’s called the 

.

Calculate F 

Now that we have done all of the hard work, calculating  is easy! Notice, the Mean Square for the effect (36) is placed above the
Mean Square for the error (38.33) in the ANOVA Summary Table? That seems natural because we divide 36/38.33 to get the -
value!

SS

F =
measure of effect

measure of error

SSBG SSWG or Error

SSBG

SSWG or Error

t z

SS

MSBG

M =SBG
SSBG

dfBG

M = = 36SBG
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2
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SSWG Error
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6
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Summary 

So, that's how the ANOVA's F is a ratio of variability, and how you use the ANOVA Summary Table to calculate that ratio. We'll
learn how to calculate each sum of squares next, then go back to the ANOVA Summary Table.

Contributors and Attributions 
Matthew J. C. Crump (Brooklyn College of CUNY)

Dr. MO (Taft College)
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11.2: Introduction to ANOVA's Sum of Squares
ANOVA is all about looking at the different sources of variance (i.e. the reasons that scores differ from one another) in a dataset.
Fortunately, the way we calculate these sources of variance takes a very familiar form: the Sum of Squares.

Sums of Squares 

Between Groups Sum of Squares 

One source of variability we can identified in � 11.1.3 of the previous example was differences or variability between the groups.
That is, the groups seemed to have different average levels. The variability arising from these differences is known as the between
groups variability, and it is quantified using Between Groups Sum of Squares.

Our calculations for sums of squares in ANOVA will take on the same form as it did for regular calculations of variance. Each
observation, in this case the group means, is compared to the overall mean, in this case the grand mean, to calculate a deviation
score. These deviation scores are squared so that they do not cancel each other out and sum to zero. The squared deviations are then
added up, or summed. There is, however, one small difference. Because each group mean represents a group composed of multiple
people, before we sum the deviation scores we must multiple them by the number of people within that group. Incorporating this,
we find our equation for Between Groups Sum of Squares to be:

1. Subtract
2. Square
3. Multiply
4. Sum

I know, this looks a little extreme, but it really is what is says that it is, subtracting the mean of the total of all participants (( )
from the mean of one of the groups (( ), then squaring that subtraction. That gives you the difference score for that group.
You then multiply that by the sample size for that group ( ). You do that for each group ( ). For example, if you
had an IV with three levels (k = 3) that were High, Medium, and Low, the you'd do the parts in the brackets for each group, then
add all three groups together for one final Between Groups Sum of Squares.

The only difference between this equation and the familiar sum of squares for variance is that we are adding in the sample size.
Everything else logically fits together in the same way.

Within Groups Sum of Squares (Error) 

The formula for this within groups sum of squares is again going to take on the same form and logic. What we are looking for is the
distance between each individual person and the mean of the group to which they belong. We calculate this deviation score, square
it so that they can be added together, then sum all of them into one overall value:

1. Subtract
2. Square
3. Sum

In this instance, because we are calculating this deviation score for each individual person, there is no need to multiple by how
many people we have. It is important to remember that the deviation score for each person is only calculated relative to their group
mean; this is what ( ) is telling you to do: subtract the mean of a group from each score from that same group. You then
square each of those subtractions. The sum ( ) is to sum all of the individual squared scores of all of the groups.

Total Sum of Squares 

The calculation for this score is exactly the same as it would be if we were calculating the overall variance in the dataset (because
that’s what we are interested in explaining) without worrying about or even knowing about the groups into which our scores fall:

S = [ ∗ ( )]SB ∑
EachGroup
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1. Subtract
2. Square
3. Sum

We can see that our Total Sum of Squares is just each individual score minus the grand mean (the mean of the totality of scores, 
). As with our Within Groups Sum of Squares, we are calculating a deviation score for each individual person, so we do not

need to multiply anything by the sample size; that is only done for Between Groups Sum of Squares.

Computation Check! 

An important feature of these calculations in ANOVA is that they all fit together. We could work through the algebra to
demonstrate that if we added together the formulas for  and , we would end up with the formula for . That is:

This will prove to be a very convenient way to check your work! If you calculate each  by hand, you can make sure that they all
fit together as shown above, and if not, you know that you made a math mistake somewhere.

By Hand? 

We can see from the above formulas that calculating an ANOVA by hand from raw data can take a very, very long time. For this
reason, you will rarely be required to calculate the SS values by hand. Many professors will have you work out one problem on
your own by hand, then either show you how to use statistical software or provide the Sums of Squares for you. However, you
should still take the time to understand how they fit together and what each one represents to help understand the analysis itself;
this will make it easier to interpret the results and make predictions (research hypotheses).

Contributors and Attributions

Dr. MO (Taft College)

This page titled 11.2: Introduction to ANOVA's Sum of Squares is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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11.2.1: Summary of ANOVA Summary Table

Reminder 

So far, we've discussed the:

Variability between groups, showing how effective the IV was; this is shown in the 
Variability within groups, which masks how effective the IV was; this is shown in the , and is sometimes called "Error"
Degrees of Freedom for Between Groups
Degrees of Freedom for Within Groups
The Mean Square for Between Groups, which is like an estimated average of the variability between the groups
The Mean Square for Within Groups (Error), which is like an estimated average of the variability within groups
The calculated F-score, which is a ratio of the variability between the groups and the variability within the group
ANOVA Summary Table, which shows all of these!

ANOVA Summary Table 

All of our sources of variability fit together in meaningful, interpretable ways as we saw, and the easiest way to do this is to
organize them in the ANOVA Summary Table (Table ), which shows the formulas for everything other than the sum of
squares, to calculate our test statistic.

Table : ANOVA Table

Source

Between Groups

Within Groups (Error) N/A

Total N/A N/A

The first column of the ANOVA table, labeled “Source”, indicates which of our sources of variability we are using: between
groups, within groups, or total. The second column, labeled “SS”, contains our values for the sums of squares that we learned to
calculate above. As noted previously, calculating these by hand takes too long, and so the formulas are not presented in Table 

. However, remember that the Total is the sum of the other two, in case you are only given two  values and need to
calculate the third.

The next column, labeled “ ”, is our degrees of freedom. As with the sums of squares, there is a different  for each group, and
the formulas are presented in the table. Notice that the total degrees of freedom, , is the same as it was for our regular
variance. This matches the  formulation to again indicate that we are simply taking our familiar variance term and breaking it
up into difference sources. Also remember that the capital  in the  calculations usually refers to the overall sample size, not a
specific group sample size. Notice that the total row for degrees of freedom, just like for sums of squares, is just the Between and
Within rows added together. If you take , then the “ ” and “ ” portions will cancel out, and you are left with 

. This is another convenient way to quickly check your calculations.

The third column, labeled “ ”, is our Mean Squares for each source of variance. A “mean square” is just another way to say
variability. Each mean square is calculated by dividing the sum of squares by its corresponding degrees of freedom. Notice that we
do this for the Between row and the Within row, but not for the Total row. There are two reasons for this. First, our Total Mean
Square would just be the variance in the full dataset (put together the formulas to see this for yourself), so it would not be new
information. Second, the Mean Square values for Between and Within would not add up to equal the Mean Square Total because
they are divided by different denominators. This is in contrast to the first two columns, where the Total row was both the
conceptual total (i.e. the overall variance and degrees of freedom) and the literal total of the other two rows.

The final column in the ANOVA table, labeled “ ”, is our test statistic for ANOVA. The  statistic, just like a - or -statistic, is
compared to a critical value to see whether we can reject for fail to reject a null hypothesis. Thus, although the calculations look
different for ANOVA, we are still doing the same thing that we did in all of Unit 2. We are simply using a new type of data to test
our hypotheses. Let's look at hypotheses when we have three or more levels in our IV next.

SSB

SSW

11.2.1.1

11.2.1.1

SS df MS F

SSB k− 1
SSB

dfB

MSB

MSW

SSW N − k
SSW

dfW

SST N − 1

11.2.1.1 SS

df df

N– 1

SST

N df

N– k+k– 1 – k +k

N– 1

MS

F F t z

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22110?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/11%3A_BG_ANOVA/11.02%3A_Introduction_to_ANOVA's_Sum_of_Squares/11.2.01%3A_Summary_of_ANOVA_Summary_Table


11.2.1.2 https://stats.libretexts.org/@go/page/22110

You might notice a few cells in Table  that say "N/A" for "Not Applicable". In reality, these cells should be kept blank.
However, to the table as accessible as possible, Dr. MO include "N/A" to indicate that you don't have to do anything for those cells.
In your own ANOVA Summary Tables, you can leave them blank.

This page titled 11.2.1: Summary of ANOVA Summary Table is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.

11.3: ANOVA Table by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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11.3: Hypotheses in ANOVA
So far we have seen what ANOVA is used for, why we use it, and how we use it. Now we can turn to the formal hypotheses we will
be testing. As with before, we have a null and a research hypothesis to lay out.

Research Hypotheses 
Our research hypothesis for ANOVA is more complex with more than two groups. Let’s take a look at it and then dive deeper into
what it means.

What the ANOVA tests is whether there is a difference between any one set of means, but usually we still have expected directions
of what means we think will be bigger than what other means. Let's work out an example. Let's say that my IV is mindset, and the
three groups (levels) are:

Growth Mindset
Mixed Mindset (some Growth ideas and some Fixed ideas)
Fixed Mindset

If we are measuring passing rates in math, we could write this all out in one sentence and one line of symbols:

Research Hypothesis: Students with Growth Mindset with have higher average passing rates in math than students with either a
mixed mindset or Fixed Mindset, but Fixed Mindset will have similar average passing rates to students with mixed mindset.
Symbols: 

But it ends up being easier to write out each pair of means:

Research Hypothesis: Students with Growth Mindset with have higher average passing rates in math than students with a mixed
mindset. Students with Growth Mindset with have higher average passing rates in math than students with a Fixed Mindset.
Students with a Fixed Mindset will have similar average passing rates to students with mixed mindset.
Symbols:

What you might notice is that one of these looks like a null hypothesis (no difference between the means)! And that is okay, as long
as the research hypothesis predicts that at least one mean will differ from at least one other mean. It doesn't matter what order you
list these means in; it helps to match the research hypothesis, but it's really to help you conceptualize the relationships that you are
predicting so put it in the order that makes the most sense to you!

Why is it better to list out each pair of means? Well, look at this research hypothesis:

Research Hypothesis: Students with Growth Mindset with have a similar average passing rate in math as students with a mixed
mindset. Students with Growth Mindset with have higher average passing rates in math than students with a Fixed Mindset.
Students with a Fixed Mindset will have similar average passing rates to students with mixed mindset.
Symbols:

If you try to write that out in one line of symbols, it'll get confusing because you won't be able to easily show all three predictions.
And if you have more than three groups, many research hypotheses won't be able to be represented in one line.

Another reason that this makes more sense is that each mean will be statistically compared with each other mean if the ANOVA
results end up rejecting the null hypothesis. If you set up your research hypotheses this way in the first place (in pairs of means),
then these pairwise comparisons make more sense later.
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Null Hypotheses 

Our null hypothesis is still the idea of “no difference” in our data. Because we have multiple group means, we simply list them out
as equal to each other:

Null Hypothesis: Students with Growth Mindset, mixed mindset, and Fixed Mindset will have similar average passing rates in
math .
Symbols: 

You can list them all out, as well, but it's less necessary with a null hypothesis:

Research Hypothesis: Students with Growth Mindset with have a similar average passing rate in math as students with a mixed
mindset. Students with Growth Mindset with have a similar average passing rates in math than students with a Fixed Mindset.
Students with a Fixed Mindset will have similar average passing rates to students with mixed mindset.
Symbols:

Null Hypothesis Significance Testing 

In our studies so far, when we've calculated an inferential test statistics, like a t-score, what do we do next? Compare it to a critical
value in a table! And that's the same thing that we do with our calculated F-value. We compare our calculated value to our critical
value to determine if we retain or reject the null hypothesis that all of the means are similar.

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

What does Rejecting the Null Hypothesis Mean for a Research Hypothesis with Three or More Groups? 

Remember when we rejected the null hypothesis when comparing two means with a t-test that we didn't have to do any additional
comparisons; rejecting the null hypothesis with a t-test tells us that the two means are statistically significantly different, which
means that the bigger mean was statistically significantly bigger. All we had to do was make sure that the means were in the
direction that the research hypothesis predicted.

Unfortunately, with three or more group means, we do have to do additional statistical comparisons to test which means are
statistically significantly different from which other means. The ANOVA only tells us that at least one mean is different from one
other mean. So, rejecting the null hypothesis doesn't really tell us whether our research hypothesis is (fully) supported, partially
supported, or not supported. When the null hypothesis is rejected, we will know that a difference exists somewhere, but we will not
know where that difference is. Is Growth Mindset different from mixed mindset and Fixed Mindset, but mixed and Fixed are the
same? Is Growth Mindset different from both mixed and Fixed Mindset? Are all three of them different from each other? And even
if the means are different, are they different in the hypothesized direction? Does Growth Mindset always have a higher mean? We
will come back to this issue later and see how to find out specific differences. For now, just remember that an ANOVA tests for any
difference in group means, and it does not matter where that difference occurs. We must follow-up with any significant ANOVA to
see which means are different from each other, and whether those mean differences (fully) support, partially support, or do not
support the research hypothesis.

Table - Interpreting Null Hypotheses

REJECT THE NULL HYPOTHESIS RETAIN THE NULL HYPOTHESIS

Small p-values
(p<.05)

Large p-values
(p>.05)

A small p-value means a small probability that all of the means are
similar.
Suggesting that at least one of the means is different from at least
one other mean…

A large p-value means a large probability that all of the means are
similar.
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REJECT THE NULL HYPOTHESIS RETAIN THE NULL HYPOTHESIS

We conclude that:

At least one mean is different from one other mean.
At least one group is not from the same population as the other
groups.

We conclude that

The means for all of the groups are similar.
All of the groups are from the same population.

The calculated F is further from zero (more extreme) than the critical
F. In other words, the calculated F is bigger than the critical F.
(Draw the standard normal curve and mark the calculated F and the
critical F to help visualize this.)

The calculated F is closer to zero (less extreme) than the critical F. In
other words, the calculated F is smaller than the critical F.
(Draw the standard normal curve and mark the calculated F and the
critical F to help visualize this.)

Reject the null hypothesis (which says that all of the means are similar). Retain (or fail to reject) the null hypothesis (which says that the all of
the means are similar).

Support the Research Hypothesis? MAYBE.
Look at the actual means:

Support the Research Hypothesis if the means are in the directions
that were hypothesized.

The mean of the group that you said would be bigger, really is
bigger;
The mean of the group that you said would be smaller really is
smaller;
The means of the groups that you said would be similar are
actually similar.

Partial support of the Research Hypothesis if some of the means are
in the directions that were hypothesized, but some aren’t.
Do not support the Research Hypothesis if none of the means are in
the direction that were hypothesized.

Do not support the Research Hypothesis (because all of the means are
similar).

Statistical sentence: F(df)  F-calc, p<.05 (fill in the df and the
calculated F)

Statistical sentence: F(df)  F-calc, p>.05 (fill in the df and the
calculated F)

This page titled 11.3: Hypotheses in ANOVA is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.

11.5: Hypotheses in ANOVA by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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11.4: Practice with Job Applicants
Let's practice our 4-step process using the ANOVA Summary Table to complete the calculations, but the Sum of Squares will be
provided in this first example.

Scenario 
Our data come from three groups of 10 people each, all of whom applied for a single job opening: those with no college degree,
those with a college degree that is not related to the job opening, and those with a college degree from a relevant field. We want to
know if we can use this group membership to account for our observed variability in their scores on a test related to the job that
they applied for, and, by doing so, see if there is a difference between our three group means.

To help understand what's going on in this scenario, let's answer some questions:

Answer the following questions to understand the variables and groups that we are working with.

1. Who is the sample?
2. Who do might be the population?
3. What is the IV (groups being compared)?
4. What is the DV (quantitative variable being measured)?

Answer
1. The sample is the 30 people with different degrees (or no degree)?
2. The population might be any job applicant?
3. The IV can be called "Degree," with the levels being:

1. None,
2. Related to job
3. Unrelated to job

4. The DV is the score on the test.

Identifying the IV levels and DV helps when constructing your hypotheses.

Step 1: State the Hypotheses 
Our hypotheses are concerned with the average score on the test for each of the groups based on education level, so you get to
decide which groups you think will have a higher score, which groups will earn a lower average score, and which groups will have
scores that are similar.

Determine the research hypothesis in words and symbols. You can fill in the following underlined spot with the symbols for
greater than (>), less than (<), or equal signs. Just remember, at least one pair of means must be predicted to be different from
each other.

Symbols:

 _____ 
 _____ 
 _____ 

Answer

Here's a reasonable research hypothesis. However, without the group means to guide us, your research hypothesis might be
slightly different. Just remember, at least one pair of means must be predicted to be different from each other.
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Research Hypothesis: Those with No Degree will have a lower average test score than those with a Related Degree, but
will have a similar average test score to those with an unrelated degree. The average test score for those with a Related
Degree will also have a higher average test score compared to those with an Unrelated Degree.
Symbols:

What about the null hypothesis?

State the null hypothesis in words and symbols.

Answer
Null Hypothesis: The average test score will be similar for each group; the degree does not affect the hiring rate.
Symbols: 

Step 2: Find the Critical Values 

Our test statistic for ANOVA, as we saw above, is . Because we are using a new test statistic, we will get a new table: the 
distribution table shown in the next section.

There are now two degrees of freedom we must use to find our critical value: Numerator and Denominator. These correspond to the
numerator and denominator of our test statistic, which, if you look at the ANOVA table presented earlier, are our Between Groups
and Within Groups rows, respectively. The  is the Degrees of Freedom: for the Numerator because it is the degrees of freedom
value used to calculate the Mean Square for the Between Groups source, which in turn was the numerator of our  statistic.
Likewise, the  is the Degrees of Freedome for the Denominator because it is the degrees of freedom value used to calculate the
Mean Square for the Within Groups (sometimes called Error) source, which was our denominator for .

The formula for  is , and remember that k is the number of groups we are assessing. In this example,  so our  =
2. This tells us that we will use the fourth column, the one labeled 2, to find our critical value. To find the proper row, we calculate
the , which was . The original prompt told us that we have “three groups of 10 people each,” so our total sample size is
30. This makes our value for  = 27. If we follow the fourth column down to the row for  = 27, then find the middle row
for  = 0.05, we see that our critical value is 3.35. We use this critical value the same way as we did before: it is our criterion
against which we will compare our calculated test statistic to determine statistical significance.

Step 3: Calculate the Test Statistic 
Now that we have our hypotheses and the criterion we will use to test them, we can calculate our test statistic. To do this, we will
fill in the ANOVA table. We will use the Sum of Squares values that we are provided in Table .

Table : ANOVA Summary Table

Source

Between 8246    

Within 3020    

Total 11266    

These may seem like random numbers, but remember that they are based on the distances between the groups themselves and
within each group. Figure  shows the plot of the data with the group means and total mean included. If we wanted to, we
could use this information, combined with our earlier information that each group has 10 people, to calculate the Between Groups
Sum of Squares by hand. However, doing so would take some time, and without the specific values of the data points, we would
not be able to calculate our Within Groups Sum of Squares, so we are just trusting that these values are the correct ones.
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Figure : Means (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Using the information provided in the scenario and Table , fill in the rest of the ANOVA Summary Table in Table 

Table : ANOVA Summary Table

Source

Between 8246    

Within 3020    

Total 11266    

Solution

Using the formulas that we learned about earlier, we can complete Table :

Table - ANOVA Summary Table with Formulas

Source

Between Groups 8246  = 3 - 1 = 2

Within Groups (Error) 3020  = 30 - 3 = 27 N/A

Total 11266  = 30 - 1 = 29 N/A N/A

We leave those three empty cells blank; no information is needed from them. So, that leaves us with the final table looking like
Table  showing calculated F-score of 36.86.

Table - Completed ANOVA Summary Table

Source

Between Groups 8246 2 4123.00 36.86

Within Groups (Error) 3020 27 111.85 leave blank

Total 11266 29 leave blank leave blank

We can move on to comparing our calculated value to the critical value in step 4.

Step 4: Make the Decision 

Our calculated test statistic was found to be  and our critical value was found to be . Our calculated
statistic is larger than our critical value, so we can reject the null hypothesis.

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 
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Based on our three groups of 10 people, we can conclude that average job test scores are statistically significantly different based
on education level, . Notice that when we report , we include both degrees of freedom. We always
report the numerator then the denominator, separated by a comma.

Because we were only testing for any difference, we cannot yet conclude which groups are different from the others or if our
research hypothesis was supported, partially supported, or not supported. We will learn about pairwise comparisons next to answer
these last questions!

This page titled 11.4: Practice with Job Applicants is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

11.6: Scores on Job Application Tests by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
11.3: ANOVA Table by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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11.4.1: Table of Critical F-Scores

 Distribution 

The tables following Figure  show the critical t-score. If the your calculated F-score is bigger (more extreme) than the
critical F-score, then you reject the null hypothesis. Similarly, if the calculated F-score is to the right (in the shaded area), then the
null hypothesis should be rejected. This means that there is a small probability (less than 5%, p<.05) that all of the means are
similar (suggesting that at least one mean is different from one other mean). In contrast, if the calculated F-score is smaller than the
critical value (to the right of the shaded area), then the null hypothesis is retained; there is a large probability (larger than 5%.
p>.05) that the group means are similar.

Sample F-distribution that is a line graph that leans to the left, with the extreme section to the right of an F-score at the right tail labeled "Probability p" shaded to show the Rejection Region.

Figure - Critical Values for F ( ) with probability  to its right. (CC-BY by Barbara Illowsky & Susan Dean (De Anza
College) from OpenStax)

Remember:

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

Tables of Critical Values of F (ANOVA) 
The critical values table for ANOVA is a little different than other tables of critical values because ANOVA is a ratio of variances
between groups and variances within each group. This means that there are two degrees of freedom, one for the numerator and one
for the denominator. Below the tables are the formulas for calculating the degrees of freedom for each (numerator and
denominator) for each type of ANOVA. Because there are so many options with the combination of two degrees of freedom, there
are two critical value tables.

Both tables show degrees of freedom of the numerator (which is based on the number of groups) in the columns; the options are
from 1 to 10. If you have 11 or more groups (or combinations), use the column for 10. But honestly, if you have more than 10
groups, you should be using statistical software that will provide the probability so that you wouldn't have to use a table of critical
values!

The  column, in italics in both tables, shows three different alphas ( ), or probabilities. This textbook will always use the 5%
alpha ( , but your professor or your circumstances might indicate another alpha level is preferred.

Denominator 5 to 29 

The first table (Table ) has degrees of freedom of the denominator for every degree of freedom 5 to 29. The degrees of
freedom of the denominator are based on the sample size and the number of groups being compared.

Table - Critical Values of F for Denominator DF's from 5 to 29

Degrees
of

Freedom
Degrees of Freedom for Numerator

Degrees
of

Freedom
for

Denomin
ator

(Error)

1 2 3 4 5 6 7 8 9 10

5 0.10 4.06 3.78 3.62 3.52 3.45 3.40 3.37 3.34 3.32 3.30

5 0.05 6.61 5.79 5.41 5.19 5.05 4.95 4.88 4.82 4.77 4.74

5 0.01 16.26 13.27 12.06 11.39 10.97 10.67 10.46 10.29 10.16 10.05

F

11.4.1.1

11.4.1.1 F ∗ p

 Note

< = = = p < .05

> = = = p > .05

p α

p = 0.05

11.4.1.1

11.4.1.1

p
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Degrees
of

Freedom
Degrees of Freedom for Numerator

6 0.10 3.78 3.46 3.29 3.18 3.11 3.05 3.01 2.98 2.96 2.94

6 0.05 5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 4.10 4.06

6 0.01 13.75 10.92 9.78 9.15 8.75 8.47 8.26 8.10 7.98 7.87

7 0.10 3.59 3.26 3.07 2.96 2.88 2.83 2.78 2.75 2.72 2.70

7 0.05 5.59 4.74 4.35 4.12 3.97 3.87 3.79 3.73 3.68 3.64

7 0.01 12.25 9.55 8.45 7.85 7.46 7.19 6.99 6.84 6.72 6.62

8 0.10 3.46 3.11 2.92 2.81 2.73 2.67 2.62 2.59 2.56 2.54

8 0.05 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.39 3.35

8 0.01 11.26 8.65 7.59 7.01 6.63 6.37 6.18 6.03 5.91 5.81

9 0.10 3.36 3.01 2.81 2.69 2.61 2.55 2.51 2.47 2.44 2.42

9 0.05 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 3.14

9 0.01 10.56 8.02 6.99 6.42 6.06 5.80 5.61 5.47 5.35 5.26

10 0.10 3.29 2.92 2.73 2.61 2.52 2.46 2.41 2.38 2.35 2.32

10 0.05 4.96 4.10 3.71 3.48 3.33 3.22 3.14 3.07 3.02 2.98

10 0.01 10.04 7.56 6.55 5.99 5.64 5.39 5.20 5.06 4.94 4.85

11 0.10 3.23 2.86 2.66 2.54 2.45 2.39 2.34 2.30 2.27 2.25

11 0.05 4.84 3.98 3.59 3.36 3.20 3.09 3.01 2.95 2.90 2.85

11 0.01 9.65 7.21 6.22 5.67 5.32 5.07 4.89 4.74 4.63 4.54

12 0.10 3.18 2.81 2.61 2.48 2.39 2.33 2.28 2.24 2.21 2.19

12 0.05 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80 2.75

12 0.01 9.33 6.93 5.95 5.41 5.06 4.82 4.64 4.50 4.39 4.30

13 0.10 3.14 2.76 2.56 2.43 2.35 2.28 2.23 2.20 2.16 2.14

13 0.05 4.67 3.81 3.41 3.18 3.03 2.92 2.83 2.77 2.71 2.67

13 0.01 9.07 6.70 5.74 5.21 4.86 4.62 4.44 4.30 4.19 4.10

14 0.10 3.10 2.73 2.52 2.39 2.31 2.24 2.19 2.15 2.12 2.10

14 0.05 4.60 3.74 3.34 3.11 2.96 2.85 2.76 2.70 2.65 2.60

14 0.01 8.86 6.51 5.56 5.04 4.69 4.46 4.28 4.14 4.03 3.94

15 0.10 3.07 2.70 2.49 2.36 2.27 2.21 2.16 2.12 2.09 2.06

15 0.05 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59 2.54

15 0.01 8.68 6.36 5.42 4.89 4.56 4.32 4.14 4.00 3.89 3.80

16 0.10 3.05 2.67 2.46 2.33 2.24 2.18 2.13 2.09 2.06 2.03

16 0.05 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54 2.49

16 0.01 8.53 6.23 5.29 4.77 4.44 4.20 4.03 3.89 3.78 3.69

17 0.10 3.03 2.64 2.44 2.31 2.22 2.15 2.10 2.06 2.03 2.00

17 0.05 4.45 3.59 3.20 2.96 2.81 2.70 2.61 2.55 2.49 2.45

17 0.01 8.40 6.11 5.19 4.67 4.34 4.10 3.93 3.79 3.68 3.59
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Degrees
of

Freedom
Degrees of Freedom for Numerator

18 0.10 3.01 2.62 2.42 2.29 2.20 2.13 2.08 2.04 2.00 1.98

18 0.05 4.41 3.55 3.16 2.93 2.77 2.66 2.58 2.51 2.46 2.41

18 0.01 8.29 6.01 5.09 4.58 4.25 4.01 3.84 3.71 3.60 3.51

19 0.10 3.36 3.01 2.81 2.69 2.61 2.55 2.51 2.47 2.44 1.96

19 0.05 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 2.38

19 0.01 10.56 8.02 6.99 6.42 6.06 5.80 5.61 5.47 5.35 3.43

20 0.10 2.97 2.59 2.38 2.25 2.16 2.09 2.04 2.00 1.96 1.94

20 0.05 4.35 3.49 3.10 2.87 2.71 2.60 2.51 2.45 2.39 2.35

20 0.01 8.10 5.85 4.94 4.43 4.10 3.87 3.70 3.56 3.46 3.37

21 0.10 2.96 2.57 2.36 2.23 2.14 2.08 2.02 1.98 1.95 1.92

21 0.05 4.32 3.47 3.07 2.84 2.68 2.57 2.49 2.42 2.37 2.32

21 0.01 8.02 5.78 4.87 4.37 4.04 3.81 3.64 3.51 3.40 3.31

22 0.10 2.95 2.56 2.35 2.22 2.13 2.06 2.01 1.97 1.93 1.90

22 0.05 4.30 3.44 3.05 2.82 2.66 2.55 2.46 2.40 2.34 2.30

22 0.01 7.95 5.72 4.82 4.31 3.99 3.76 3.59 3.45 3.35 3.26

23 0.10 2.94 2.55 2.34 2.21 2.11 2.05 1.99 1.95 1.92 1.89

23 0.05 4.28 3.42 3.03 2.80 2.64 2.53 2.44 2.37 2.32 2.27

23 0.01 7.88 5.66 4.76 4.26 3.94 3.71 3.54 3.41 3.30 3.21

24 0.10 2.93 2.54 2.33 2.19 2.10 2.04 1.98 1.94 1.91 1.88

24 0.05 4.26 3.40 3.01 2.78 2.62 2.51 2.42 2.36 2.30 2.25

24 0.01 7.82 5.61 4.72 4.22 3.90 3.67 3.50 3.36 3.26 3.17

25 0.10 2.92 2.53 2.32 2.18 2.09 2.02 1.97 1.93 1.89 1.87

25 0.05 4.24 3.39 2.99 2.76 2.60 2.49 2.40 2.34 2.28 2.24

25 0.01 7.77 5.57 4.68 4.18 3.85 3.63 3.46 3.32 3.22 3.13

26 0.10 2.91 2.52 2.31 2.17 2.08 2.01 1.96 1.92 1.88 1.86

26 0.05 4.23 3.37 2.98 2.74 2.59 2.47 2.39 2.32 2.27 2.22

26 0.01 7.72 5.53 4.64 4.14 3.82 3.59 3.42 3.29 3.18 3.09

27 0.10 2.90 2.51 2.30 2.17 2.07 2.00 1.95 1.91 1.87 1.85

27 0.05 4.21 3.35 2.96 2.73 2.57 2.46 2.37 2.31 2.25 2.20

27 0.01 7.68 5.49 4.60 4.11 3.78 3.56 3.39 3.26 3.15 3.06

28 0.10 2.89 2.50 2.29 2.16 2.06 2.00 1.94 1.90 1.87 1.84

28 0.05 4.20 3.34 2.95 2.71 2.56 2.45 2.36 2.29 2.24 2.19

28 0.01 7.64 5.45 4.57 4.07 3.75 3.53 3.36 3.23 3.12 3.03

29 0.10 2.89 2.50 2.28 2.15 2.06 1.99 1.93 1.89 1.86 1.83

29 0.05 4.18 3.33 2.93 2.70 2.55 2.43 2.35 2.28 2.22 2.18

29 0.01 7.60 5.42 4.54 4.04 3.73 3.50 3.33 3.20 3.09 3.00
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Denominator 30 and Above 

The second table (Table ) has degrees of freedom of the denominator for every tenth degree of freedom from 30 t0 60, then
100, 200, and 1,000. The degrees of freedom of the denominator are based on the sample size and the number of groups being
compared.

Table - Critical Values of F for Denominator DF's 30, 40, 50, 60, 100, 200, and 1,000

Degrees
of

Freedom
Degrees of Freedom for Numerator

Degrees
of

Freedom
for

Denomin
ator

(Error)

1 2 3 4 5 6 7 8 9 10

30 0.10 2.88 2.49 2.28 2.14 2.05 1.98 1.93 1.88 1.85 1.82

30 0.05 4.17 3.32 2.92 2.69 2.53 2.42 2.33 2.27 2.21 2.16

30 0.01 7.56 5.39 4.51 4.02 3.70 3.47 3.30 3.17 3.07 2.98

40 0.10 2.84 2.44 2.23 2.09 2.00 1.93 1.87 1.83 1.79 1.76

40 0.05 4.08 3.23 2.84 2.61 2.45 2.34 2.25 2.18 2.12 2.08

40 0.01 7.31 5.18 4.31 3.83 3.51 3.29 3.12 2.99 2.89 2.80

50 0.10 2.81 2.41 2.20 2.06 1.97 1.90 1.84 1.80 1.76 1.73

50 0.05 4.03 3.18 2.79 2.56 2.40 2.29 2.20 2.13 2.07 2.03

50 0.01 7.17 5.06 4.20 3.72 3.41 3.19 3.02 2.89 2.78 2.70

60 0.10 2.79 2.39 2.18 2.04 1.95 1.87 1.82 1.77 1.74 1.71

60 0.05 4.00 3.15 2.76 2.53 2.37 2.25 2.17 2.10 2.04 1.99

60 0.01 7.08 4.98 4.13 3.65 3.34 3.12 2.95 2.82 2.72 2.63

100 0.10 2.76 2.36 2.14 2.00 1.91 1.83 1.78 1.73 1.69 1.66

100 0.05 3.94 3.09 2.70 2.46 2.31 2.19 2.10 2.03 1.97 1.93

100 0.01 6.90 4.82 3.98 3.51 3.21 2.99 2.82 2.69 2.59 2.50

200 0.10 2.73 2.33 2.11 1.97 1.88 1.80 1.75 1.70 1.66 1.63

200 0.05 3.89 3.04 2.65 2.42 2.26 2.14 2.06 1.98 1.93 1.88

200 0.01 6.76 4.71 3.88 3.41 3.11 2.89 2.73 2.60 2.50 2.41

1000 0.10 2.71 2.31 2.09 1.95 1.85 1.78 1.72 1.68 1.64 1.61

1000 0.05 3.85 3.00 2.61 2.38 2.22 2.11 2.02 1.95 1.89 1.84

1000 0.01 6.66 4.63 3.80 3.34 3.04 2.82 2.66 2.53 2.43 2.34

Because tables are limited by size, not all critical t-scores are listed. For example, if you had F(2, 49), then the degrees of freedom
of the numerator would be 2 (DF  = 2) and the degrees of freedom for the denominator would be 49 ( ). However, the DF
for the denominator jumps from 40 to 50. There are a couple of options when your Degrees of Freedom is not listed on the table.

One option is to use the Degrees of Freedom that is closest to your sample's Degrees of Freedom. For our example of F(2, 49),
that would mean that we would use the df  of 50 because 50 is closer to 49 than 40 is. That would mean that the critical F-score
for F(2, 49) would be 3.18.

11.4.1.2

11.4.1.2

p

N d = 49fD

D
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Another option is to always we round down. For our example of F(2, 49), we use the df  of 40 because it is the next lowest df
listed. That would mean that the critical F-score for F(2, 49) would be 3.23. This option avoids inflating Type I Error (false
positives).

Ask your professor which option you should use!

Whichever option you choose, your statistical sentence should include the actual degrees of freedom for the numerator and for the
denominator, regardless of which number is listed in the table; the table is used to decide if the null hypothesis should be rejected
or retained.

Degrees of Freedom 

Between Groups ANOVA (independent groups) 
Numerator (effect of IV): k-1
Denominator (error): N-k

Repeated Measures ANOVA (dependent groups) 
Numerator (effect of IV Between Groups): k-1
Denominator (Within Groups or Error): 
Participants: P-1

Factorial ANOVA (2+ IVs) 
1. Cells: 

1. Remembering that “k” is the number of groups, k  is the number of levels of the first IV and , k  is the number of levels of
the other IV.

2. Between group for one variable (IV1 ): 
3. Between group for the other variable (IV ): 
4. Interaction: 
5. Within group: 
6. Total: N - 1

1. With N being the number of scores.

Regression 
Model (numerator): 1
Error (denominator): N-2
Total: N-1

Contributors and Attributions 

Barbara Illowsky and Susan Dean (De Anza College) with many other contributing authors. Content produced by OpenStax
College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.

Dr. MO (Taft College)

This page titled 11.4.1: Table of Critical F-Scores is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by OpenStax.

D D

(k−1) ×(P −1)

( × ) – 1k1 k2

1 2

1 – 1k1

2 – 1k2

d ×df1 f2

d – dfTotal fCells
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11.5: Introduction to Pairwise Comparisons
Any time you run an ANOVA with more than two groups and end up with a significant effect (reject the null hypothesis), the first
thing you’ll want to do is see if the mean differences are in the direction that you predicted in your research hypothesis. This means
that you'll have to find out which groups are actually different from one another; remember, the ANOVA only tells you that at least
one mean is different from at least one other mean. In our job applicant example, our null hypothesis was that all three types of
degrees (None, Related, and Unrelated) have the same average test score. But if you think about it, the null hypothesis is actually
claiming three different things all at once here. Specifically, it claims that:

If any one of those three claims is false, then the null hypothesis for the whole ANOVA is also false. So, now that we’ve rejected
our null hypothesis, we’re thinking that at least one of those things isn’t true. But which ones? All three of these propositions are of
interest; that's why the research hypothesis predicts how each pair of group means relates to one another. When faced with this
situation, its usually helps to look at the data,. For instance, if we look at the plots in Figure 11.4.2, it’s tempting to conclude that
having a Related degree is better than having No degree, but it's not quite clear if having a Related degree results in a significantly
higher average test score than having an Unrelated degree. If we want to get a clearer answer about this, it might help to run some
tests.

Running “pairwise” t-tests 

How might we go about solving our problem? Given that we’ve got three separate pairs of means (  versus ;  versus 
;  versus ) to compare, what we could do is run three separate t-tests and see what happens. If we go on to do this for all

possible pairs of variables, we can look to see which (if any) pairs of groups are significantly different to each other. This “lots of t-
tests idea” isn’t a bad strategy, though as we’ll see later on there are some problems with it. However, our current problem is that
it’s a pain to calculate all of these t-tests by hand. You might be asking if statistical software would do this, and the answer is yes!
But still, if your experiment has 10 groups, then you would have to run 45 t-tests.

There's Always a "But..." 

In the previous section it was hinted that there’s a problem with just running lots and lots of t-tests. The concern is that when
running these analyses, what we’re doing is going on a “fishing expedition”: we’re running lots and lots of tests without much
theoretical guidance, in the hope that some of them come up significant. This kind of theory-free search for group differences is
referred to as post hoc analysis (“post hoc” being Latin for “after this”).

It’s okay to run post hoc analyses, but a lot of care is required. For instance, running a t-test for each pair of means is actually pretty
dangerous: each individual t-test is designed to have a 5% Type I error rate (i.e., α=.05), and I ran three of these tests so now I have
about 15% chance of rejecting the null hypothesis when it is really true (Type I Error). Imagine what would have happened if my
ANOVA involved 10 different groups, and I had decided to run 45 “post hoc” t-tests to try to find out which ones were significantly
different from each other! You’d expect 2 or 3 of them to come up significant by chance alone. As we saw in the chapter when we
first learned about inferential statistics, the central organizing principle behind null hypothesis testing is that we seek to control our
Type I Error rate, but now that I’m running lots of t-tests at once, in order to determine the source of my ANOVA results, my actual
Type I Error rate across this whole set of tests has gotten completely out of control.

The usual solution to this problem is to introduce an adjustment to the p-value, which aims to control the total error rate across the
set of tests. There are different ways to do this adjustment. We'll discuss some common analyses in this section, but you should be
aware that there are many other methods out there.

Corrections of p-values with Multiple Comparisons 

These first two post-hoc analysis focus on calculating a probability based on the raw p-values from analyses conducted by
statistical software, although these calculations can easily be done by hand.

=X¯ ¯¯̄
N X¯ ¯¯̄

R

=X¯ ¯¯̄
N X¯ ¯¯̄

U

=X
¯ ¯¯̄

R X
¯ ¯¯̄

U

X
¯ ¯¯̄

N X
¯ ¯¯̄
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Bonferroni Corrections 

The simplest of these adjustments is called the Bonferroni correction, and it’s very very simple indeed. Suppose that my post hoc
analysis consists of "m" separate tests (in which "m" is the number of pairs of means you need to compare), and I want to ensure
that the total probability of making any Type I errors at all is a specific alpha (α), such as 0.05. If so, then the Bonferroni correction
just says “multiply all your raw p-values by m”. If we let p denote the original p-value, and let p  be the corrected value, then the
Bonferroni correction tells that:

If you’re using the Bonferroni correction, you would reject the null hypothesis if your Bonferroni probability is smaller than the
alpha .

What would this look like for our job applicant scenario if the raw p-value was .004 for the difference between No Degree and
a Related Degree?

Solution

We are making three comparisons (  versus ;  versus ;  versus ), so m = 3.

Because our Bonferroni probability (p ) is smaller than our typical alpha , we reject the null hypothesis that
this set of pairs (the one with a raw p-value of .004)

The logic behind this correction is very straightforward. We’re doing m different tests; so if we arrange it so that each test has a
Type I error rate of at most α/m, then the total Type I error rate across these tests cannot be larger than α. That’s pretty simple, so
much so that in the original paper, the author writes:

The method given here is so simple and so general that I am sure it must have been used
before this. I do not find it, however, so can only conclude that perhaps its very simplicity
has kept statisticians from realizing that it is a very good method in some situations (pp
52-53 Dunn 1961)

Holm Corrections 

Although the Bonferroni correction is the simplest adjustment out there, it’s not usually the best one to use. One method that is
often used instead is the Holm correction (Holm, 1979). The idea behind the Holm correction is to pretend that you’re doing the
tests sequentially; starting with the smallest raw p-value and moving onto the largest one. For the j-th largest of the p-values, the
adjustment is either

p′ =j×p

(i.e., the biggest p-value remains unchanged, the second biggest p-value is doubled, the third biggest p-value is tripled, and so on),
or

p′ =p′

whichever one is larger. This might sound a little confusing, so let’s go through it a little more slowly. Here’s what the Holm
correction does. First, you sort all of your p-values in order, from smallest to largest. For the smallest p-value all you do is multiply
it by m, and you’re done. However, for all the other ones it’s a two-stage process. For instance, when you move to the second
smallest p value, you first multiply it by m−1. If this produces a number that is bigger than the adjusted p-value that you got last
time, then you keep it. But if it’s smaller than the last one, then you copy the last p-value. To illustrate how this works, consider the
table below, which shows the calculations of a Holm correction for a collection of five p-values:

B

= m ×ppBonferroni

( < α)pBonferroni

 Example 11.5.1

= m ×ppBonferroni

X
¯ ¯¯̄

N X
¯ ¯¯̄

R X
¯ ¯¯̄

N X
¯ ¯¯̄

U X
¯ ¯¯̄

R X
¯ ¯¯̄

U

= 3 ×0.004pBonferroni

= 0.012pBonferroni

B (α)(0.012 < 0.05)

j j

j j+1
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Table -Holm Calculations and p-values

raw p rank j (m) p×j Holm p

.001 5 .005 .005

.005 4 .020 .020

.019 3 .057 .057

.022 2 .044 .057

.103 1 .103 .103

Hopefully that makes things clear.

Although it’s a little harder to calculate, the Holm correction has some very nice properties: it’s more powerful than Bonferroni
(i.e., it has a lower Type II error rate), but – counterintuitive as it might seem – it has the same Type I error rate. As a consequence,
in practice there’s never any reason to use the simpler Bonferroni correction, since it is always outperformed by the slightly more
elaborate Holm correction.

Those are the types of corrections to the p-values that can be done to make sure that you don't accidently commit a Type I Error.
Next, we'll cover post-hoc analyses that find a critical value for the differences between each pair of means.

Reference 

Dunn, H. L. (1961). High-level wellness: A collection of twenty-nine short talks on different aspect os the them "High Level
Wellness for Man and Society". Arlington, VA: Beatty.

Contributors and Attributions 
Danielle Navarro (University of New South Wales)

Dr. MO (Taft College)

This page titled 11.5: Introduction to Pairwise Comparisons is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated
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11.5.1: Pairwise Comparison Post Hoc Tests for Critical Values of Mean Differences
As just discussed , a post hoc test is used only after we find a statistically significant (reject the null hypothesis) result and need to
determine where our differences truly came from. This implies that when the null hypothesis is retained, you do not need to
conduct pairwise comparisons; if there's no differences between the means, why would you look for where a mean difference is?
The term “post hoc” comes from the Latin for “after the event”.

Mean Differences 
The next set of post-hoc analyses compare the difference between each pair of means, then compares that to a critical value. Let's
start by determining the mean differences. Table  shows the mean test scores for the three IV levels in our job applicant
scenario.

Table - Average Test Scores by Job Applicant Degree

IV Levels Average Test Score ( )

No Degree 43.7

Related Degree 84.3

Unrelated Degree 63.2

Using the average test scores for each level of the IV (Degree), we could find the difference between each pair of means:

We could avoid negative answers if we always put the bigger number first, but Dr. MO likes to follow the order from the research
hypotheses. As with all critical values, we use the absolute value of the calculated statistic anyway, so the big issue is to remember
is to make sure that you subtract each mean from each other mean.

That’s it on mean differences, let’s now learn about some ways to calculate a critical value to compare these mean differences to; as
always:

 Reject null  means are different 

 Retain null  means are similar 

Pairwise Comparisons 

For this type of post-hoc analysis, you compare each of these mean differences (that you just calculated by subtracting one mean
from another mean) to a critical value. What should you do if the calculated mean difference is further from zero (bigger) than the
critical value? Yep, you reject the null hypothesis and say that those two means are different from each other! Sound familiar? It’s
just like when using a critical z, critical t, or critical F.

As with converting the raw p-values, the critical mean difference can be computed in different ways. Tukey’s Honestly Significant
Difference will be discussed here, but just know that there are other types of pairwise comparison tests that statistical software can
complete with ease.

Pairwise Comparison Steps: 
1. Compute a mean difference for each pair of variables.
2. Find the critical mean difference.
3. Compare each calculated mean difference to the critical mean.
4. Decide whether to retain or reject the null hypothesis for that pair of means.

Tukey's HSD (Honestly Significant Difference) 

11.5.1.1

11.5.1.1

X
¯ ¯¯̄

− = 43.7– 84.3 = −40.6X
¯ ¯¯̄

N X
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N X¯ ¯¯̄
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Critical< |Calculated| = = = p< .05

Critical> |Calculated| = = = p> .05
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Tukey’s HSD corrects for the alpha inflation caused by doing a bunch of statistical tests by correcting for the probability of a Type I
error so that all the pairwise comparisons combined is p<.05, sorta like the Bonferroni that we just discussed. Tukey’s makes it so
that each individual pairwise comparison has a much smaller p-value.

Formula: 

There are a couple things to know about this formula. First, the q is found in yet another table. You probably won’t need this too
much because statistical software tells you which means are different from which other means, but you can find a table of q-values
at this Real-Statistics.com webpage: https://www.real-statistics.com/statistics-tables/studentized-range-q-table/; make sure that you
use the Alpha = 0.05 set of tables!

To find the q-value in the table, you find the column with the total number of groups in the analysis (k) on the top, then find the
Degrees of Freedom for the denominator ( ) on the side. Remember, there are different tables for the different alpha levels so
don’t just use the first table.

What would the critical value (Tukey’s HSD) be for our job applicant scenario?

Solution

Let’s first find the q-value. We know that we have 3 groups (k = 3), and 30 participants. The  is calculated as N – k, so
that’s 30 – 3 = 27. According to the Alpha = 0.05 table at the table of q-values, q = 3.506. 
Now we can use the q-value we just found and information from the ANOVA Summary Table to complete this formula: 

 

 

 

 

Okay, but what do we do with this number? Tukey’s HSD is a critical value, so if any of your mean differences are bigger than this
critical value of 3.82, then the null hypothesis is rejected and that set of means is statistically significantly different from each other.
If the critical value (Tukey’s HSD that you just calculated) is bigger than any of the differences between the means, then you retain
the null hypothesis and say that they are not different enough to think that they are from different populations.

 Reject null  means are different 

 Retain null  means are similar 

Let’s look at that in Table .

Table - Interpreting Pairwise Comparison Results

HSD = q ∗
MSw

ngroup

− −−−−

√

dfW

 Example 11.5.1.1

dfW

HSD = q ∗( )
MSw

ngroup

− −−−−

√

HSD = 3.506 ∗( )
111.85

10

− −−−−−
√

HSD = 3.506 ∗ ( )11.185
− −−−−

√

HSD = 3.506 ∗ (3.34)

HSD = 11.73

Critical< |Calculated| = = = p< .05

Critical> |Calculated| = = = p> .05

11.5.1.2

11.5.1.2
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Means Compared Mean Difference

Is Tukey’s HSD of 11.73
Smaller than the Absolute
Value of the Mean
Difference?

Reject or Retain the Null
Hypothesis?

Are the Means Similar or
Different?Means Compared Mean Difference

Is Tukey’s HSD of 11.73
Smaller than the Absolute
Value of the Mean
Difference?

Reject or Retain the Null
Hypothesis?

Are the Means Similar or
Different?

-40.6 Yes Reject the null hypothesis. These two means are
different from each other.

-19.5 Yes Reject the null hypothesis. These two means are
different from each other.

21.1 Yes Reject the null hypothesis. These two means are
different from each other.

But what does it mean? 

To complete this analysis of the job applicant scenario, we need to go back to the research hypothesis. We had said that the
applicants with No Degree will have a lower average test score than those with a Related Degree, but those with No Degree will
have a similar average test score to those with an Unrelated degree. The average test score for those with a Related Degree will also
have a higher average test score compared to those with an Unrelated Degree. In symbols, this looks like:

Now, let’s look at our mean differences. All of them were statistically significantly different, which means that our research
hypothesis was partially supported.

RH1:  = Supported; those without a degree scored statistically significantly lower than those with a related degree.
RH2:  = Not supported; the research hypothesis was that the group without a degree would have average test scores
that were similar to the group with an unrelated degree, but those with an unrelated degree actually scored higher than those
with no degree.
RH3:  = Supported; those with a related degree did score higher than those with an unrelated degree.

And that leads us to our final write-up!

Write-Up 

Write up a conclusion to the job applicant scenario.

Answer

Look at your conclusion. Did you include the four components that should be in all write-ups?

The statistical test is preceded by the descriptive statistics (means).
The description tells you what the research hypothesis being tested is.
A "statistical sentence" showing the results is included.
The results are interpreted in relation to the research hypothesis.

Look at Dr. MO’s conclusion.

The research hypothesis that the applicants with No Degree will have a lower average test
score than those with a Related Degree, but will have a similar average test score to those
with an unrelated degree, and that the average test score for those with a Related Degree
will also have a higher average test score compared to those with an Unrelated Degree
was partially supported (F(2,27) = 36.86, p < 0.05. Those with a Related Degree (M =

− = 43.7–84.3X¯ ¯¯̄
N X¯ ¯¯̄

R

− = 43.7–63.2X
¯ ¯¯̄

N X
¯ ¯¯̄

U

− = 84.3–63.2X
¯ ¯¯̄

R X
¯ ¯¯̄

U

<X
¯ ¯¯̄
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¯ ¯¯̄
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=X
¯ ¯¯̄

N X
¯ ¯¯̄
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>X¯ ¯¯̄
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<X¯ ¯¯̄
N X¯ ¯¯̄
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=X¯ ¯¯̄
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84.3) did score higher than both those with an Unrelated Degree (M = 63.2) and those
with No Degree (M = 43.7). However, it was hypothesized that those with an Unrelated
Degree would have similar average test scores than those with No Degree, when those
with an Unrelated Degree actually scored significantly higher than those with No Degree.

Did Dr. MO include the four components that should be in all write-ups?

Make sure to include the statistical sentence for the ANOVA with both Degrees of Freedom (with the smaller one from the
numerator first), but you don’t have to include all of that information for each pairwise comparison of the mean differences.

Summary 
There are many more post hoc tests than just the ones discussed here, and they all approach the task in different ways, with some
being more conservative and others being more powerful. In general, though, they will give highly similar answers. What is
important here is to be able to interpret a post hoc analysis.

So, that’s it! You’ve learned a Between Groups ANOVA and pairwise comparisons to test the null hypothesis! Let’s try one full
example next!

This page titled 11.5.1: Pairwise Comparison Post Hoc Tests for Critical Values of Mean Differences is shared under a CC BY-NC-SA 4.0 license
and was authored, remixed, and/or curated by Michelle Oja.

11.8: Post Hoc Tests by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.

 Note
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11.6: Practice on Mindset Data
Okay, here’s your time to practice the whole process of a Between Groups ANOVA, including each Sum of Squares formula and
the pairwise comparisons!

Scenario 
Dr. MO helped student researchers try to improve the mindset of their fellow community college students (If you need a refresher,
check out the Growth Mindset section, or search online for “growth mindset”). Three different professors (all women) tried three
different interventions (shown below) to see if they could improve mindset by the end of the semester. The three intervention levels
were:

No Intervention: This was the comparison control group. It was a behavioral statistics course (like you are taking right now!).
The instructor had students complete the Mindset Quiz as part of class related to surveys and data collection, but the professor
never explained what Growth Mindset was or how it helps students succeed. No class activities or assignments were related to
Growth Mindset.
Minimal Intervention: This was an Early Childhood Education class that explained what Growth Mindset was, and how it could
help both the students themselves, and the children that they would be taking care of or teaching. The course had a few
assignments and class activities related to Growth Mindset.
Super Intervention: This was a History course. This professor explained Growth Mindset and how it could help them succeed,
as well as weekly readings, discussions, and activities related to Growth Mindset.

Students who enrolled in these courses were participants in one of the three different interventions, and filled out the Mindset Quiz
at the end of the semester. Mindset Quiz scores can range from 20 to 60, with higher scores showing that the student has more
Growth Mindset (and less Fixed Mindset). At the end of the semester, 10 students in each course completed the Mindset Quiz and
had attended most classes throughout the semester to experience any activities related to mindset (N = 30).

After reading the scenario, can you describe the sample, population, IV, and DV?

Answer the following questions to understand the variables and groups that we are working with.

1. Who is the sample?
2. Who do might be the population?
3. What is the IV (groups being compared)?
4. What is the DV (quantitative variable being measured)?

Answer
1. 30 community college students.
2. Community college students? Community college students with women professors?
3. Intervention levels: None, Minimal, Super
4. Mindset Quiz

Step 1: State the Hypotheses 

Using the following the research question and the descriptive statistics in Table , what could be the research hypothesis?

Research Question: The student researchers were interested to know if Growth Mindset could be taught, and how much
time the instructor needed to devote to these intervention activities to improve growth mindset.

Table - Descriptive Statistics for each IV level and the Total

N: Mean: SD: Median:

No Intervention 10 42.70 8.18 43.00

Minimal Intervention 10 44.40 5.87 43.00

Super Intervention 10 51.10 4.93 50.50

 Exercise 11.6.1
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N: Mean: SD: Median:

Total 30 46.07 7.25 48.00

You are encourages to use the raw data found in Table  in Example  to practice calculating the means, standard
deviations, and medians yourself!

What's your research hypothesis? Remember, the research hypothesis should predict how all levels of the IV related to all other
levels of the IV.

What is a research hypothesis in words and symbols?

Answer
Research Hypothesis: Students in the No Intervention group average score will be lower on the Mindset Quiz than both
students in the Minimal Intervention Group and the Super Intervention group. Similarly, students in the Minimal
Intervention group average score will be lower than students in the Super Intervention group.
Symbols:

Your research hypothesis might be slightly different than this one. Just make sure that at least one mean is predicted to be
different than one other mean.

What is the null hypothesis with this scenario?

State the null hypothesis in words and symbols.

Answer
Null Hypothesis: Students in the No Intervention group will have a similar average score on the Mindset Quiz as both
students in the Minimal Intervention Group and the Super Intervention group. Similarly, students in the Minimal
Intervention group will have a similar average score as students in the Super Intervention group.
Symbols:

Step 2: Find the Critical Values 
This step might be easier after you’ve completed the ANOVA Summary Table because you will have the Degrees of Freedom for
both groups, but let’s try it now.

Using the Critical Values of F Table by going to the page or finding the link in the Common Critical Values page at the end of
the textbook, what is the critical value at  = 0.05 with three groups and a total of 30 people?

Answer

 Note

11.6.2 11.6.2
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Critical F(2,27)=3.35

The first Degree of Freedom (2), for the numerator (df ) is found through: k–1, with k being the number of groups.

The second Degree of Freedom (27), for the denominator (df ) is found through . A common mistake is
to use the Degrees of Freedom of the numerator instead of the number of groups..

Step 3: Compute the Test Statistic 
If you will never have to calculate the Sums of Squares by hand, skip this part and just fill in the ANOVA Summary Table (Table 

) at the end of this section. If you are practicing the Sums of Squares, each Sum of Square will have it’s own Example. Heads
up, to do all of these can take about an hour!

Let’s go!

Calculate the Between Groups Sums of Squares.

Solution

The  means that you do everything following that for each intervention level, then add them all together. Let’s start
with what’s inside the brackets for the No Intervention group.

 is asking for the mean of the group that we're looking at, so the No Intervention group right now.  is asking for the
total mean, the mean for all 30 scores. Both of these means were provided in Table . The number of scores in the group
that we're looking at right now is what  is asking.

So let's plug those all in!

The mean of the group minus the mean of the sample should be negative, but that negative sign goes away when we square it:

And let’s do that process two more times, once for the Minimal Intervention Group and once for the Super Intervention group,
and then we’ll add those three numbers together to get the SS .

B

W N– k(30– 3 = 27)

11.6.4

 Example 11.6.1

S = [ ∗ ( )]SB ∑
EachGroup

( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

∑EachGroup

∑EachGroup

S = [ ∗ ( )]SB ∑
EachGroup

( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

No Intervention = [ ∗ ( )]( − )X¯ ¯¯̄
group X¯ ¯¯̄

T

2
ngroup

X
¯ ¯¯̄

group X
¯ ¯¯̄

T

11.6.1
ngroup

No Intervention = [ ∗ (10)](42.70 −46.07)2

No Intervention = [ ∗ (10)](−3.37)
2

No Intervention = [(11.36) ∗ (10)]

No Intervention = [113.60]

B

Minimal Intervention = [ ∗ ( )]( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

Minimal Intervention = [ ∗ (10)](44.40 −46.07)2

Minimal Intervention = [ ∗ (10)](−1.67)2
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Why don’t you try to do it on your own for the Super Intervention group?

Next step, add them all together! It’s easy to forget this step, but the Sum of Squares ends up to be one number, so when you
get lost or forget the next step, look back at the full formula:

You did it! Only two more Sums of Squares to go!

Calculate the Within (Error) Sum of Squares.

Solution

As before, complete the calculations in the brackets first for each group, then add them all together. To complete the
calculations in the brackets, it's easiest to use a table with all of the values since you subtract the mean of the group that you're
working with from each score. Do you remember doing this with standard deviations?

Table  shows the group mean subtracted from each score in the column to the right of the raw scores, then that is squared
in the column to the next right. The squared values are then summed for each group.

Table - Group Mean Subtracted from Each Score, Squared, then Summed

No
Intervention

minus group
mean

squared Minimal
Intervention

minus group
mean

squared Super
Intervention

minus group
mean

squared

30 -12.70 161.29 37 -7.40 54.76 43 -8.10 65.61

35 -7.70 59.29 38 -6.40 40.96 45 -6.10 37.21

36 -6.70 44.89 39 -5.40 29.16 48 -3.10 9.61

36 -6.70 44.89 42 -2.40 5.76 50 -1.10 1.21

43 0.30 0.09 42 -2.40 5.76 50 -1.10 1.21

43 0.30 0.09 44 -0.40 0.16 51 -0.10 0.01

49 6.30 39.69 48 3.60 12.96 54 2.90 8.41

49 6.30 39.69 48 3.60 12.96 56 4.90 24.01

53 10.30 106.09 53 8.60 73.96 56 4.90 24.01

53 10.30 106.09 53 8.60 73.96 58 6.90 47.61

 Sum: 602.10  Sum: 310.40  Sum: 218.90

Minimal Intervention = [(2.79) ∗ (10)]

Minimal Intervention = [27.90]

Super Intervention = [ ∗ ( )]( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

Super Intervention = [253.10]

S = [ ∗ ( )]SB ∑
EachGroup

( − )X¯ ¯¯̄
group X¯ ¯¯̄

T

2
ngroup

S = = [113.60 +27.90 +253.10]SB ∑
EachGroup

S = 394.60SB

 Example 11.6.2
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ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

No
Intervention

minus group
mean

squared Minimal
Intervention

minus group
mean

squared Super
Intervention

minus group
mean

squared

 = 42.7 N/A N/A  = 44.4 N/A N/A  = 51.1 N/A N/A

Now that we have the sum of each squared score of the subtraction, we can finish the formula:

And, on to the final Sum of Squares!

Calculate the Total Sum of Squares.

Solution

This formula is also saying to subtract a mean from each score, but this time we should be subtracting the Total mean (  =
46.07, found in Table ). This is again easiest to compute in a table.

Table  shows the Total mean subtracted from each score in the column to the right of the raw scores, then that is squared
in the column to the next right. The squared values are then summed for all of the scores.

Table - Total Mean Subtracted from Each Score, Squared, then Summed

IV Levels Mindset Quiz Scores minus Total mean squared

No Intervention 30 -16.07 258.24

No Intervention 35 -11.07 122.54

No Intervention 36 -10.07 101.40

No Intervention 36 -10.07 101.40

No Intervention 43 -3.07 9.42

No Intervention 43 -3.07 9.42

No Intervention 49 2.93 8.58

No Intervention 49 2.93 8.58

No Intervention 53 6.93 48.02

No Intervention 53 6.93 48.02

Minimal Intervention 37 -9.07 82.26

Minimal Intervention 38 -8.07 65.12

Minimal Intervention 39 -7.07 49.98

Minimal Intervention 42 -4.07 16.56

Minimal Intervention 42 -4.07 16.56

Minimal Intervention 44 -2.07 4.28

Minimal Intervention 48 1.93 3.72

X
¯ ¯¯̄

N X
¯ ¯¯̄

M X
¯ ¯¯̄

S

S = [∑( )]SW ∑
EachGroup

(X− )X
¯ ¯¯̄

group

2

S = = [602.10 +310.40 +218.90]SW ∑
EachGroup

S = 1131.40SW
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ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

IV Levels Mindset Quiz Scores minus Total mean squared

Minimal Intervention 48 1.93 3.72

Minimal Intervention 53 6.93 48.02

Minimal Intervention 53 6.93 48.02

Super Intervention 43 -3.07 9.42

Super Intervention 45 -1.07 1.14

Super Intervention 48 1.93 3.72

Super Intervention 50 3.93 15.44

Super Intervention 50 3.93 15.44

Super Intervention 51 4.93 24.30

Super Intervention 54 7.93 62.88

Super Intervention 56 9.93 98.60

Super Intervention 56 9.93 98.60

Super Intervention 58 11.93 142.32

N/A

Yay! You finished the Sum of Squares! But before we move on, let’s do the computation check to see if we did the Sums of
Squares correctly: 

Let’s check:

This is close to our SS  of 1525.87, so Dr. MO checked to make sure all of the calculations were done correctly with both a
calculator and with Excel; it appears that this slight discrepancy is due to rounding differences.

But we’re not done yet! Now, plug those three Sums of Squares into the ANOVA Summary Table (Table ) so that you can
fill out the rest of the table to calculate the final ANOVA F-value.

Table - ANOVA Summary Table with SS only

Source

Between 394.60    

Within 1131.40    

Total 1525.87    

Fill out the rest of the ANOVA Summary Table.

Solution

Table - ANOVA Summary Table with Formulas

Source

Between 394.60

Within 1131.40 leave blank

σ σ = 1525.87

S =∑[ ] = 1525.87ST (X− )X
¯ ¯¯̄

T

2

S = S +SST SB SW

S = S +S = 394.40 +1131.40 = 1526.00ST SB SW

T

11.6.4

11.6.4

SS df MS F

 Example 11.6.4

11.6.5

SS df MS F

k− 1 = 3–1 = 2 = = 197.30
SSB
dfB

394.60
2 = = 4.71

MSB
MSW

197.30
41.90

N − k = 30–3 = 27 = = 41.90
SSW

dfW

1131.40
27
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Source

Total 1525.87 leave blank leave blank

If you do a computation check (which you should) of the degrees of freedom, you find that:

Since we did that part correctly, we can move on to the next step of the process.

Step 4: Make the Decision 
Based on the completed ANOVA Summary Table (Table ), our calculated F-score is 4.71. If you remember all the way back
to Step 2, we found our critical F-score to be 3.35.

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

Since our critical value is smaller than our calculated value, we reject the null hypothesis that all of the means are similar, which
means that at least one mean is different from at least one other mean. That’s not specific enough to evaluate whether our research
hypothesis is correct or not, so on to pairwise comparisons!

Pairwise Comparisons 

Let’s start with finding the differences between each pair of means.

What are the mean differences for each pair of means?

Solution

Great! Now, let’s compute Tukey’s HSD to see if any of these mean differences are big enough to say that they are statistically
significantly different.

Using the q-value for our degrees of freedom from the Alpha = 0.05 table from Real-Statistics.com’s q table, compute Tukey’s
HSD. If you will never have to calculate a post-hoc analysis by hand, skip this part and use the calculated Tukey’s HSD to
make your decisions and write-up the conclusion.

Solution

From the critical q table, we find that for our study with 3 groups and the degrees of freedom for the denominator (df  = 27),
the correct q-score to plug into the formula is 3.506. The other information is in the completed ANOVA Summary Table (Table

).

SS df MS F

N − 1 = 30–1 = 29

d = d +d = 2 +27 = 29fT fB fW

11.6.5

< = = = p < .05

> = = = p > .05

 Example 11.6.5
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Now what?

Well, you have a critical value (Tukey’s HSD) and some mean differences, let’s compare them!

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

Using the Tukey’s HSD of 7.18, which means are statistically significantly different from each other?

Solution

Our pairwise comparison critical value is 7.18. Of the absolute value of the mean differences, that means that the Super
Intervention was statistically significantly higher than the No Intervention group’s average score on the Mindset Quiz, but none
of the other pairs of means were significantly different.

How does this relate to the research hypothesis?

: This was NOT supported. Although the mean of the Minimal Intervention group was larger than the group with
No Intervention, it was not significantly larger (because the critical value of Tukey’s HSD of 7.18 was bigger than the absolute
value of the mean difference between these two groups of -1.7)

: This was supported.
: This was NOT supported. The means were not different enough to reject the null hypothesis that the means are

from different populations, so we conclude that the Minimal Intervention group had similar Mindset Quiz scores as the Super
Intervention group.

This means that our research hypothesis was partially supported.

Write-Up 

Okay, here’s the big finish!

Write a conclusion to describe the results of the analysis. Don’t forget to include the four components necessary in any report
of results.

Answer

The researchers hypothesized that students in the No Intervention group will score lower on average on the Mindset Quiz
than both students in the Minimal Intervention Group and the Super Intervention group. Similarly, students in the Minimal
Intervention group will score lower on average than students in the Super Intervention group.

This research hypothesis was partially supported (F(2,27) = 4.71, p < 0.05). The Super Intervention group’s average
Mindset Quiz score (M = 51.10) was higher than the No Intervention group (M = 42.70), but the the Minimal Intervention
group’s (M = 44.40) average Mindset Quiz scores were not statistically significantly different than either the Super
Intervention group or the No Intervention group.

Did Dr. MO’s write-up include all of the components?

HSD = 3.506 ∗ 2.05

HSD = 7.18 

< = = = p < .05

> = = = p > .05

 Example 11.6.7
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You did it! Take a break and reward yourself!

Next up, we’ll look at what to do if you don’t think that your distribution is normally distributed when you have three or more
groups…

This page titled 11.6: Practice on Mindset Data is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.
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11.7: On the Relationship Between ANOVA and the Student t Test
There’s one last thing before moving on to non-parametric alternatives to ANOVA. It’s something that a lot of students ask about,
and many people find the answer surprising, but it’s worth knowing about: an ANOVA with two groups is identical to the Student
t-test. No, really. It’s not just that they are similar, but they are actually equivalent in every meaningful way.

You are encouraged to try this yourself! Iif you do conduct an independent samples t-test and a BG ANOVA on the same data, you
will get different calculated answers but statistical software will show you that that the actual p-value is identical. What's more, if
you square the calculated t-score, you should get pretty close to the calculated F-value! Math is so weird.

Dr. MO has been tempted to turn to ANOVAs because it takes into account within-group variation, but it turns out, mathematically,
it doesn't matter! When you only have two groups, use whichever analysis you prefer!

Contributors and Attributions 
Danielle Navarro (University of New South Wales)

Dr. MO (Taft College)

This page titled 11.7: On the Relationship Between ANOVA and the Student t Test is shared under a CC BY-SA 4.0 license and was authored,
remixed, and/or curated by Michelle Oja.
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11.8: Non-Parametric Analysis Between Multiple Groups
When you have ranked data, or you think that the distribution is not normally distributed, then you use a non-parametric analysis.
When you have three or more independent groups, the Kruskal-Wallis test is the one to use! The test statistic letter for the Kruskal-
Wallis is , like the test statistic letter for a Student t-test is  and ANOVAs is F.

More on When to Use the Kruskal-Wallis: 
Some people have the attitude that unless you have a large sample size and can clearly demonstrate that your data are normal, you
should routinely use Kruskal–Wallis; they think it is dangerous to use a Between Groups ANOVA, which assumes normality, when
you don't know for sure that your data are normal. However, a Between Groups ANOVA is generally robust (not very sensitive not
meeting its assumptions, like deviations from normality). Dr. McDonald has done simulations with a variety of non-normal
distributions, including flat, highly peaked, highly skewed, and bimodal, and the proportion of false positives is always around 
or a little lower, just as it should be. For this reason, he doesn't recommend the Kruskal-Wallis test as an alternative to a Between
Groups ANOVAs. However, because many people use the Kruskal-Wallis, you should be familiar with it even if Dr. McDonald
convince you that it's overused.

The Kruskal-Wallis test is a non-parametric test, which also means that it does not assume that the data come from a distribution
that can be completely described by two parameters, mean and standard deviation (the way a normal distribution can). Like most
non-parametric tests, you perform it on ranked data, so you convert the measurement observations to their ranks in the overall data
set: the smallest value gets a rank of , the next smallest gets a rank of , and so on. You lose information when you substitute
ranks for the original values, which can make this a somewhat less powerful test than a a Between Groups ANOVA; this is another
reason to prefer a a Between Groups ANOVA.

The other assumption of a Between Groups ANOVA is that the variation within the groups is equal (homoscedasticity). While
Kruskal-Wallis does not assume that the data are normal, it does assume that the different groups have the same distribution, and
groups with different standard deviations have different distributions. If your data are heteroscedastic, Kruskal–Wallis is no better
than a Between Groups ANOVA, and may be worse. Instead, you should use Welch's ANOVA for heteoscedastic data (which is not
discussed in this textbook).

The only time I recommend using Kruskal-Wallis is when your original data set actually consists of one nominal variable and one
ranked variable.

Hypotheses 

Research Hypotheses 

Like a Between Groups ANOVA, the Kruskal-Wallis will have three or more groups, so the research hypothesis will describe how
all of these groups relate by predicting their mean ranks.

Null Hypothesis 

The null hypothesis of the Kruskal–Wallis test is that the mean ranks of the groups are the same.

Critical Value
 is approximately chi-square distributed. We have not discussed chi-square, but we will! The critical values of chi-square table

can be found on a future page or through the Common Critical Values page at the end of this textbook. The degrees of freedom is
the number of groups minus 1 (k-1).

Compute the Test Statistic
Here are some data on Wright's  (a measure of the amount of geographic variation in a genetic polymorphism) in two
populations of the American oyster, Crassostrea virginica. McDonald et al. (1996) collected data on  for six anonymous DNA
polymorphisms (variation in random bits of DNA of no known function) and compared the  values of the six DNA
polymorphisms to  values on  proteins from Buroker (1983). The biological question was whether protein polymorphisms
would have generally lower or higher  values than anonymous DNA polymorphisms. McDonald et al. (1996) knew that the
theoretical distribution of  for two populations is highly skewed, so they analyzed the data with a Kruskal–Wallis test.
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When working with a measurement variable, the Kruskal–Wallis test starts by substituting the rank in the overall data set for each
measurement value. The smallest value gets a rank of , the second-smallest gets a rank of , etc. Tied observations get average
ranks; in this data set, the two  values of  are tied for second and third, so they get a rank of .

Table - Oyster Data and Ranks

gene class F Rank (DNA) Rank (Protein)

CVJ5 DNA -0.006 1  

CVB1 DNA -0.005 2.5  

6Pgd protein -0.005  2.5

Pgi protein -0.002  4

CVL3 DNA 0.003 5  

Est-3 protein 0.004  6

Lap-2 protein 0.006  7

Pgm-1 protein 0.015  8

Aat-2 protein 0.016  9.5

Adk-1 protein 0.016  9.5

Sdh protein 0.024  11

Acp-3 protein 0.041  12

Pgm-2 protein 0.044  13

Lap-1 protein 0.049  14

CVL1 DNA 0.053 15  

Mpi-2 protein 0.058  16

Ap-1 protein 0.066  17

CVJ6 DNA 0.095 18  

CVB2m DNA 0.116 19  

Est-1 protein 0.163  20

To use the following formula, there is one new notation: R . This is the sum of the ranks for that group. Otherwise, you've seen
all of this before!

You calculate the sum of the ranks for each group (R ), then the test statistic, . For the example data, You add the 6 ranks for
the first group ( ) and the 14 ranks for the second group ( ), then follow the rest of the formula to get to  =
0.04.

Make the Decision 

The Kruskall-Wallis uses the Table of Critical Values of Chi-Square, which can be found on a page in the Chi-Square chapter, or
you can find the link in the Common Tables of Critical Values page at the end of this textbook. To use this table, the Degrees of
Freedom for Kruskal-Wallis is k-1 ( ) in which k is the number of groups.

In our example above, we have two groups (protein or DNA), so the Degrees of Freedom would be 2 ( ).
The critical value for an probability of 0.05 for  = 5.991, so we would retain the null hypothesis and say that there is not a
difference in mean ranks for these two groups.

1 2

FST −0.005 2.5
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If you do find a significant difference in the ranks and you have more than two groups, you should run a Mann-Whitney U
(discussed previously in the chapter on independent samples t-test analysis) as a pairwise comparison of each pair of ranks.

Assumptions 

The Kruskal–Wallis test does NOT assume that the data are normally distributed; that is its big advantage. If you're using it to test
whether the medians are different, it does assume that the observations in each group come from populations with the same shape
of distribution, so if different groups have different shapes (one is skewed to the right and another is skewed to the left, for
example, or they have different variances), the Kruskal–Wallis test may give inaccurate results (Fagerland and Sandvik 2009). If
you're interested in any difference among the groups that would make the mean ranks be different, then the Kruskal–Wallis test
doesn't make any assumptions.

Heteroscedasticity is one way in which different groups can have different shaped distributions. If the distributions are
heteroscedastic, the Kruskal–Wallis test won't help you; instead, you should use Welch's t–test for two groups, or Welch's ANOVA
for more than two groups; both of these are beyond the scope of this textbook but many statistical software packages will run these
analyses.
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12.1: Introduction to Repeated Measures ANOVA
This chapter will introduce a new kind of ANOVA, so we'll know about two kinds of ANOVAs:

Between-Groups ANOVA: We collect the quantitative variable from each participant, who is only in one condition of the
qualitative variable.

This is what we’ve been doing.

Is this more like an independent t-test or a dependent t-test?

Solution

This is more like an independent t-test because the participants in the separate groups are unrelated to each other.

Within-Groups ANOVA: We collect the quantitative variable from each participant, who is in all conditions of the qualitative
variable.

Is this more like an independent t-test or a dependent t-test?

Answer

This is more like a dependent t-test because the participants are in all ofthe conditions, or are somehow linked with
participants in each of the different groups (levels of the IV).

RM ANOVAs are still ANOVAs, we’re still looking at the ratio of between groups variability to within groups variability. With
repeated measures, we just have more information. Our total variation is comprised of:

Within group variation which we can’t measure directly,
Individual differences, which we can measure indirectly, and
Between group differences, which we can measure directly.

Comparison of BG & WG ANOVA 
Data collection is different for the two

BG - each participant is only in one condition/group
RM- each participant will be in all conditions/groups

SAME hypotheses:
Research hypothesis: Mean difference in a specific direction
Null hypothesis: No mean differences between the groups

Formulas and computation is different for BG & WG
Both use an ANOVA Summary Table, but RM has an extra row for the within-participant source of variation

Partitioning Variation
Time to introduce a new name for an idea you learned about last chapter, it’s called partitioning the sums of squares. Sometimes an
obscure new name can be helpful for your understanding of what is going on. ANOVAs are all about partitioning the sums of
squares. We already did some partitioning in the last chapter. What do we mean by partitioning?

The act of partitioning, or splitting up, is the core idea of ANOVA. To use the house analogy. We want to split our total sums of
squares (SS Total) up into littler pieces. Before we partitioned SS Total using this formula:

 Example 12.1.1

 Exercise 12.1.1

S = S +SSTOTAL SBG Effect SWG Error
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Remember, the  was the variance we could attribute to the means of the different groups, and  was the
leftover variance that we couldn’t explain.  and  are the partitions of , they are the littler pieces that
combine to make the whole.

In the Between Groups ANOVA, we got to split  into two parts. What is most interesting about the Repeated Measures
ANOVA (sometimes known as Within-Groups ANOVA), is that we get to split  into three parts, there’s one more little
piece. Can you guess what the new partition is? Here is the new idea for partitioning  in a Repeated Measures ANOVA:

We’ve added  as the new idea in the formula. What’s the idea here? Well, because each participant was measured in
each condition (more than once), we have a new set of means. These are the means for each participant, collapsed across the
conditions. For example, if we had a study in which each participant was measured three time (Before, During, After), then
Participant 1 has a mean (an average of their three scores); Participant 2 has a mean (an average of their three scores); and so on.
We can now estimate the portion of the total variance that is explained by the means of these participants.

We just showed you a conceptual “formula” to split up  into three parts. All of these things have different names, though.
To clarify, we will confuse you just a little bit. Be prepared to be confused a little bit.

A Rose by Any Other Name 
First, the Repeated Measures ANOVA has different names. Sometimes it's called a Within-Groups ANOVA, and you could even
call it an ANOVA with Dependent Groups (although I've never actually seen anyone do that). The point is, these are all the same
analysis. "Repeated Measures" means that each participant is measured in each condition, like in our Before, During, and After
example above. This is pretty clear, and that's why I call this ANOVA the RM ANOVA. However, sometimes it's not the same
person in each condition, but three people who are related, or dependent upon each other. For example, let's say that we did a study
comparing families with three kids to see if birth order matters. Each family has three different kids, but the kids are definitely
related and dependent on each other. We would need an analysis that takes into account that inter-relatedness. I mean, we could use
a Between Groups ANOVA, but that information about how the three kids are treated similarly or affect each other would become
noise in a BG ANOVA and mask differences based on birth order.

You might notice that this is a design issue (how data is collected), not an analysis issue. That's why it doesn't really matter what it's
called, as long as we all agree on how to analyze this related data. If you're a psychology or sociology major, you'll probably take a
class called Research Methods which will talk about these design issues in detail.

Second, different statisticians use different words to describe parts of the ANOVA. This can be really confusing. For example, we
described the SS formula for a between subjects design like this:

To have something called "between groups" in the formula might make you think that you're conducting a Between Groups
ANOVA, when it's really just describing the partition comparing the different groups. We think this is very confusing for people.
Here "within groups" has a special meaning. It does not refer to a within-groups or repeated measures design.  refers to
the leftover variation within each group mean. Specifically, it is the variation between each group mean and each score in the
group. “AAGGH, you’ve just used the word between to describe within group variation!”. Yes! We feel your pain. Remember, for
each group mean, every score is probably off a little bit from the mean. So, the scores within each group have some variation. This
is the within group variation, and it is why the leftover error that we can’t explain is often called . It is error caused by
the variation within each group.

We’re getting there, but perhaps a picture will help to clear things up. Note that Figure  uses the outdated name for the
within-participant variation as "Subjects".

SSBG Effect SSwG Error

SSBG Effect SSWG Error SSTOTAL

SSTOTAL

SSTOTAL

SSTOTAL

S = S +S +SSTOTAL SBG Effect SParticipants SWG Error

SSParticipants

SSTOTAL

S = S +S +SSTOTAL SBG Effect SParticipants SWG Error

SSWG Error

SSWG Error
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Figure : Illustration showing how the total sums of squares are partitioned differently for a between versus repeated-
measures design. (CC-BY-SA Matthew J. C. Crump via Answering Questions with Data)

The figure lines up the partitioning of the Sums of Squares for both Between Groups ANOVA and Repeated Measures ANOVA
designs. In both designs,  is first split up into two pieces  and . At this point,
both ANOVAs are the same. In the repeated measures case we split the  into two more littler parts, which we
call  and .

So, when we earlier wrote the formula to split up SS in the repeated-measures design, we were kind of careless in defining what we
actually meant by , this was a little too vague:

The critical feature of the Repeated Measures ANOVA, is that the  that we will later use to compute the Mean Square in
the denominator for the -value, is smaller in a repeated measures design, compared to a between subjects design. This is because
the  is split into two parts,  and 

.

To make this more clear, Dr. Crump made another Figure :

12.1.1

SSTotal SSEffect (between-groups) SSError (within-groups)

SSError (within-groups)

SSSubjects (error variation about the subject mean) SSError (left-over variation we can't explain)

SSError

S = S +S +SSTOTAL SBG Effect SPartipants SWG Error

SSWG Error

F

SSError (within-groups) SSSubjects (error variation about the subject mean)

SSError (left-over variation we can't explain)
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Figure : Close-up showing that the Error term is split into two parts in the repeated measures design. (CC-BY-SA Matthew J.
C. Crump via Answering Questions with Data)

As we point out, the  in the green circle will be a smaller number than the . That’s because we
are able to subtract out the  part of the . As we will see shortly, this can have the effect of producing
larger F-values when using a repeated-measures design compared to a between-subjects design.

What does this new kind of variation look like in the ANOVA Summary Table? Let's look!
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Dr. MO (Taft College)

This page titled 12.1: Introduction to Repeated Measures ANOVA is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
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12.1.1: Things Worth Knowing About RM ANOVAs
Repeated Measures ANOVAs have some special properties that are worth knowing about. The main special property is that the
error term used to for the -value (the denominator of the calculated F ratio) will always be smaller than the error term
(denominator) in a Between Groups ANOVA. It is smaller because we subtract out the error associated with the participant
variability. This can have the consequence of generally making calculated -values in Repeated Measures ANOVAS larger than
calculated -values in Between Groups ANOVAs because when the number in the bottom is smaller, it will make the resulting
product a larger number.

Because big  values usually let us reject the idea that differences in our means are due to chance, the Repeated Measures ANOVA
becomes a more sensitive test of the differences (its -values are usually larger).

At the same time, there is a trade-off here. The Repeated Measures ANOVA uses different Degrees of Freedom, and these are
typically smaller for the Within-Groups/Error in a Repeated Measures formula. The -distributions for the Repeated Measures and
Between Groups ANOVAs are actually different -distributions, because they have different degrees of freedom.

If we generally get a bigger calculated score with Repeated Measures, but the bar is raised a little because the Degrees of Freedom
are smaller, which type of research design should you try to use? Well, the answer is actually not statistical.

First, some IVs cannot be repeated. You can't teach someone to swim, and then put them in a condition in which they are expected
to not know how to swim. In those cases, you must use a between groups design.

Second, with each additional condition (group), we have to get at least 30 more participants. This can get time-consuming and
expensive quickly. Since repeated measures designs are more cost-effective, and they take into account each participants' individual
tendencies, they are preferred.

The best of both worlds is to get the same amount of participants that we'd expect in a between groups design, but measure them
repeatedly. This increases our sample size without actually increasing our number of participants!

Contributors and Attributions
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College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.

Dr. MO (Taft College)

This page titled 12.1.1: Things Worth Knowing About RM ANOVAs is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.

F

F

F

F

F

F

F

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22122?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/12%3A_RM_ANOVA/12.01%3A_Introduction_to_Repeated_Measures_ANOVA/12.1.01%3A_Things_Worth_Knowing_About_RM_ANOVAs
http://cnx.org/contents/30189442-6998-4686-ac05-ed152b91b9de@18.114
http://www.linkedin.com/in/michelle-oja-ph-d-0a54b41
http://www.taftcollege.edu/
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/12%3A_RM_ANOVA/12.01%3A_Introduction_to_Repeated_Measures_ANOVA/12.1.01%3A_Things_Worth_Knowing_About_RM_ANOVAs
https://creativecommons.org/licenses/by-sa/4.0
https://www.facebook.com/DoctorOja/


12.2.1 https://stats.libretexts.org/@go/page/22123

12.2: ANOVA Summary Table
RM ANOVAs are still ANOVAs, we’re still looking at the ratio of between groups variability to within groups variability. With
repeated measures, we have even more information: How similar that person is to themselves!

RM ANOVA Summary Table 
Now that you are familiar with the concept of an ANOVA table (remember the ANOVA Summary Table from last chapter where
we reported all of the parts to calculate the -value?), we can take a look at the things we need to find out to make the ANOVA
table. Table  presents an empty Repeated Measures ANOVA Summary Table.

Table - RM ANOVA Summary Table

Source

Between Groups     

Participants     

Within Groups (Error)     

Total     

What is the biggest difference between the Repeated Measure ANOVA Summary Table and the Between Groups ANOVA
Summary Table (the one we talked about in the prior chapter)?

Answer

The biggest difference is that there's a whole new row! We now also are taking intou account how similar each person is to
themselves (each person's average response).

ANOVA Summary Table Formulas 

Since the Within-Groups variability cannot only be measured indirectly, there’s a wrinkle to completing the ANOVA Summary
Table. To figure out the Within Groups error you need to find it with subtraction: SS  = SS  – SS  – SS

Table  shows this in the Sum of Squares column, but the rest of the formulas are presented later. The formulas for Degrees of
Freedom, Mean Square, and the final calculated F-score are included. There are more cells that should be blank in this version of
the ANOVA Summary Table; these are labled "N/A" in the table.

Table - RM ANOVA Summary Table with Formulas for df, MS, and F

Source

Between Groups Formula elsewhere k-1

Participants Formula elsewhere P-1 N/A N/A

Within Groups (Error)  N/A

Total Formula elsewhere N-1 N/A N/A

Degrees of Freedom 
N = the number of scores (not the number of participants)
Participants df: The number of participants (subjects) minus 1 (S-1).

So, like in a dependent t-test, df is the number of participants minus 1 (not the number of numbers we have). But, confusingly, N is
the number of scores!

F

12.2.1

12.2.1

SS df MS F

 Exercise 12.2.1

WGerror tot b Ps

12.2.2

12.2.2

SS df MS F
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dfB
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S = S −SWG ST
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SSW
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Although we won’t be able to do a computation check for the Sums of Squares, we can make sure that Degrees of Freedom are
correct: 

Practicing the ANOVA Summary Table 

Let’s practice filling in the table if:

k (number of groups): 3
P (number of people): 15
N (number of scores): 45

If you are not provided the number of scores (N), you can figure it out by multiplying the number of groups (k) with the number of
people (P) since all people are in all groups.

The Sum of Squares for Between Groups, Participants, and the Total are also provided.

Table - Practice with RM ANOVA Summary Table

Source

Between Groups 4.42
Between Groups 

 = 2.21

 =  

 = 5.83

Participants 3.59 leave blank leave blank

Within Groups (Error)

 
 

 

 
 

Within Groups 

 

= 0.38

leave blank

Total 18.63 leave blank leave blank

Make sure to do the Computation Check to make sure that you didn’t make a mistake: Total=BG+P+WG

Degrees of Freedom for  should equal 44... (It does! We did it correctly!)

What you might have noticed is that we calculated the Sum of Squares for the Participants, but didn't seem to do anything with it.
But we actually did! We calculated the average variation of the Participants so that we can account for it in the total variation.
That's what we did when we subtracted Sum of Squares for the Particiapnts and the Between Groups from the Total, we were
saying that we know that there's a certain amount of variation within each participant, and we are taking it out of our total variation
so that our within groups variation (Error) is smaller so that we can see the variation between the groups easier.

Next Steps? 

What we we do next? We can compare this calculated F-value to the critical F-value foudn in the page from the chapter on Between
Groups ANOVAs (or look for the link in the Common Critical Value Tables at the back of this book) with the Degrees of Freedom
of the numerator (Between Groups MS) and denominator (Within Groups MS) to find the critical F at p = 0.05of 3.34.

Still:

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

So we would reject the null hypothesis, say that at least one mean is different from at least one other mean, and use post-hoc
analyses to find out which means differ.

But what we're going to do next is look at the new formula for Sum of Squares for Participants.

d = d +d +dfTotal fBG fP fWG

12.2.3

SS df MS F

k− 1 = 3 − 1 = 2
=

SS

df

4.42

2

Fcalc

MSBG

MSWG

=
2.21

0.38

P − 1 = 15 − 1 = 14

S = S −SWG ST

S − SSBG SP

= 18.63 − 4.42−

3.59 = 10.62

(k− 1) × (S − 1)

= (3 − 1) × (15 − 1)

= 2 × 14 = 28

=
SS

df

10.62

28

N − 1 = 45 − 1 = 44

BG+P +WG= 2 +14 +28

 Note

< = = = p < .05

> = = = p > .05
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12.2.1: Repeated Measures ANOVA Sum of Squares Formulas
In a Repeated Measures ANOVA, you don’t calculate the Within-Groups (Error) Sum of Squares from a formula. Instead, you
calculate the Within-Groups (Error) Sum of Squares by calculating the other Sums of Squares, then subtracting the Between
Groups SS and Participants SS from the Total Ss. Unfortunately, that means that there’s no computational check. ☹

But in better news, that also means that you already know two of the three Sum of Squares formulas! (Well, three of the four
formulas if you can the subtraction one…)

Sum of Squares Refresher 

Between Groups Sum of Squares 

1. Subtract
2. Square
3. Multiply
4. Sum

Within Groups Sum of Squares 

A refresher from a page ago!

1. Calculate
2. Subtract

Total Sum of Squares 

1. Subtract
2. Square
3. Sum

New Sum of Squares Formula: Participants 
The newest formula has similarities to the prior sums of squares:

In which  means that you sum all of the scores for that particular participant. For example, if you had the average album
sales for three participants (Ariana, Beyonce, and Carli) at three different times periods (pre-pandemic, pandemic, post-pandemic),
you would add up all of Ariana’s scores for all three time periods, square them, then divide by the number of time periods (3).
Then, do the same thing for the other participants. You can see how this is a mean for each individual person. The big sigma at the
beginning is tell you to add all of these individual participants’ averages together.

What is being subtracted from the sum of each participants’ average score is the basic sum of squares average for all of the scores.
You add up all of the scores, square them, then divide by the number of scores. Easy-peasy!

1. Individual participants:

1. Add
2. Square
3. Divide

2. Add all of the participants’ means together.

S = [ ∗ ( )]SB ∑
EachGroup

( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2

ngroup

S = S −S −SWG ST SBG SP

S =∑[ ]ST (X − )X¯ ¯¯̄
T

2

S = [∑ ]−SP

((∑ )XP )2

k

((∑X ))2

N

∑XP
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3. Subtract the sum of squares for every score:
1. Add
2. Square
3. Divide

We will practice this later on mindset data. For now, let’s just leave this here for now, and practice with the RM ANOVA Summary
Table without these pesky Sum of Squares formulas!

This page titled 12.2.1: Repeated Measures ANOVA Sum of Squares Formulas is shared under a not declared license and was authored, remixed,
and/or curated by Michelle Oja.
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12.3: Practice with RM ANOVA Summary Table
RLet's use a real scenario to practice with the Repeated Measures ANOVA Summary Table.

Scenario 
The data are taken from a recent study conducted by Behmer and Crump (a co-author of this chapter), at Brooklyn College
(Behmer & Crump, 2017).

Behmer and Crump (2017) were interested in how people perform sequences of actions. One question is whether people learn
individual parts of actions, or the whole larger pattern of a sequence of actions. We looked at these issues in a computer keyboard
typing task. One of our questions was whether we would replicate some well known findings about how people type words and
letters.

From prior work we knew that people type words way faster than than random letters, but if you made the random letters a little bit
more English-like, then people who can read English type those letter strings a little bit faster, but not as slow as random string.

In the study, 38 participants sat in front of a computer and typed five-letter strings one at a time. Sometimes the five letters made a
word (Normal condition: TRUCK), sometimes they were completely random (Random condition: JWYFG), and sometimes they
followed patterns like you find in English but were not actual words (Bigram condition: QUEND). What makes this repeated
measures is that each participant received each condition; some trials was a word, some trials were a random string of letters, and
some trials were a string a letters that looked like a word in English but was not a word. The order for each trial were randomly
assigned. We measured every single keystroke that participants made, and we'll look at the reaction times (how long it took for
participants to start typing the first letter in the string, in milliseconds).

Answer the following questions to understand the variables and groups that we are working with.

1. Who is the sample?
2. Who do might be the population?
3. What is the IV (groups being compared)?
4. What is the DV (quantitative variable being measured)?

Solution

1. The sample is 38 participants.
2. Maybe anyone who types on a keyboard? English-speaker typists? There's not much info in the scenario to determine a

specific population.
3. The IV is something like "word status" with the three levels being Normal (English word), Random (letter string), and

Bigram (English-like letter string).
4. Reaction time (how long it took for participants to start typig the first letter) in milliseconds.

Step 1: State the Hypotheses 
Based on the means from Table , we can see the means look different. What could be a directional research hypothesis?

Table - Descriptive Statistics for Reaction Time by Word Conditions

N: Mean: SD:

Normal (English word) 38 779.00 20.40

Bigram (English-like non-word) 38 869.00 24.60

Random (non-word) 38 1037.00 29.30

 Example 12.3.1
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Determine the research hypothesis in words and symbols. You can fill in the following underlined spot with the symbols for
greater than (>), less than (<), or equal signs. Just remember, at least one pair of means must be predicted to be different from
each other.

Symbols:

 _____ 
 _____ 
 _____ 

Answer

Based on the means, I might predict that the Normal condition will react fastest and will be significantly faster than the
Bigram condition and the Random condition. I also might hypothesis that the Bigram condition would have a significantly
shorter reaction time as the Random condition, as well.

Symbols:

 < 
 < 
 < 

Notice that we are predicting that the Normal words will have a smaller reaction time, meaning that they will respond faster
and the time to respond will be shorter.

What about the null hypothesis? What might that look like?

State the null hypothesis in words and symbols. .

Answer

The reaction time will be similar for the Normal condition, the Bigram condition, and the Random condition.

Step 2: Find the Critical Values 

Using the sample size information included in Table 1, you can now find the critical values from the Critical Values of F Table
found on this page in the chapter that first discussed ANOVAs, or find a list of critical value tables at the end of this textbook on
the Common Critical Value Tables page.

As shown on the bottom of the critical values page, the two Degrees of Freedom that you’ll use is still from the numerator
(Between Groups) and the denominator (Within Group or Error), but the denominator’s df is calculated slightly differently.

What is the critical value for this scenario?

Solution

The df for the numerator is still k-1; 3-1 = 2.

The df for the denominator is (k-1)*(P-1), which means that we need to figure out P-1 first. Since P stands for the number of
participants, that would be 38-1 = 37.

 Exercise 12.3.1
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 Example 12.3.2

(k−1) ∗ (P −1) = (3 −1) ∗ (38 −1) = 2 ∗ 37 = 74
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The critical value of F for 2 and 74 in the 0.05 row is 3.15.

Step 3: Compute the Test Statistic 
Using the Sum of Squares provide in the following ANOVA Summary Table (Table ) and the information from the scenario
about the sample size and number of conditions, fill in the ANOVA Summary Table to determine the calculated F-value.

Table - RM ANOVA Summary Table with Some Sums of Squares

Source

Between 1,424,914.00    

Participants 2,452,611.90   

Error     

Total 4,101,175.30    

Complete the ANOVA Summary Table in Table  to determine the calculated F-score.

Solution

Table - RM ANOVA Summary Table with Formulas

Source

Between 1,424,914.00

Participants 2,452,611.90 leave blank leave blank

Error leave blank

Total 4,101,175.30 leave blank leave blank

So the ANOVA Summary Table should end up looking like Table :

Table - Completed RM ANOVA Summary Table

Source

Between 1,424,914.00 2 712,457.00 235.73

Participants 2,452,611.90 37   

Error 223,649.40 74 3,022.29  

Total 4,101,175.30 113   

Step 4: Make the Decision 
We have the critical value (3.15) and the calculated value (235.73), so we can now make the decision just like we’ve been doing.

Table - Rejecting or Retaining the Null Hypothesis

REJECT THE NULL HYPOTHESIS RETAIN THE NULL HYPOTHESIS

Small p-values
(p<.05)

Large p-values
(p>.05)

A small p-value means a small probability that all of the means are
similar.
Suggesting that at least one of the means is different from at least one
other mean…

A large p-value means a large probability that all of the means are
similar.

12.3.2

12.3.2

SS df MS F

 Example 12.3.3

12.3.2

12.3.3

SS df MS F

k–1 = 3 − 1 = 2 = = 712457
SSB
dfB

1424914
2

= = 235.73
MSB
MSE

712457
3022.29

P − 1 = 38–1 = 37

S = S –SS −BG–SS −Ps = 4101175.30–1424914–2452611.90 = 223,649.40SWG STotal (k− 1) × (P − 1) = 2 × 37 = 74= = 3022.29
SSE
dfE

223649.40
74

N − 1 = 113

(N = k×P)

12.3.4

12.3.4

SS df MS F

12.3.5

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22125?pdf


12.3.4 https://stats.libretexts.org/@go/page/22125

REJECT THE NULL HYPOTHESIS RETAIN THE NULL HYPOTHESIS

We conclude that: At least one mean is different from one other mean.
At least one group is not from the same population as the other groups.

We conclude that: The means for all of the groups are similar.
All of the groups are from the same population.

The calculated F is further from zero (more extreme) than the critical F.
In other words, the calculated F is bigger than the critical F.
(Draw the standard normal curve and mark the calculated F and the
critical F to help visualize this.)

The calculated F is closer to zero (less extreme) than the critical F. In
other words, the calculated F is smaller than the critical F.
(Draw the standard normal curve and mark the calculated F and the
critical F to help visualize this.)

Reject the null hypothesis (which says that all of the means are similar). Retain (or fail to reject) the null hypothesis (which says that the all of
the means are similar).

Support the Research Hypothesis? MAYBE.
Look at the actual means:

Support the Research Hypothesis if the means are in the directions
that were hypothesized.

The mean of the group that you said would be bigger, really is
bigger;
The mean of the group that you said would be smaller really is
smaller;
The means of the groups that you said would be similar are
actually similar.

Partial support of the Research Hypothesis if some of the means are
in the directions that were hypothesized, but some aren’t.
Do not support the Research Hypothesis if none of the means are in
the direction that were hypothesized.

Do not support the Research Hypothesis (because all of the means are
similar).

Statistical sentence: F(df) = F-calc, p<.05 (fill in the df and the
calculated F)

Statistical sentence: F(df) = F-calc, p>.05 (fill in the df and the
calculated F)

Here’s another way to show the info in Table :

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

Should we retain or reject the null hypothesis? Does this mean that we’re saying that all of the means are similar, or that at
least one mean different?

Answer

Because the calculated F-score of 235.73 is so much bigger than the critical value of 3.15, we reject the null hypothesis and
say that at least one mean is different from at least one other mean.

Before we can write-up the results for this analysis, we need to determine if the mean differences are in the hypothesized direction.
Behmer and Crump (2017) provided the following t-test results that tested whether pairs of means are different:

Normal versus Bigram: t(37) = -10.61, p < 0.001
Normal versus Random: t(37) = -15.78, p < 0.001
Bigram versus Random: t(37) = 13.49, p < 0.001

What is one problem with using t-tests to check for multiple sets of mean differences in post-hoc analyses?

Answer

12.3.5

< = = = p < .05

> = = = p > .05

 Exercise 12.3.3

 Exercise 12.3.4
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Alpha inflation; each t-test has a 5% of committing a Type I Error (rejecting the null hypothesis when there really is no
difference between the sample’s means in the population).

What did we learn about in the Between Groups ANOVA chapter to use instead to check for multiple sets of mean differences
in post-hoc analyses?

Answer

A variety of post-hoc analyses that reduced the chance of a Type I Error in each pairwise comparison so that the total
chance of a Type I Error was still 5%.

Write-up 

Okay, we now have all we need to complete a conclusion that reports the results while including all of the required components:

The statistical test is preceded by the descriptive statistics (means).
The description tells you what the research hypothesis being tested is.
A "statistical sentence" showing the results is included.
The results are interpreted in relation to the research hypothesis.

What could the conclusion look like for this scenario?

Answer

The research hypothesis was that the Normal condition would have the fastest reaction time  compared to
the Bigram and the Random  conditions, and the Bigram condition would also have a
faster reaction time than the Random condition. This research hypothesis was fully supported (F(2,37)=235.73, p<0.05).

That's it! Let’s try one more example; this time, we’ll calculate the Sum of Squares and the pairwise comparison.

This page titled 12.3: Practice with RM ANOVA Summary Table is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.

8.5: Real Data by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source: https://www.crumplab.com/statistics/.

 Exercise 12.3.5

 Exercise 12.3.6
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12.3.1: Practice with Mindset
Okay, here’s your time to practice the whole process of a Repeated Measures ANOVA, including each Sum of Squares formula!

Scenario 
In another study by student researchers at a community college, mindset was measured with a Mindset Quiz at the beginning of the
semester in a remedial English class, at the end the semester in the remedial English class, then at the beginning of the next
semester in the next higher English class, and at the end of that semester in the next higher English class. Thus, the same students
were measured four times to see if their mindset improved through journaling activities related to growth mindset. Mindset Quiz
scores can range from 20 to 60, with higher scores showing that the student has more Growth Mindset (and less Fixed Mindset). At
the end of the second semester, 12 students had completed the Mindset Quiz pre-test and post-test during each class (at the
beginning and end of each semester), and had attended most classes throughout the semester to experience the journaling activities
related to mindset (N = 48).

After reading the scenario, can you describe scenario?

Answer the following questions to understand the variables and groups that we are working with.

1. Who is the sample?
2. Who do might be the population?
3. What is the IV (groups being compared)?
4. What is the DV (quantitative variable being measured)?

Solution

1. The sample is 48 community college students in English classes, who started in remedial English.
2. The population could be students taking remedial English at community colleges?
3. IV: Time- Beginning of Remedial English, End of Remedial English, Beginning of Next English, End of Next English
4. DV: Mindset Quiz

Step 1: State the Hypotheses 

Using the descriptive statistics in Table , what could be the research hypothesis?

Table - Descriptive Statistics for each IV level and the Total

N: Mean: SD:

Beginning of Remedial
English (R1)

12 39.17 6.46

End of Remedial
English (R2)

12 43.33 8.48

Beginning of Next
English Class (N1)

12 42.25 5.24

End of Next English
Class (N2)

12 45.42 6.35

Total 48 42.54 6.90

The notation in the parentheses is what we’ll use as the subscript labels in the formulas.

 Example 12.3.1.1

12.3.1.1

12.3.1.1
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You are encourages to use the raw data found in Table  in Step 3 to practice calculating the means, standard deviations,
and medians yourself!

Remember, the research hypothesis should predict how all levels of the IV related to all other levels of the IV. Because this scenario
has four different IV levels, there’s actually six combinations of pairs of means!

What is a research hypothesis for this scenario in words and symbols?

Solution

Research Hypothesis: Students average Mindset Quiz scores will be higher in the beginning of the semesters than at the end,
and higher in the next class than in the first (remedial) class.

Your research hypothesis might be slightly different than this one. Just make sure that at least one mean is predicted to be
different than one other mean.

Symbols:

Despite having so many combinations, the null hypothesis for this scenario is still relatively simple, just like all null hypotheses.

State the null hypothesis in words and symbols.

Answer

Null Hypothesis: Students will have a similar average scores on the Mindset Quiz in all four conditions: Beginning of
Remedial English, End of Remedial English, Beginning of Next English Class, and End of Next English Class

Symbols: 

Step 2: Find the Critical Values 
This step might be easier after you’ve completed the ANOVA Summary Table because you will have the Degrees of Freedom for
both groups, but we’ll keep following the steps as we’ve learned them.

Using the Critical Values of F Table or finding the link in the Common Critical Values page at the end of the textbook, what is
the critical value at  = 0.05?

Answer

Critical F(3,33) = 2.92

The first Degree of Freedom (3), for the numerator (df ) is found through: k – 1, with k being the number of groups.

The second Degree of Freedom (33), for the denominator (df ) is found through , with Ps being the
number of participants.

 Note

12.3.1.2

 Example 12.3.1.2

<X
¯ ¯¯̄

R1 X
¯ ¯¯̄

R2

<X¯ ¯¯̄
R1 X¯ ¯¯̄

N1

<X
¯ ¯¯̄

R1 X
¯ ¯¯̄

N2

<X
¯ ¯¯̄

R2 X
¯ ¯¯̄

N1

<X
¯ ¯¯̄

R2 X
¯ ¯¯̄

N2

<X¯ ¯¯̄
N1 X¯ ¯¯̄

N2

 Exercise 12.3.1.1

= = =X
¯ ¯¯̄

R1 X
¯ ¯¯̄

R2 X
¯ ¯¯̄

N1 X
¯ ¯¯̄

N2

 Exercise 12.3.1.2

α

B

W (k−1) ×(Ps−1)

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22126?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/11%3A_BG_ANOVA/11.04%3A_Practice_with_Job_Applicants/11.4.01%3A_Table_of_Critical_F-Scores
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/zz%3A_Back_Matter/02%3A_Common_Critical_Value_Tables


12.3.1.3 https://stats.libretexts.org/@go/page/22126

Take a breath, because now we will start with the messy calculations!

Step 3: Compute the Test Statistic 

If you will never have to calculate the Sums of Squares by hand, skip this part and just fill in the ANOVA Summary Table (Table 
) at the end of this section. If you are practicing the Sums of Squares, each Sum of Square will have its own Example.

Heads up, to do all of these can take about an hour!

Table - Raw Mindset Quiz Scores for Four Conditions

Participant Pretest in Remedial
English

Posttest in Remedial
English

Pretest in Next
English Level

Posttest in Next
English Class

Total

A 30 48 32 42 152

B 31 39 35 32 137

C 33 35 39 38 145

D 35 32 40 50 157

E 36 37 42 48 163

F 38 33 42 51 164

G 39 45 43 38 165

H 42 52 45 48 187

I 43 39 45 48 175

J 47 51 46 51 195

K 47 54 47 51 199

L 49 55 51 48 203

Sum: 470 520 507 545 2042

N: 12 12 12 12 48

Let’s go!

Between Groups SS 

This is the same formula that we learned in the Between Groups ANOVA.

Calculate the Between Groups Sums of Squares.

Solution

The  means that you do everything following that for each intervention level, then add them all together. Let’s start
with what’s inside the brackets for the Mindset Quiz at the beginning of the remedial English class (R1).

 is asking for the mean of the group that we're looking at, and  is asking for the total mean, the mean for all 48
scores. Both of these means were provided in Table . The number of scores in the group that we're looking at right
now is what  is asking.

(k−1) ×(Ps−1) = (4 −1) ×(12 −1) = 3 ∗ 11 = 33

12.3.1.5

12.3.1.2

 Example 12.3.1.3

S = [ ×( )]SB ∑
EachGroup

( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

∑EachGroup

R1 = [ ×( )]( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

X
¯ ¯¯̄

group X
¯ ¯¯̄

T

12.3.1.1
ngroup
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So let's plug those all in!

The mean of the group minus the mean of the sample should be negative in this scenario, but that negative sign goes away
when we square it:

And let’s do that process three more times, once for the End of the Remedial English class’s semester, once for the Beginning
of the Next English Class, and once for the End of the Next English class. Then we’ll add those four numbers together to get
the SS .

If you are doing all of your calculations in Excel or somehow saving all of the decimal points for each answer, this calculation
will be a little higher (7.49). Don’t worry, the rounding differences will mostly wash out by the end of the formula. We will be
using the answers provided if you type the two numbers after the decimal point into a calculator.

Why don’t you try to do it on your own for the Next English class conditions?

 

 

Next step, add them all together! It’s easy to forget this step, but the Sum of Squares ends up to be one number, so when you
get lost or forget the next step, look back at the full formula:

 

 

R1 = [ ×(12)](39.17– 42.54)2

R1 = [ ×(12)](−3.37)2

R1 = [(11.36) ×(12)]

R1 = [136.28]

B

R2 = [ ×( )]( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

R2 = [ ×(12)](43.33– 42.54)2

R2 = [ ×(12)](0.79)2

R2 = [(0.62) ×(12)]

R2 = [7.44]

[ ×( )]( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

N1 = [0.96]

N2 = [99.48]

[ ×( )]∑
EachGroup

( − )X
¯ ¯¯̄

group X
¯ ¯¯̄

T

2
ngroup

= [136.32 +7.44 +0.96 +99.48]∑
EachGroup

= 244.20∑
EachGroup
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Again, if you had saved more than two decimals, you would end up with . And if you used that number in the
ANOVA Summary Table, the calculated F-value would be nearly identical to the same calculations but with only the two
numbers after the decimal.

You did it! Only three more Sums of Squares to go!

Participant SS 

This one is new!

Calculate the Participant Sum of Squares.

Solution

This one is easiest to do in a table, as shown in Table .

Table - Raw Mindset Quiz Scores and Calculations for Participant Sum of Squares

Participant
Pretest in
Remedial
English

Posttest in
Remedial
English

Pretest in Next
English Level

Posttest in
Next English

Class
Sum of Ps Squared Divide by k

A 30 48 32 42 152 23,104.00 5776.00

B 31 39 35 32 137 18,769.00 4692.25

C 33 35 39 38 145 21,025.00 5256.25

D 35 32 40 50 157 24,649.00 6162.25

E 36 37 42 48 163 26,569.00 6642.25

F 38 33 42 51 164 26,896.00 6724.00

G 39 45 43 38 165 27,225.00 6806.25

H 42 52 45 48 187 34,969.00 8742.25

I 43 39 45 48 175 30,625.00 7656.25

J 47 51 46 51 195 38,025.00 9506.25

K 47 54 47 51 199 39,601.00 9900.25

L 49 55 51 48 203 41,209.00 10302.25

Sum: N/A N/A

N: n=12 n=12 n=12 n=12 N/A N/A 48 scores

What’s happening in Table ? The first column is labeling each participant. When you see a column like this, then you
know that the scores are related, meaning that you should run a dependent t-test or a Repeated Measures ANOVA. The two
rows on the bottom (“Sum:” and “N:”) show the sum of each column, and the number of scores in that column. This makes is
really easy to find the mean! The next four columns are the scores for the four conditions of the IV.

Then, we get some columns to help us calculate the Participant Sum of Squares. The Sum of Ps column just adds the four
scores for each individual participant. For example,

The next column, Squared, is the individual participant’s summed scores squared . That
number is then divided by k, the number of groups; we have four groups in this scenario. So, the full process for each
individual participant is:

S = 244.31SB

 Example 12.3.1.4

S = [∑( )]−SPs

(∑XPs)2

k

((∑X ))2

N

12.3.1.3

12.3.1.3

σ = 470 σ = 520 σ = 507 σ = 545 σ = 88,166.50

12.3.1.3

Sum of Participant A = 30 +48 +32 = 42 = 152

Participant A = = 23104.001522
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ls

ls

ls

ls

ls

ls

ls

Once that process is completed for each participant (so, 12 times in this scenario), we add all of the numbers in the last column
(the column that divides by k). That provides the bracketed information in the formula:

The next set of calculations ( ) works with all of the scores. The sum of all of the scores was provided in Table 

 (  ). That score is squared, then divided by the total number of scores (not the total number of people);
this is 48 for this scenario because we have 12 people in four conditions ( ).

The final step for the Participant Sum of Square is to subtract this squared average of the total (the stuff that we just calculated)
from the individual participants’ sum of squared averages (the stuff we calculated on the table) .

Note that Sums of Squares should always be positive, so if your answer is not positive, then you did something wrong...

We still can’t do the Within Groups (Error) Sum of Squares because we need the Total Sum of Squares to get it.

Total SS 

This is also the same formula that we used in the Between Groups ANOVA.

Calculate the Total Sum of Squares.

Solution

This formula is also saying to subtract a mean from each score, but this time we should be subtracting the Total mean (
, found in Table ). This is again easiest to compute in a table.

Table  shows the Total mean subtracted from each score in the column to the right of the raw scores, then that is
squared in the column to the next right. The squared values are then summed for all of the scores.

Table - Total Mean Subtracted from Each Score, Squared, then Summed

IV Levels Mindset Quiz Scores minus Total mean squared

R1 30 -12.54 157.25

R1 31 -11.54 133.17

R1 33 -9.54 91.01

R1 35 -7.54 56.85

R1 36 -6.54 42.77

R1 38 -4.54 20.61

R1 39 -3.54 12.53

Participant A =∑ = 152 = = 23104.00 = = 5776.00XParticipantA 1522 23, 104

4

S = [∑( )]−SPs

(∑XPs)2

k

((∑X ))2

N

(∑X)2

N
12.3.1.2 ∑X = 2042

N = Ps×k = 12 ×4 = 48

(2042)2

48

= 86, 870.08
(4, 169, 764.00)

48

S = [∑( )]− = 88, 166.50 −86, 870.08 = 1, 296.42SPs

(∑XPs)2

k

((∑X ))2

N

 Example 12.3.1.5

S =∑[ ]ST (X− )X¯ ¯¯̄
T

2

= 42.54X
¯ ¯¯̄

T 12.3.1.1

12.3.1.4

12.3.1.4
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ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

ls

IV Levels Mindset Quiz Scores minus Total mean squared

R1 42 -0.54 0.29

R1 43 0.46 0.21

R1 47 4.46 19.89

R1 47 4.46 19.89

R1 49 6.46 41.73

R2 48 5.46 29.81

R2 39 -3.54 12.53

R2 35 -7.54 56.85

R2 32 -10.54 111.09

R2 37 -5.54 30.69

R2 33 -9.54 91.01

R2 45 2.46 6.05

R2 52 9.46 89.49

R2 39 -3.54 12.53

R2 51 8.46 71.57

R2 54 11.46 131.33

R2 55 12.46 155.25

N1 32 -10.54 111.09

N1 35 -7.54 56.85

N1 39 -3.54 12.53

N1 40 -2.54 6.45

N1 42 -0.54 0.29

N1 42 -0.54 0.29

N1 43 0.46 0.21

N1 45 2.46 6.05

N1 45 2.46 6.05

N1 46 3.46 11.97

N1 47 4.46 19.89

N1 51 8.46 71.57

N2 42 -0.54 0.29

N2 32 -10.54 111.09

N2 38 -4.54 20.61

N2 50 7.46 55.65

N2 48 5.46 29.81

N2 51 8.46 71.57

N2 38 -4.54 20.61

N2 48 5.46 29.81

N2 48 5.46 29.81
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ls

urce

urce

urce

IV Levels Mindset Quiz Scores minus Total mean squared

N2 51 8.46 71.57

N2 51 8.46 71.57

N2 48 5.46 29.81

Sum: N/A

Okay, now we can do the Within Groups (Error) Sum of Squares! The easiest of all!

Within Groups (Error) SS 

We get this Sum of Squares indirectly, through subtraction.

Calculate the Within (Error) Sum of Squares.

Solution

If you saved more decimal points for all of the equations, you might end up with something like 699.19; that’s fine!

Yay! You finished the Sum of Squares! Unfortunately, because the Within Group (Error) Sum of Squares is calculated indirectly,
we cannot do a computation check for the Sum of Squares. :(

We’re not done yet!

Now, plug those four Sums of Squares into the ANOVA Summary Table (Table ) so that you can fill out the rest of the
table to calculate the final ANOVA F-value.

Table - ANOVA Summary Table with SS only

Source

Between 144.72    

Participants 1296.40    

Error 699.40    

Total 2240.00    

Fill out the rest of the ANOVA Summary Table.

Answer
Table - ANOVA Summary Table with Formulas

Source

Between 144.72

Participants 1296.40 N/A N/A

Error 699.40 N/A

σ = 2042 σ = 2240

S =∑[ ] = 2240ST (X− )X
¯ ¯¯̄

T

2

 Example 12.3.1.6

S = S −S −SWG ST SBG SP

S = 2240 −244.20 −1296.42 = 699.40SWG

12.3.1.5

12.3.1.5

SS df MS F

 Exercise 12.3.1.3

12.3.1.6

SS df MS F

k− 1 = 4–1 = 3 = = 48.24
SSB

dfB

144.72
3

= = 2.28
MSB

MSE

48.24
21.19

P − 1 = 12 − 1 = 11

(k− 1) ∗ (p − 1)3 ∗ 11 = 33 = = 21.19
SSE

dfE

699.40
33
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urce

Source

Total 2240.00 N/A N/A

*Your answer might also be 3.84 if you use a spreadsheet that keeps all of the decimals.

You can still do a computation check with the degrees of freedom:

Since we did that part correctly, we can move on to the next step of the process with this final ANOVA Summary Table (Table 
):

Table - Completed ANOVA Summary Table for Mindset by English Class

Source

Between 144.72 3 48.24 2.28*

Participants 1296.40 11   

Error 699.40 33 21.19  

Total 2240.00 47   

*Your answer might also be 3.84 if you use a spreadsheet that keeps all of the decimals.

Step 4: Make the Decision
Based on the completed ANOVA Summary Table (Table ), our calculated F-score is 3.84. If you remember all the way
back to Step 2, we found our critical F-score to be 2.92.

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

Should we retain or reject the null hypothesis? Are we saying that the means are similar, or that at least one mean is different
from at least one other mean?

Answer

We reject the null hypothesis because our critical value is smaller than our calculated value. This means that at least one
time period's average Mindset Quiz score was different from at least one other time period's average Mindset Quiz score
groups.

Should we conduct pairwise comparisons? Why or why not?

Solution

Since we rejected the null hypothesis that all of the means are similar, we know that at least one mean is different from at least
one other mean. But since we don't know yet which means are different from which other means, we need to conduct pairwise
comparisons to find if the differences in the means match our research hypothesis.

To determine which time period’s means are different from each other, we can either calculate the critical value (in this case, we’ll
use Tukey’s HSD) or we can start by calculating the differences between each mean from each other. Since we have been finding
the critical value (Step 2 in our process) before calculating the test statistic (Step 3 in our process), let’s keep that pattern.

SS df MS F

N − 1 = 48–1 = 47

d = d ++d = d = 3 +11 +33 = 47fT fB fPs fE

12.3.1.7

12.3.1.7

SS df MS F

12.3.1.7

< = = = p< .05

> = = = p> .05

 Exercise 12.3.1.4

 Example 12.3.1.6
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Using Tukey’s HSD, what is the critical value for differences between each pair of means?

Solution

The formula for Tukey’s HSD

requires information from the ANOVA Summary Table, as well as the q-value from a table. We’ve been using a table of critical
q-values from RealStatistics.com: https://www.real-statistics.com/statistics-tables/studentized-range-q-table/ Just make sure to
use the Alpha = 0.05 set of tables, and use k (the number of groups) not the Between Groups Degrees of Freedom.

Using that table of critical q-values, we find with k = 4 and the Degrees of Freedom from the Within Groups (Error) row (df
= 33) that the critical q-value is 3.825. Let’s plug that into our formula:

Now that we have our critical value, let’s calculate each pair of mean differences.

What is the difference between each pair of means?

Solution

Using the means from Table , I subtract each mean from each other mean:

Comparing the absolute value of each mean difference to the critical mean difference of Tukey’s HSF=5.08, we find that only one
pair of means is significantly different from each other; the mean of the Beginning of Remedial English ( ) is
statistically lower than the mean of the End of the Next English Class ( ).

Write-Up 

Okay, here’s the big finish!

 Example 12.3.1.7

HSD = q ∗
MSw

ngroup

− −−−−

√

WG

HSD =(q× )
MSw

ngroup

− −−−−

√

HSD =(3.825 × )
21.19

12

− −−−−
√

HSD = (3.825 × )1.77
− −−−

√

HSD = (3.825 ×1.33)

HSD = 5.08

 Example 12.3.1.8

12.3.1.1

− = 39.17 −43.33 = −4.16X̄R1 X̄R2

− = 39.17 −42.25 = −3.08X̄R1 X̄N1

− = 39.17 −45.42 = −6.25X̄R1 X̄N2

− = 43.33 −42.25 = 1.08X̄R2 X̄N1

− = 43.33 −45.42 = −2.09X̄R2 X̄N2

− = 42.25 −45.42 = −3.17X̄N1 X̄N2

= 39.17X̄R1

= 45.42X̄N2
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Write a conclusion to describe the results of the analysis. Don’t forget to include the four components necessary in any report
of results.

Answer

The researchers hypothesized that students’ average Mindset Quiz scores will be higher in the beginning of the semesters
than at the end, and higher in the next class than in the first (remedial) class. This research hypothesis was partially
supported (F(3,33)=3.84, p<0.05) because the mean of the Beginning of Remedial English ( ) is statistically
lower than the mean of the End of the Next English Class ( ). All other means were similar (

). This suggests that it takes a long time to change mindset, or that the journaling activity was
not a strong intervention.

One addition to this write-up that isn’t part of the four required components is that last sentence that’s more of a conclusion about
the whole study. The class that you are taking right now isn’t just to teach you how to calculate statistics, or even to interpret them,
but to think about what the results mean. If I was a college administrator, and the English professors asked for funding for journals
or a paid journaling account to improve mindset, I might not fund them. I passionately want students to understand that success is
possible if they keep trying and learning from their mistakes, but this data is not strong support that the journaling activity as a way
to change students’ minds.

You did it! Take a break and reward yourself!

Next up, we’ll look at what to do if you don’t think that your distribution is normally distributed when you have three or more
related groups…

This page titled 12.3.1: Practice with Mindset is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.

 Exercise 12.3.1.5

= 39.17MR1

= 45.42MN2

= 43.33, = 42.25MR2 MN1
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12.4: Non-Parametric RM ANOVA

Refresher on Non-Parametric Statistical Analyses 

Remember when we talked about circumstances when we can’t calculate these parametric analyses?

If not, non-parametric statistics are analyses that don’t require the population data to be normally distributed. If the data are not
normally distributed, then we can’t compare means. Because there is no center!

When might non-normally distributed data happen? If you’re not sure, look back at the non-parametric analyses section of the
chapter on independent t-tests…

If the data are not normally distributed, then our formulas don’t provide a description of the center of the distribution. Instead, we
analyze the ranks of the scores, not the scores themselves. This applies to all of the following analyses:

Mean
Standard deviation
t-test
ANOVAs
Pearson’s correlation

Alternatives 

So far, we’ve talked about non-parametric analyses for t-tests and Between Groups ANOVAs.

What were the non-parametric alternatives for:

Independent t-test?
Dependent t-test?
BG ANOVA?

Solution

Independent t-test: Mann-Whitney U
Dependent t-test: Wilcoxon Matched-Pairs Signed-Rank
BG ANOVA: Kruskal-Wallis H

What is the non-parametric alternative to a Repeated Measures ANOVA, you might ask in this page on non-parametric alternatives
to RM ANOVAs? The answer is Friedman’s test. The Friedman test is a non-parametric statistical test developed by Milton
Friedman that used to detect differences in treatments across multiple test attempts. The procedure involves ranking each row (or
block) together, then considering the values of ranks by columns.

Because you will probably never have to do this without statistical software, we aren’t going to go over the formula here. But if
you are interested, the Wikipedia page includes the formula and some other interesting information.

Contributors and Attributions 

Dr. MO (Taft College)

Wikipedia: https://en.Wikipedia.org/wiki/Friedman_test

This page titled 12.4: Non-Parametric RM ANOVA is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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13.1: Introduction to Factorial Designs

Research Designs 

Phew, we've covered a lot in the past few chapters! Each of the inferential statistical analyses that we've covered is to compare
means (quantitative variable) between different groups. The qualitative variable is the two different samples or an IV with two or
more levels. With t-tests, with compared two different groups (which can be considered one IV with two levels). Sometimes, those
groups were unrelated (independent t-test) and sometimes they were related (dependent t-test). With ANOVAs, we compared one
IV with two or more levels. Sometimes those IV levels were unrelated (Between Groups ANOVA) and sometimes they were
related (Repeated Measures ANOVA, sometimes called Within-Groups ANOVA).

ANOVAs are an amazing statistical tool because they also allow is to compare means for a combination of IVs (not just IV levels).
This happens in a factorial design, when each level of each IV is combined so that a set of participants experiences the combination
of levels of each IV.

Let’s try an example. Let’s say that we wanted to test to see if mindset (growth versus fixed mindset) affects how long students
spend on their homework.

What would be the IV and IV levels? What would be the DV?

Answer

The IV would be Mindset, with the levels being growth mindset or fixed mindset.

The DV would be how long student spend on their homework.

As an educational researcher, I also know that outside obligations have a lot to do with how much time students can spend on their
homework. To test for this, let’s add another IV to our experiment called “Job” with the levels of: Full-Time, Part-Time, None.

Now we have a factorial design! We have two IVs, Mindset and Job. Mindset has two levels and Job has three levels. We have one
DV, how long student spend on homework. This means that I’ll measure how much time students spend on homework for:

Students with growth mindset who work full-time,
Students with growth mindset who work part-time,
Students with growth mindset who don’t work,
Students with fixed mindset who work full-time,
Students with fixed mindset who work part-time, and
Students with fixed mindset who don’t work.

This helps us understand how mindset affects homework time for students who work different hours and can give us a lot more
information than a study with just one of those IVs. For example, folks with growth mindset know that success comes after putting
in time and learning from their mistakes, so maybe whether you work full-time or doesn’t matter for students with growth mindset,
but how much you work does affect how long students with fixed mindset spend on homework. Can you see how combining the
IVs gives us more information?

Cause & Effect 

Researchers often use factorial designs to understand the causal influences behind the effects they are interested in improving.
Effects are the change in a measure (DV) caused by a manipulation (IV levels). You get an effect any time one IV causes a change
in a DV.

Distraction Scenario 
Here is an example. We will stick with this one example for a while, so pay attention… In fact, the example is about paying
attention! Let’s say you wanted to measure something like paying attention. You could something like this:

1. Pick a task for people to do that you can measure. That will be the dependent variable. This is the effect.

 Exercise 13.1.1
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2. Pick something that you think will cause differences in paying attention. For example, we know that people can get distracted
easily when there are distracting things around. This is your IV. You could have two levels for your manipulation: No
distraction versus distraction. This is what we think is the cause of changes in the DV.

3. Measure performance in the task (DV) under the conditions (IV levels or groups).
4. If your distraction manipulation changes how people perform the task, you may have successfully manipulated how well people

can pay attention in your task.

1. Pick a Task (DV) 

First, we pick a task. It’s called Spot the Difference. You may have played this game before. You look at two pictures side-by-side,
and then you locate as many differences as you can find. Figure  is an example:

Figure : Two Images with Minor Differences (CC-BY-SA Matthew J. C. Crump from Answering Questions with Data-
Introductory Statistics for Psychology Students)

How many differences can you spot? When you look for the differences, it feels like you are doing something we would call
“paying attention”. If you pay attention to the clock tower, you will see that the hands on the clock are different. Yay! One
difference spotted. We could give people 30 seconds to find as many differences as they can. Then we give them another set of
pictures and do it again. Every time we will measure how many differences they can spot. So, our measure of performance, our
dependent variable, could be the mean number of differences spotted.

That gives us an effect on our IV. But there are no groups here, no levels. Everyone gets the same pictures and does the same thing,
so we're not actually testing anything.

2. Pick a Cause (IV) 

Now, let’s think about what might cause differences in how people pay attention. If people need to pay attention to spot differences,
then presumably if we made it difficult to pay attention, people would spot less differences. What is a good way to distract people?
I’m sure there are lots of ways to do this. How about we do the following:

1. No distraction condition: People do the task with no added distractions. They sit in front of a computer, in a quiet, distraction-
free room, and find as many differences as they can for each pair of pictures. This is the comparison condition, and is
sometimes called a "control" because the participants experience the "nothing" version of the IV levels.

2. Distraction condition: We blast super loud ambulance sounds and fire alarms and children's music while people attempt to spot
differences. We also randomly turn the sounds on and off, and make them super-duper annoying and distracting. We make sure
that the sounds aren’t loud enough to do any physical damage to anybody’s eardrums, but loud enough to be super distracting. If
you don’t like this, we could also tickle people with a feather, or whisper silly things into their ears, or surround them by
clowns, or whatever we want, it just has to be super distracting.

3. & 4. Measure Performance to Find an Effect 

If our distraction manipulation is super-distracting, then what should we expect to find when we compare spot-the-difference
performance between the no-distraction and distraction conditions? We should find a difference! If our manipulation works, then

13.1.1

13.1.1
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we should find that people find more differences when they are not distracted, and less differences when they are distracted.

Imagine that the results show that people found an average of four differences when they were distracted, and an average of 10
differences when they were not distracted. The effect of distraction is a mean of six differences found in the picture. It’s the
difference between performance in the Distraction and No-Distraction conditions. In general, it is very common to use the word
effect to refer to the differences caused by the IV. We manipulated distraction, it caused a difference, so we call this the “distraction
effect”.

How is this related to Factorial Designs? 
You might be wondering how this scenario on distractions and Spotting the Difference is related to factorial designs and ANOVAs
since a t-test would be great at analyzing this data. The answer is that science is cumulative.

We have done the hard work of finding an effect of interest, in this case the distraction effect. We think this distraction effect
actually measures something about your ability to pay attention. But why stop there? If we think that we found an effect of
distraction, maybe we could find a way to reduce distraction to help students focus on their homework? Or help employees focus
on their jobs? Or help my partner focus on the intricate plot of TV show that we're watching? Or what if we found some individual
differences, meaning that some people get distracted easier than other people? You were the kind of person who had a small
distraction effect (maybe you find 10 differences when you are not distracted, and 9 differences when you are distracted), that could
mean you are very good at ignoring distracting things while you are paying attention. On the other hand, you could be the kind of
person who had a big distraction effect (maybe you found 10 differences under no distraction, and only one difference when you
were distracted); this could mean you are not very good at ignoring distracting things while you are paying attention.

Overall now, we are thinking that our effect of distraction (IV) on spotting the difference (DV) by finding the difference in
performance between the two conditions might be affected by more than just being distracted. This may lead us to want to know
how to make people better at ignoring distracting things. Our first stab at science found that distraction affected paying attention,
but we want to expand on that finding. Maybe now we want to know what makes people worse at ignoring things? In other words,
we want to find out what other IVs might affect the size of the distraction effect (make it bigger or smaller, or even flip around!).

We are going to add a second IV to our task. Note that this is not a new level to our Distraction IV, but a whole new IV. The second
IV will be reward. In one condition, people will get $5 for every difference they find (so they could leave the study with lots of
money if they find lots of differences). In the other condition, people will get no money, but they will still have find differences
(comparison control condition).

We could run this study on it's own, comparing receiving a reward to not receiving a reward. But this will be a factorial design, so
everybody will have to find differences. A quarter of the sample will find differences when they are distracted but they will get a
reward for each difference that they find. A quarter of the sample will find differences whey they are distracted, but won't know
anything about a reward. A quarter of the sample will look for differences without being distracted, but they will be rewarded for
each difference they found. And finally, a quarter of the sample will look for differences without being distracted and will also not
earn a reward. Thus, the factorial design has the folloing combinations:

Distracted with reward
Distracted with no reward
Not distracted with reward
Not distracted with no reward

Note that the DV is the same for all of the IV conditions: how many differences were spotted.

Results
The question we are now asking is: Will the reward IV cause a change in the size of the distraction effect? We could predict that
people receiving rewards will have a smaller distraction effect than people not receiving rewards.

No-Reward condition: In the no-reward condition people played Spot the Difference when they were distracted and when they
were not distracted. This is a replication of our first study. We should expect to find the same pattern of results, and that’s what
we found: People found six differences when they were distracted and 10 when they were not distracted. So, there was a
distraction effect of four, same as we had last time.
Reward condition: In the reward condition people played Spot the Difference when they were distracted and when they were
not distracted. Except, they got $5 every time they spotted a difference. We predicted this would cause people to pay more
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attention and do a better job of ignoring distracting things. This is what happened. People found nine differences when they
were distracted and 11 when they were not distracted. So, there was a distraction effect of two.

We conclude that reward can manipulate the distraction effect. When there was no reward, the size of the distraction effect was
four. When there was reward, the size of the distraction effect was two. So, the reward manipulation changed the size of the
distraction effect by two (4-2=2).

Why Factorial Designs? 
Factorial designs are so useful because they allow researchers to find out what kinds of variables can cause changes in the effects
they measure. We measured the distraction effect, then we found that reward causes changes in the distraction effect. If we were
trying to understand how paying attention works, we would then need to explain how it is that reward levels could causally change
how people pay attention (because science is cumulative). We would have some evidence that reward does cause change in paying
attention, and we would have to come up with some explanations, and then run more experiments to test whether those
explanations hold water.

That’s the basic idea of factorial designs, but of course it gets more complex pretty quickly. To help researchers quickly identify
what's going on in a factorial design, we use specific notation. It's a lot of new information for students, so pay attention!
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13.1.1: Factorial Notations and Square Tables

2x2 Designs 

We’ve just started talking about a 2x2 Factorial design, which means that we have two IVs (the number of numbers indicates how
many IVs we have) and each IV has two levels (the numbers represent the number of level for each IV). We said this means the IVs
are crossed. To illustrate this, take a look at the following tables. Table  is a conceptual version. Although not exactly
accurate, many call these types of tables a Punnett Square because it shows the combination of different levels of two categories.

Table - Conceptual Example of a 2x2 Factorial Design

IV Levels IV1 Level I IV1 Level 2

IV2 Level 1 DV DV

IV2 Level 2 DV DV

Our study on distraction is a 2x2 design, so what would that look like in this type of table?

Create a "Punnett's Square" for the IVs and DV of the Distraction scenario.

Solution

Table - Factorial Design of Distraction Scenario

IV Levels IV1 (Distraction): Yes IV1 (Distraction): No

IV2 (Reward): Yes DV = Number of differences spotted DV = Number of differences spotted

IV2 (Reward): No DV = Number of differences spotted DV = Number of differences spotts

You could have just as easily made IV1 the reward and IV2 the Distraction, and the table would still be correct.

Let’s talk about this crossing business. Here’s what it means for the design. For the first level of Distraction (Yes), we measure the
number of differences spotted performance for the people who were rewarded, as well as for the people who were not rewarded.
So, for the people who were distracted we also manipulated whether or not they earned a reward. In the second level of the
Distraction IV (No), we also manipulate reward, with some people earning a reward and some people not. We collect how many
differences were spotted in all conditions.

We could say the same thing, but talk from the point of view of the second IV. For example, for participants who were rewarded,
some are distracted and some are not. Similarly, for participants who were not rewarded, we distract some of the participants and
don't distract some of them.

Each of the four squares representing a DV, is called a condition. So, we have 2 IVs, each with 2 levels, for a total of 4 conditions.
This is why we call it a 2x2 design. 2x2 = 4. The notation tells us how to calculate the total number of conditions.

Factorial Notation 
Anytime all of the levels of each IV in a design are fully crossed, so that they all occur for each level of every other IV, we can say
the design is a fully factorial design. We use a notation system to refer to these designs. The rules for notation are as follows. Each
IV get’s it’s own number. The number of levels in the IV is the number we use for the IV. Let’s look at some examples:

2x2 = There are two IVS, the first IV has two levels, the second IV has 2 levels. There are a total of 4 conditions, 2x2 = 4.

2x3 = There are two IVs, the first IV has two levels, the second IV has three levels. There are a total of 6 conditions, 2x3 = 6

3x2 = There are two IVs, the first IV has three levels, the second IV has two levels. There are a total of 6 conditions, 3x2=6.

4x4 = There are two IVs, the first IV has 4 levels, the second IV has 4 levels. There are a total of 16 condition, 4x4=16

2x3x2 = There are a total of three IVs. The first IV has 2 levels. The second IV has 3 levels. The third IV has 2 levels. There
are a total of 12 condition. 2x3x2 = 12.

13.1.1.1

13.1.1.1

 Example 13.1.1.1
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Let’s practice a little with this notation.

What is the factorial design notation for a study with two IVs, one has 2 levels and the other has 3 levels?

Answer

2x3

There are two IVs, so there are two numbers. Each number represents the number of levels for each IV.

What is the factorial design notation with a study with the following IVs:

2 (task presentation: computer or paper) by

2 (task difficulty: easy or hard) by

2 (student: high school or college)

Answer

2x2x2

There are three IVs, so there are three numbers. Each IV only has two levels, so there are three two’s! Notice that there are
no threes. The number of IVs is represented in the number of numbers.

Okay, let’s try something a little more challenging.

Let’s do a couple more to make sure that we have this notation business down.

For one of Dr. MO’s dissertation studies, participants read about a character, then rated that character on several personality
traits (DV). The race and gender of the character were varied systematically. Here are the IVs:

Race of participant: White or Black
Gender of participant: Woman or man
Race of character: White or Black or none/neutral (the character’s race was not mentioned)
Gender of character: Woman or man or none/neutral (the character’s gender was not mention)

What kind of factorial design was this study? 2x2? 2x3? Something else (what?)?

Answer

This was a 2x2x3x3 study because:

Race of participant: White or Black = 2
Gender of participant: Woman or man = 2
Race of character: White or Black or none/neutral = 3
Gender of character: Woman or man or none/neutral -= 3

Dr. MO wanted 30 participants in each cell, so she had to have 1,080 participants!

Last one! This one has a few more questions to better understand the scenario.

 Exercise 13.1.1.1

 Exercise 13.1.1.2

 Exercise 13.1.1.5
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Dr. MO has more Star Wars collectibles than can fit in her office, and she’d like to sell some. Her research question is whether
she’d get a better price through CraigsList or eBay? Also, should she take the picture or use a stock photo?

1. What is the DV? (It is not explicitly labeled.)
2. For each IV, what are the levels?
3. Is this a 2x2 factorial design? If not, what kind of design is it?
4. List out each of the combinations of the levels of the IVs.

Answer
1. The DV is the price, or how much Dr. MO could earn for selling each collectible.
2. IV1’s levels are CraigsList or eBay, so the IV name could be something like “website” or “platform”. IVs’ levels are

personal photo or stock photo, so the IV name could be something like “Photo Type.”
3. This is a 2x2 factorial design: 2 (Platform: CraigsList or eBay) by 2 (Photo Type: Personal or Stock)
4. List out each of the combinations of the levels of the IVs:

Posted on CraigsList with a personal photo.
Posted on Craigslists with a stock photo.
Posted on eBay with a personal photo.
Posted on eBay with a stock photo.

Just for fun, let’s illustrate a 2x3 design using the same kinds of tables we looked at before for the 2x2 design.

Table - Conceptual Example of a 2x3 Factorial Design

IV Levels IV1 Level I IV1 Level 2

IV2 Level 1 DV DV

IV2 Level 2 DV DV

IV2 Level 3 DV DV

Our very first example of tiem spent studying is a 2x3 design, so what would that look like in this type of table?

Create a "Punnett's Square" for the IV of Mindset (Growth or Fixed) and the IV of Job (Full-Time, Part-Time, or None) for
time spend studying.

Solution

Table - Factorial Design of Studying Scenario

IV Levels IV1 (Mindset): Growth IV1 (Mindset): Fixed

IV2 (Job): Full-Time DV = Minutes spent studying DV = Minutes spent studying

IV2 (Job): Part-Tiime DV = Minutes spent studying DV = Minutes spent studying

IV2 (Job): None DV = Minutes spent studying DV = Minutes spent studying

You could have just as easily made IV1 the Job and IV2 the Mindset, and the table would still be correct.

All we did was add another row for the second IV. It’s a 2x3 design, so it should have 6 conditions. As you can see there are now 6
cells to measure the DV.

You might have noticed in the list of notation for different factorial designs that you can have three IVs (that's the 2x3x2 design). In
fact, you can have as many IVs with as many levels as you'd like, but the Central Limit Theorem shows (through complicated math
that we aren't going to go into) that each condtion (or cell) should have at least 30-50 participants, that can get expensive quickly!

 Exercise 13.1.1.6

13.1.1.3

 Example 13.1.1.2

13.1.1.4
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If a 2x2 has 4 conditions, and you want at least 30 participants in each condition, then you'd need 120 participants. If you have a
2x3, then you'd need at least 180 participants (2 * 3 * 30 = 180). So, for a 2x3x2, how many participants would you want?

Students always want to know how we would represent more than two IVs in a Punnett's Square, and the answer is that we don't.
We create two Punnett Squares.

Let's say that we were looking at time spend studying for those with different mindsets and who have different jobs for different
kinds of schools (community colleges or universities). That could look like:

Table - Factorial Design of Studying Scenario FOR COMMUNITY COLLEGE STUDENTS

IV Levels IV1 (Mindset): Growth IV1 (Mindset): Fixed

IV2 (Job): Full-Time DV = Minutes spent studying MATH DV = Minutes spent studying MATH

IV2 (Job): Part-Tiime DV = Minutes spent studying DV = Minutes spent studying

IV2 (Job): None DV = Minutes spent studying DV = Minutes spent studying

AND:

Table - Factorial Design of Studying Scenario FOR UNIVERSITY STUDENTS

IV Levels IV1 (Mindset): Growth IV1 (Mindset): Fixed

IV2 (Job): Full-Time DV = Minutes spent studying MATH DV = Minutes spent studying MATH

IV2 (Job): Part-Tiime DV = Minutes spent studying DV = Minutes spent studying

IV2 (Job): None DV = Minutes spent studying DV = Minutes spent studying

You could have just as easily made IV1 the Job and IV2 the Mindset, or even made a table for only students with Growth Mindset
(and had IV1 be the type of school) and another table for only students with Fixed Mindset and the table would still be correct. It
doesn't matter statistically which IV is placed where, it's more about interpreting and understanding what is besting tested.

Contributors and Attributions 
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Participants
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13.2: Introduction to Main Effects and Interactions
When you conduct a design with more than one IV, you get more means to look at. As a result, there are more kinds of questions
that you can ask of the data.

What kinds of questions are we talking about? Let’s keep going with our Distraction scenario experiment. We have the first IV
where we manipulated distraction. So, we could find the overall means in Spot the Difference activity for the distraction vs. no-
distraction conditions (that’s two means, one for when participants were distracted and one for the participants who were not
distracted). The second IV was reward. We could find the overall means in spot-the-difference performance for the reward vs. no-
reward conditions (that’s two more means, one for participants who received a reward and one mean when reward was not
mentioned). We could do what we already did, and look at the means for each combination, that is the mean for distraction/reward,
distraction/no-reward, no-distraction/reward, and no-distraction/no-reward (that’s four more means, if you’re counting). There’s
even more. We could look at the mean distraction effect (the difference between distraction and no-distraction) for the reward
condition, and the mean distraction effect for the no-reward condition (that’s two more). I hope you see here that there are a lot of
means to look. And they are all different means. Let’s look at all of them together in one graph with four panels (Figure ).
Remember, the bar graphs in Figure  show the mean for each group; they are not frequency charts.

Figure : Each panel shows the mean for different effects in the design. (CC-BY-SA Matthew J. C. Crump from Answering
Questions with Data- Introductory Statistics for Psychology Students)

The purpose of showing all of these means is to orient you to your problem. If you conduct a 2x2 design (and this is the most
simple factorial that you can conduct), you will get all of these means. You need to know what you want to know from the means.
That is, you need to be able to connect the research question to the specific means you are interested in analyzing.

For example, in our example, the research question was whether reward would change the size of the distraction effect. The top left
panel gives us some info about this question. We can see all of the condition means, and we can visually see that the distraction
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effect was larger in the No-reward compared to the reward condition. But, to “see” this, we need to do some visual subtraction. You
need to look at the difference between the red and aqua bars for each of the reward and no-reward conditions.

Does the top right panel tell us about whether reward changed the size of the distraction effect? NO, it just shows that there was an
overall distraction effect (this is called the main effect of distraction). Main effects are any differences between the levels of one
independent variable.

Does the bottom left panel tell us about whether reward changed the size of the distraction effect? NO! it just shows that there was
an overall reward effect, called the main effect of reward. People who were rewarded spotted a few more differences than the
people who weren’t, but this doesn’t tell us if they were any less distracted.

Finally, how about the bottom right panel. Does this tell us about whether the reward changed the size of the distraction effect?
YES! Notice, the y-axis is different for this panel. The y-axis here is labeled “Distraction Effect”. You are looking at two difference
scores. The distraction effect in the no-reward condition (10-5= 5), and the distraction effect in the Reward condition (11-9 = 2).
These two bars are different as a function of reward. So, it looks like reward did produce a difference between the distraction
effects! This was the whole point of the study. It is these means that were most important for answering the question of the study.
As a very last point, this panel contains what we call an interaction. We explain this more in the next section, but basically, an
interaction shows that the effect of on IV on the DV is changed by the effect of another IV on the DV. The IVs levels can combine
or cancel each other out, but the point is that you wouldn't get the full picture of how the levels of either IV affect the DV if you
only looked at one at a time. A factorial design lets you look at the combination of the IVs together.

Pro tip: Make sure you know what you want to know from your means before you run the
study, otherwise you will just have way too many means, and you won’t know what they
mean.
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13.2.1: Example with Main Effects and Interactions
You might realize by now the Dr. MO’s student researchers did a couple studies on mindset. Remember growth mindset? The idea
that mistakes help you learn, and that more time and effort leads to brain development? One group of student researchers collected
data on improving growth mindset that should be analyzed with a factorial ANOVA. Here it is:

Scenario 
The student researchers looked at the Difference scores of 106 students at Dr. MO’s community college. The Difference scores
were calculated by subtracting each students’ Post-Test Mindset Quiz score (measured at the end of the semester) from their own
Pre-Test Mindset Quiz score (measured at the beginning of the same semester); thus, positive scores mean that the student
improved their mindset. In this study, we had two variables. One was the intervention, which had two levels: No Intervention
(comparison control group) and Intervention (in which faculty tried different activities to improve mindset). We also collected
information on what department these activities were happening in, and had enough data to analyze students in English classes and
students in Psychology classes.

Can you identify the groups and variables in this scenario?

Answer the following questions to understand the variables and groups that we are working with.

1. Who is the sample?
2. Who do might be the population?
3. What are the IVs and levels for each IV?
4. What is the DV (quantitative variable being measured)?
5. Is this a 2x2 factorial design? If not, what kind of design is it?
6. List out each of the combinations of the levels of the IVs:

Solution

1. The sample was 106 community college students taking an English class or a Psychology class.
2. The population could be all community colleges students, or maybe all community college students taking English or

Psychology. Or maybe all community college students in a general education course?
3. One IV is Intervention, with the levels being Yes or No. The other IV is Department, with the levels being English or

Psychology.
4. The DV is the Difference score from the Mindset Quiz pre-test to the Mindset Quiz post-test.
5. Yes, this is a 2x2 factorial design because there are two IVs (so there are two numbers __x__); the first IV (Intervention)

has two levels and the second IV (Department) has two levels.
6. List out each of the combinations of the levels of the IVs:

1. Intervention in English
2. Intervention in Psychology
3. No Intervention in English
4. No Intervention in Psychology

Can you plug these IVs into a Punnett’s Square grid?

Complete a grid showing the factorial design IVs and DVS.

Solution

Table - 2x2 Factorial Grid of Intervention by Department

IV Levels IV1- Yes Intervention IV1- No Intervention

 Example 13.2.1.1

 Example 13.2.1.2
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IV2: English Department 2x2: Students who experienced an intervention
in an English class.

2x2: Students who did not experience an
intervention but who were in an English class.

IV2: Psychology Department 2x2: Students who experienced an intervention
in a Psychology class.

2x2: Students who did not experience an
intervention but who were in a Psychology
class.

You could have put Department as IV1 (columns) and Intervention as IV2 (rows). It’s really about what makes the most sense to
you; Dr. MO wanted what she thinks is the main influence of mindset on the top.

Participants in each “cell” of this design have a unique combination of IV conditions.

Three Effects 
With a 2x2 factorial design, you have three effects to look at. Remember, “effects” are the results of the DV, what was measured.
Here are the three effects that you need to look at:

1. The main effect of the one IV: How does one IV affect the DV (independent of the other IV)
2. The main effect of the other IV: How does the other IV affect the DV (independent of the first IV)
3. The interaction of the two IVs -- how they jointly affect the DV

In our mindset scenario, what are these three effects?

Solution

1. The main effect of the intervention; did the intervention improve Mindset Quiz scores?
2. The main effect of the department; did which class you were in affect Mindset Quiz scores?
3. The interaction of the intervention by department; is one department more likely to improve Mindset Quiz scores than

another department when there’s an intervention? Another way to think about these variables is to ask whether the
departments started out with different average Mindset Quiz scores, so that even in the No Intervention condition the
Difference score would be statistically significantly different between the two departments.

Let’s look at these main effects in Table , in which the marginal means were included. Marginal means are, you guessed, it
the means on the margins of the table. These means on the margin show the means for each level of each IV, which are the main
effects. The marginal means do not show the combination of the IVs’ levels, so they do not show an interaction.

Table - 2x2 Factorial Grid of Intervention by Department with Marginal Means

IV Levels IV1- Yes Intervention IV1- No Intervention Marginal Means of IV2

IV2: English Department
2x2: Students who experienced an
intervention in an English class.

2x2: Students who did not
experience an intervention but
who were in an English class.

DV = 2.49

IV2: Psychology Department 2x2: Students who experienced an
intervention in a Psychology class.

2x2: Students who did not
experience an intervention but
who were in a Psychology class.

DV = 1.34

Marginal Means of IV1 DV = 2.08 DV = 1.76

Again, you could have put Department as IV1 (columns) and Intervention as IV2 (rows). And again, participants in each “cell” of
this design have a unique combination of IV conditions.

Main Effects 

Let’s go through the marginal means for Table .

 Example 13.2.1.3

13.2.1.2

13.2.1.2

13.2.1.2
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What are the marginal means for the Intervention?

Solution

Intervention Yes  2.08

Intervention No 1.76

We’ll look at statistical significant later, but just based on these means, it looks like the students who experienced an Intervention
had a larger Difference score than students who did not have an intervention. This is what was expected; students who experienced
an intervention had a higher Mindset Quiz score at the end of the semester (post-test), after the interventions, than at the beginning
of the semester (pretest). This is your main effect of Intervention. When we do the statistical analyses, we’ll follow the same
process for null hypothesis significance testing:

Critical  Reject null  means are different  main effects 

Critical  Retain null  means are similar  no main effects 

Let’s move on to the other independent variable.

Based on Table , what are the marginal means for department? Which department seemed to have a higher Difference
score?

Answer

Marginal Means:

English=2.49
Psychology=1.34

There seems to be a main effect of department such that students in English had a higher Difference score than students in
Psychology classes.

We can’t be say much more than that without looking at actual statistical results. Instead, we will look at the individual cells of our
grid to see if there was an interaction between Department and Intervention on the Difference scores.

Interaction 

Table  has the means for each combination of each IV level in the individual cells. Looking at Table , how do the
inside cells seem relate to each other?

Table - 2x2 Factorial Grid of Intervention by Department with Marginal Means & Cell Means

IV Levels IV1- Yes Intervention IV1- No Intervention Marginal Means of IV2

IV2: English Department DV=3.70 DV=1.29 DV=2.49

IV2: Psychology Department DV=0.46 DV=2.23 DV=1.34

Marginal Means of IV1 DV=2.08 DV=1.76

Again, you could have put Department as IV1 (columns) and Intervention as IV2 (rows). And again, participants in each “cell” of
this design have a unique combination of IV conditions.

Answer the following questions related the cell means in Table ,

1. Was one cell substantially higher than the others?
2. Was one cell substantially lower than the others?

 Example 13.2.1.1

=

=

< |Calculated| = = = = p< .05

> |Calculated| = = = = p> .05

 Exercise 13.2.1.1

13.2.1.2

13.2.1.3 13.2.1.3

13.2.1.3

 Example 13.2.1.5

13.2.1.3
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Solution

1. It looks like students in English class who experienced an intervention had higher Difference scores.
2. It looks like students in a Psychology class who experienced an intervention had a really low difference score.

This pattern of cell means is your interaction of Intervention and Department: Experiencing the intervention interacts with the
department to affect Differences in Mindset Quiz scores such that the intervention seems to improve mindset for those in English
but not in Psychology (the Psychology students who experienced an intervention were essentially unchanged). What’s strange is
that Psychology students in the control condition (No Intervention) might have actually improved their Mindset Quiz scores more
than both English students with no intervention and Psychology student with the intervention! You might be wondering why these
strange effects for the Psychology students, and Dr. MO has no answer for you. This is real data, and there’s no good explanation
for this with the variables that we have. ::shrug::

As you can see, the main effects of each IV can relate to the interaction in several different ways. Let’s look at that next.

This page titled 13.2.1: Example with Main Effects and Interactions is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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13.2.2: Graphing Main Effects and Interactions
Let's back to our example on distraction and use the following graphs to help interpret the main effects of reward, the main effects
of distraction, and to see how they interact.

Distraction Effect: What Do You See? 
Results from 2x2 designs are also often plotted with line graphs. Figure  shows four different graphs, using bars and lines
to plot the same means. Dr. Crump wanted to show you this so that you realize that how you graph your data matters, and it makes
it more or less easy for people to understand the results. Also, how the data is plotted matters for what you need to look at to
interpret the results.

Figure : The same example means plotted using bar graphs or line graphs, and with Distraction or Reward on the x-axis.
(CC-BY-SA Matthew J. C. Crump from Answering Questions with Data- Introductory Statistics for Psychology Students)

What do you see in both of the graphs on the left? Dr. MO sees that distraction matters, but distraction is particularly effective in
reducing the number of differences spotted when there is no reward. In both graphs on the left of Figure , the one really
low bar or dot is when there is no reward and the participant was distracted.

What do you see in the graphs on the right in Figure ? The first thing that Dr. MO saw was that the line chart makes it clear
that there's a high level of spotting differences in the No Distraction condition. Then she noticed that the dot for participants who
were Distracted and Not Rewarded was way low compared to all of the other dots. The bar chart shows that as well; the left most
bar is clearly shorter than all of the others.

What you are seeing in these charts are the main effects and interactions. The main effect of IV1 shows that distraction matters;
those participants who were distracted spotted fewer distractions. The main effect of IV2 shows that reward matters; those
participants who were rewarded spotted more distractions. And finally, these charts show an interaction. Although both variables

13.2.2.1

13.2.2.1

13.2.2.1

13.2.2.1
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mattered, their individual effects seemed to be magnified when combined. Participants who were Distracted and Not Rewarded
were pretty horrible at spotting differences, more horrible than either IV's main effect would suggest on its own. That's the power
of interactions.

On the Playground: What Do You See? 

Let's try another one. Check out Figure  and determine the factorial notations. Figure  is a bar chart that shows the
means of the different conditions (levels of the IV). This is different from the frequency charts that we first learned about. When
not listed, it can be helpful to list the IVs, so we’ll start with that. The DV is number of times a student was pushed on the
playground.

Figure : Example of Factorial Design in a Bar Chart. (CC-BY-SA; graph created by Michelle Oja)

Let's answer the questions that we talked about when identifying factorial notations about Figure  to see if we can find the
main effects and interactions.

For Figure :

1. To determine one main effect, what are the levels of one of the IVs? What could you name that IV?
2. To determine the other main effect, what are the levels of another of the IVs? What could you name that IV?
3. There’s one more main effect! What are the levels of the last IV? What could you name that IV?

Answer

It doesn’t matter what order you found these in:

1. One IV’s level is Boys or Girls, so that could be called the main effect of “Gender”.
2. Another IV’s levels looks like violent or non-violent cartoons. That main effect could be called "Cartoon" or "Cartoon

Type" or "Cartoon Violence."
3. A final IV’s levels is frustrated kid or unfrustrated kid. We could call that main effect "Mood".

Now that we see the main effects, let’s determine what kind of factorial design is shown in Figure .

What kind of factorial designs is shown in Figure ? 2x2? 2x3? 2x2x2? Other?

Answer

Figure  shows a 2x2x2

2 (Gender: Boy or Girl) by 2 (Cartoon: Violent or Not) by 2 (Mood: Frustrated or Not)

Contributors and Attributions 
Matthew J. C. Crump (Brooklyn College of CUNY)
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Dr. MO (Taft College)

This page titled 13.2.2: Graphing Main Effects and Interactions is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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13.2.3: Interpreting Main Effects and Interactions in Graphs
Designs with multiple factors are very common. When you read a research article (and you will!), you will often see tables and
graphs that show the results from designs with multiple factors. It would be good for you if you were comfortable interpreting the
meaning of those results. You should look at the main effects, but understand that any statistically significant interaction is the real
result because the interaction tells you more about the levels of each IV than any main effect can.

2x2 designs 
Let’s take the case of 2x2 designs. There will always be the possibility of two main effects and one interaction. You will always be
able to compare the means for each main effect and interaction. If the two means from one variable are different, then there is a
main effect. If the two means from the other variable are different, then there is a main effect. And then you look at the cell means
(the means in the four combinations of the two IV's two levels), and those could have all sorts of relationships. There a bunch of
ways all of this can turn out. Check out the ways, there are eight of them:

1. no IV1 main effect, no IV2 main effect, no interaction (This is the null hypothesis!)
2. IV1 main effect, no IV2 main effect, no interaction
3. IV1 main effect, no IV2 main effect, yes interaction
4. IV1 main effect, IV2 main effect, no interaction
5. IV1 main effect, IV2 main effect, yes interaction
6. no IV1 main effect, IV2 main effect, no interaction
7. no IV1 main effect, IV2 main effect, yes interaction
8. no IV1 main effect, no IV2 main effect, yes interaction

OK, so if you run a 2x2, any of these eight general patterns could occur in your data. That’s a lot to keep track of. As you develop
your skills in examining graphs that plot means, you should be able to look at the graph and visually guesstimate if there is, or is
not, a main effect or interaction. You will need you inferential statistics to tell you for sure, but it is worth knowing how to know
see the patterns. Look at the eight patterns in Figure .13.2.3.1

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22134?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/13%3A_Factorial_ANOVA_(Two-Way)/13.02%3A_Introduction_to_Main_Effects_and_Interactions/13.2.03%3A_Interpreting_Main_Effects_and_Interactions_in_Graphs


13.2.3.2 https://stats.libretexts.org/@go/page/22134

Figure : Line graphs showing 8 possible general outcomes for a 2x2 design. (CC-BY-SA Matthew J. C. Crump from 10.1
of Answering Questions with Data)

Whenever the lines cross, or would cross if they kept going, you have a possibility of an interaction. Whenever the lines are
parallel, there can’t be an interaction. When both of the points on the A side are higher or lower than both of the points on the B
side, then you have a main effect for IV1 (A vs B). Whenever the green line is above or below the red line, then you have a main
effect for IV2 (1 vs. 2).

We know this is complicated. You should see what all the possibilities look like when we start adding more levels or more IVs! It
gets nuts. Because of this nuttiness, it is often good practice to make your research designs simple (as few IVs and levels as
possible to test your question). That way it will be easier to interpret your data. Whenever you see that someone ran a 4x3x7x2
design, your head should spin. It’s just too complicated.

Do you remember Stephen Chew’s video series on how to learn? Well, his second video (What Students Should Know about How
People Learn) has a factorial design (with an extra control group).

13.2.3.1
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Figure : What Students Should Know about How People Learn. (Stephen Chew via YouTube)

Watching this video can help you understand factorial designs, including main effects and interactions), as well as learn about
learning!

Contributors and Attributions 
Matthew J. C. Crump (Brooklyn College of CUNY)

Dr. MO (Taft College)

Dr. Stephen Chew's "What Students Should Know About How People Learn" (Part 2 of "How to Get the Most Out of Studying"
series)

This page titled 13.2.3: Interpreting Main Effects and Interactions in Graphs is shared under a CC BY-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.

10.1: Looking at main effects and interactions by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
https://www.crumplab.com/statistics/.
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13.2.4: Interpreting Interactions- Do Main Effects Matter?
The interpretation of main effects and interactions can get tricky. Consider the concept of a main effect. This is the idea that a
particular IV has a consistent effect. For example, drinking five cups of coffee makes you more awake compared to not drinking
five cups of coffee. The main effect of drinking five cups of coffee versus not drinking coffee will generally be true across the
levels of other IVs in our life. For example, let’s say you conducted an experiment testing whether the effect of drinking five cups
of coffee versus not, changes depending on whether you are in your house or in a car. Perhaps the situation matters? No, probably
not so much. You will probably still be more awake in your house, or your car, after having five cups of coffee, compared to if you
hadn’t.

The coffee example is a reasonably good example of a consistent main effect. Another silly kind of example might be the main
effect of shoes on your height. For example, if your IV was wearing shoes or not, and your DV was height, then we could expect to
find a main effect of wearing shoes on your measurement of height. When you wear shoes, you will become taller compared to
when you don’t wear shoes. Wearing shoes adds to your total height. In fact, it’s hard to imagine how the effect of wearing shoes
on your total height would ever interact with other kinds of variables. You will be always be that extra bit taller wearing shoes.
Indeed, if there was another manipulation that could cause an interaction that would truly be strange. For example, imagine if the
effect of being inside a bodega or outside a bodega interacted with the effect of wearing shoes on your height. That could mean that
shoes make you taller when you are outside a bodega, but when you step inside, your shoes make you shorter…but, obviously this
is just totally ridiculous. That’s correct, it is often ridiculous to expect that one IV will have an influence on the effect of another,
especially when there is no good reason.

The summary here is that it is convenient to think of main effects as a consistent influence of one manipulation. However, when an
interaction is observed, this messes up the consistency of the main effect. That is the very definition of an interaction. It means that
some main effect is not behaving consistently across different situations. Indeed, whenever we find an interaction, sometimes we
can question whether or not there really is a general consistent effect of some manipulation, or instead whether that effect only
happens in specific situations.

For this reason, you will often see that researchers report their findings this way:

“We found a main effect of X, BUT, this main effect was qualified by an interaction between X and Y”.

Notice the big BUT. Why is it there? The sentence points out that before they talk about the main effect, they need to first talk
about the interaction, which is making the main effect behave inconsistently. In other words, the interpretation of the main effect
depends on the interaction, the two things have to be thought of together to make sense of them.

Here are some examples to help you make sense of these issues:

Consistent 

A consistent main effect and an interaction means that the results of the interaction follows the results of the main effect. What's
going on here? As you can see, the top line (Level 2 of IV2) goes down. The bottom line (Level 1 of IV2) goes up. IV1 is
represented by the endpoints of the lines, with Level A of IV1 on the left and Level B of IV1 on the right.
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Figure : Example means showing a generally consistent main effect along with an interaction. (CC-BY-SA Matthew J. C.
Crump from 10.2 of Answering Questions with Data)

There is a main effect of IV2: the level 1 means (red line on the bottom) are both lower than the level 2 means (aqua line on the
top). There is also an interaction. The size of the difference between the red and aqua points in the A condition (left) is bigger than
the size of the difference in the B condition. This means that you couldn't just look at the main effect of IV2, you have to also take
into account how IV1 affects IV2.

How would we interpret this? 

We could say there WAS a main effect of IV2, BUT it was qualified by an IV1 x IV2 interaction.

What’s the qualification? 

The size of the IV2 effect changed as a function of the levels of IV1. It was big for level A, and small for level B of IV1.

What does the qualification mean for the main effect? 

Well, first it means the main effect can be changed by the other IV. That’s important to know. Does it also mean that the main effect
is not a real main effect because there was an interaction? Not really, there is a generally consistent effect of IV2. The green points
are above the red points in all cases. Whatever IV2 is doing, it seems to work in at least a couple situations, even if the other IV
also causes some change to the influence.

Let’s try an example to show that a consistent interaction, when the interaction is similar to one or both sets of main effects.

Table - Consistent 2x2

IV Levels IV1 (Task Presentation): Paper IV1 Task Presentation): Computer

IV2 (Task Difficulty): Easy 80 90

IV2 (Task Difficulty): Hard 40 70

Marginal Means of IV1: 60 80

How would we interpret this? 

As shown in Table , there is a main effect for Task Presentation; overall, performance was better using computer than
using paper. (There is also a main effect for Task Difficulty; overall, performance was better on the easier task, but the means are
shown to make these examples easier to follow.).

13.2.4.1
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What’s the qualification? 

The interaction shows that both Task Presentation and Task Difficulty affect the DV.

What does the qualification mean for the main effect? 

The pattern of the main effect of Task Presentation is consistent for both easy tasks and for hard tasks.

Consistency amongst interactions and mains effect is the simplest relationship between a main effect and an interaction. Let's look
at one that makes interpreting the main effects more difficult.

Inconsistent 
An inconsistent main effect and an interaction is shown in Figure . What's going on here? As you can see, the top line
(Level 2 of IV2) goes down sharply. The bottom line (Level 1 of IV2) stays flat. IV1 is represented by the endpoints of the lines,
with Level A of IV1 on the left and Level B of IV1 on the right.

Figure : Example data showing how an interaction exists, and a main effect does not, even though the means for the main
effect may show a difference. (CC-BY-SA Matthew J. C. Crump from 10.2 of Answering Questions with Data)

You should see an interaction here straight away. The difference between the aqua and red points in condition A (left two dots) is
huge, and there is no difference between them in condition B. Is there an interaction? Yes!

Are there any main effects here? With data like this, sometimes an ANOVA will suggest that you do have significant main effects.
For example, what is the mean difference between level 1 and 2 of IV2? That is the average of the green points ( (10+5)/2 = 15/2=
7.5 ) compared to the average of the red points (5). There will be a difference of 2.5 for the main effect (7.5 vs. 5).

Starting to see the issue here? From the perspective of the main effect (which collapses over everything and ignores the
interaction), there is an overall effect of 2.5. In other words, level 2 adds 2.5 in general compared to level 1. However, we can see
from the graph that IV2 does not do anything in general. It does not add 2.5s everywhere. It adds 5 in condition A, and nothing in
condition B. It only does one thing in one condition.

What is happening here is that a “main effect” is produced by the process of averaging over a clear interaction.

How would we interpret this? 

We might have to say there was a main effect of IV2, BUT we would definetely say it was qualified by an IV1 x IV2 interaction.

What’s the qualification? 

The size of the IV2 effect completely changes as a function of the levels of IV1. It was big for level A, and nonexistent for level B
of IV1.
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What does the qualification mean for the main effect? 

In this case, we might doubt whether there is a main effect of IV2 at all. It could turn out that IV2 does not have a general influence
over the DV all of the time, it may only do something in very specific circumstances, in combination with the presence of other
factors.

Let's try that with some examples.

Table - Inconsistent 2x2

IV Levels IV1 (Task Presentation): Paper IV1 Task Presentation): Computer

IV2 (Task Difficulty): Easy 90 90

IV2 (Task Difficulty): Hard 40 70

Marginal Means of IV1: 65 80

How would we interpret this? 

Sometimes the interaction shows effects that the main effects miss or are opposite of the main effects. In Table , there is a
main effect for Task Presentation, overall performance was better using computer presentation than using paper presentation.
(There is also a main effect for Task Difficulty; overall, performance was better on the easier task, but the means are shown to
make these examples easier to follow.).

What’s the qualification? 

In Table , what did the main effect of Task Presentation miss?

Solution

Performance is better on the computer but only for hard tasks (not for easy tasks). Performance the same for Paper and
Computer for Easy tasks.

What does the qualification mean for the main effect? 

This qualification means that the interaction is inconsistent with the main effects; performance is affected by both Task Difficulty
and Task Presentation.

Another form of inconsistency is when the main effects do not show a difference, but the IV levels do affect the DV.

Table - Inconsistent 2x2 Showing Null Main Effect

IV Levels IV1 Task Presentation): Computer IV1 (Task Presentation): Paper

IV2 (Task Difficulty): Easy 90 70

IV2 (Task Difficulty): Hard 40 60

Marginal Means of IV1: 65 65

How would we interpret this? 

There is no main effect for Task Presentation in Figure 3, overall performance was equivalent using computer presentation and
using paper presentation.

What’s the qualification? 

This pattern is inconsistent with the interaction.

What does the qualification mean for the main effect? 

In this example, Task Presentation does matter for easy tasks.

This is why interactions are so important to look at. Sometimes the main effects tell us most of what we need to know, but
sometimes main effects hide what is really happening.
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Try it Yourself 

Let’s look at the Mindset Quiz pretest scores when faculty in English and Psychology tried to improve their students’ mindset. This
is different from the Difference scores that we looked at earlier. This time, we are only looking at the posttests, the scores on the
Mindset Quiz at the end of the semester. Review Table  and Figure , and decide if you think that the main effects
are consistent or inconsistent with the interaction.

Table  shows the marginal means and the cell means for our two IVs (Intervention: Yes or No; Department: English or
Psychology).

Table - Mindset Pretest Scores

IV Levels IV1: Yes Intervention IV1: No Intervention Marginal Means for IV2:

IV2: English Department 41.15 41.43 41.29

IV2: Psychology Department 46.46 41.60 44.03

Margin Means for IV1: 43.8 41.51 (You could put the total mean
here...)

How would we interpret this? 

Let’s first look at the main effects in Table . Without doing a null hypothesis significance test, we might guess that there
was a significant different between those who were going to receive the intervention and those who were not going to receive the
intervention based on the means; remember, these are pretest scores so no one had received the intervention yet! So right off, that’s
an odd finding. Why would students already having a higher score on the Mindset Quiz? Do you think that the professor was subtly
supporting growth mindset in only the classes that were going to have the intervention?

Now for the department. Without doing an null hypothesis significance testing, we might guess that there was a significant
difference with the Psychology students having higher scores on the Mindset Quiz (slightly more growth mindset) than the English
students. Again, this is surprising for a pretest. Why would Psychology students have a growth mindset more than English
students?

On the other hand, we didn’t conduct any null hypothesis significance testing, so maybe these means are actually close enough to
say that they are similar. At this point, we just don’t know.

But let’s move on to the interaction. Looking at the four cells in the middle of the table, what do you see?

Does one cell in the middle of Table  seem substantially higher? Or substantially lower?

Solution

It looks like the combination of IV levels strengthened the effect of the IVs alone. When discussing the main effects we said
that it looks like the students who were going to get the intervention (IV1 = Yes) already scored higher on the Mindset Quiz,
and the Psychology students scored higher on the pretest than English students. When looking at these in combination, it looks
like the only the Psychology classes that were going to receive the intervention scored higher, not everyone who was going to
receive the intervention. This high average score on the Mindset Quiz pretest for Psychology students who were going to
receive the intervention seems to have increased the marginal mean for both the Intervention IV and the Department IV.

When you look at Figure , do you see these means? The top line represents those who experienced an intervention (IV1,
Level: Yes), and rises sharply. The dashed bottom line represents those who did not experience an intervention (IV1, Level: No).
This dashed line most stays flat. IV2 is represented by the endpoints of the lines, with the English Department on the left and the
Psychology Department on the right. This means that the one group that looks really different are those in Psychology who
experienced the intervention.
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Figure : Mindset Quiz Pretest Means. (CC-BY-SA; Michelle Oja)

Figure  makes it very clear that there is an interaction (the lines are not parallel). It also makes clear that the scores for
English students weren’t affected by the other IV (dots on the left), and that those who were not going to experience an intervention
(dashed line) did not differ between the two departments. But, woah nelly, look at the blue dot representing students who were
going to receive an intervention in a Psychology class! Based on the scaling of this chart, it looks like their mean was wildly higher
than the other combinations.

What’s the qualification? 

The size of the effect of the Department (IV2) completely changes as a function of the levels of Intervention (IV1).

What does the qualification mean for the main effect? 

It might mean that the main effect of Department doesn’t really matter because the change in Mindset Quiz pretest scores only
changes when in a Psychology class that will receive an intervention.

Consistent or Inconsistent? 

Are the main effects are consistent or inconsistent with the interaction?

Solution

Both main effects are consistent with the interaction.

Do main effects mean anything? 

When should you pay attention to mean differences in main effects?

Solution

When there are no interactions.

When there are no interactions, the main effects for each IV are like separate ANOVAs. An ANOVA with one IV. This is what
makes interpreting main effects risky when there's an interaction. The interaction may be all that is happening, but based on the
means of only one of the IVs, it looks like that IV is influencing the DV on its own.
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13.2.5: Interpreting Beyond 2x2 in Graphs
Our graphs so far have focused on the simplest case for factorial designs, the 2x2 design, with two IVs, each with 2 levels. It is
worth spending some time looking at a few more complicated designs and how to interpret them. We talked about more
complicated designs in the Factorial Notations and Square Tables section, but here's a more focused approach to interpreting the
graphs of these advanced designs.

2x3 design 
In a 2x3 design there are two IVs. IV1 has two levels, and IV2 has three levels. Typically, there would be one DV. Let’s talk about
the main effects and interaction for this design.

First, let’s make the design concrete. Let’s imagine we are running a memory experiment. We give people some words to
remember, and then test them to see how many they can correctly remember. Our DV is the proportion (percentage) that
participants remembered correctly out of all tries. We know that people forget things over time. Our first IV will be time of test,
immediate versus one week later. The time of test IV will produce a forgetting effect. Generally, people will have a higher
proportion correct on an immediate test of their memory for things they just saw, compared to testing a week later.

We might be interested in manipulations that reduce the amount of forgetting that happens over the week. Let’s make the second IV
the number of time people got to study the items before the memory test, once, twice or three times. We call IV2 the repetition
manipulation.

We might expect data that looks like Figure . The top line shows the means when there is no delay (Immediate) for the
three levels of repetition. Notice that the proportion correct (y-axis) increases for the Immediate group with each repetition. The
bottom ling shows the One Week Delay group over the three levels of repetition. Again, more repetition seems to increase the
proportion correct. Let’s talk about this graph in terms of main effects and interaction.

Figure : Example means for a 2x3 factorial design. (CC-BY-SA Matthew J. C. Crump via 10.4 in Answering Questions
with Data)

First, the main effect of delay (time of test) is shown by in each differently-colored line, and seems obvious; the red line is on the
top, way above the aqua line. This tells us that the proportion correct on the memory test is always higher when the memory test is
taken immediately compared to after one week.

Second, the main effect of repetition is presented on the x-axis, and seems to be clearly present. The more times people saw the
items in the memory test (once, twice, or three times), the more they remembered, as measured by increasingly higher proportion
correct as a function of number of repetitions.

Is there an interaction? Yes, there is. Remember, an interaction occurs when the effect of one IV depends on the levels of an
another. The delay IV measures the forgetting effect. Does the size of the forgetting effet change across the levels of the repetition
variable? Yes it does. With one repetition the forgetting effect is 0.9 - 0.6 = 0.4. With two repetitions, the forgetting effect is a little
bit smaller, and with three, the repetition is even smaller still. So, the size of the forgetting effect changes as a function of the levels
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of the repetition IV. There is evidence in the means for an interaction. You would have to conduct an inferential test on the
interaction term to see if these differences were likely or unlikely to be due to sampling error.

If there was no interaction, and say, no main effect of repetition, we would see something like Figure .

Figure : Example means for a 2x3 design when there is only one main effect. (CC-BY-SA Matthew J. C. Crump via 10.4 in
Answering Questions with Data)

What would you say about the interaction if you saw something like Figure ? The Immediate group is high, but repetition
doesn't seem to matter. The One Week Delay group is flat until the third repetition, then increases the proportion correct.

Figure : Example means for a 2x3 design showing another pattern that produces an interaction. (CC-BY-SA Matthew J. C.
Crump via 10.4 in Answering Questions with Data)

There is evidence in the means for an interaction. Remember, we are measuring the forgetting effect (effect of delay) three times.
The forgetting effect is the same for repetition condition 1 and 2, but it is much smaller for repetition condition 3. The size of the
forgetting effect depends on the levels of the repetition IV, so here again there is an interaction.

2x2x2 designs 

Let’s take it up a notch and look at a 2x2x2 design. Here, there are three IVs with 2 levels each. There are three main effects, three
two-way (2x2) interactions, and one 3-way (2x2x2) interaction.

We will use the same example as before but add an additional manipualtion of the kind of material that is to be remembered. For
example, we could present words during an encoding phase either visually or spoken (auditory) over headphones.

Figure  shows two pairs of lines, one side (the panel on the left) is for the auditory information to be remembered, and the
panel on the right is when the information was presented visually. The lines still show the delay, and the y-axis still shows the
number of repetitions. In this version of the study, the was only two repetitions levels: once or twice. The two lines on the left show
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auditory IV levels and the two lines on the right show visual information. The top lines show when there's no delay, and the
diagonal lines show when there is a week delay. There are only two levels of repetition, so there are only two dots representing this
IV (1 repetition on the right and 2 repetitions on the left for both auditory and visual information).

Figure : Example means from a 2x2x2 design with no three-way interaction. (CC-BY-SA Matthew J. C. Crump via 10.4 in
Answering Questions with Data)

You can think of the 2x2x2, as two 2x2s, one for auditory and one for visual. What’s the take home from this example data? We can
see that the graphs for auditory and visual are the same. They both show a 2x2 interaction between delay and repetition. People
forgot more things across the week when they studied the material once, compared to when they studied the material twice. There
is a main effect of delay, there is a main effect of repetition, but there is no main effect of modality (no difference between auditory
or visual information), and there is not a three-way interaction.

What is a three-way interaction anyway? That would occur if there was a difference between the 2x2 interactions. For example,
consider the next pattern of results (Figure ).

Figure : Example means from a 2x2x2 design with a three-way interaction. (CC-BY-SA Matthew J. C. Crump via 10.4 in
Answering Questions with Data)

We are looking at a 3-way interaction between modality, repetition and delay in Figure . What is going on here? These
results would be very strange, but here is an interpretation.

For auditory stimuli, we see that there is a small forgetting effect when people studied things once, but the forgetting effect
gets bigger if they studies things twice. A pattern like this would generally be very strange, usually people would do better if
they got to review the material twice.

The visual stimuli show a different pattern. This different pattern is where we get the three-way interaction. Here, the
forgetting effect is large when studying visual things once, and it get’s smaller when studying visual things twice.

We see that there is an interaction between delay (the forgetting effect) and repetition for the auditory stimuli; BUT, this
interaction effect is different from the interaction effect we see for the visual stimuli. The 2x2 interaction for the auditory
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stimuli is different from the 2x2 interaction for the visual stimuli. In other words, there is an interaction between the two
interactions, as a result there is a three-way interaction, called a 2x2x2 interaction.

We will note a general pattern here. Imagine you had a 2x2x2x2 design. That would have a 4-way interaction. What would that
mean? It would mean that the pattern of the 2x2x2 interaction changes across the levels of the 4th IV. If two three-way interactions
are different, then there is a four-way interaction.
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13.3: Two-Way ANOVA Summary Table
Factorial designs are designs, not a statistical analysis. Research designs are about how data are collected, instead of how data are
analyzed. However, factorial designs are often analyzed with ANOVAs, so we will walk through ANOVA Summary Tables for
factorial designs with at least two IVs with at least two levels each (“Two-way” means that there are two variables, each with two or
more levels.). The main point of factorials designs is how the different IV’s and their levels are combined, which is a research design
issue.

ANOVA Summary Table Refresher 
Remember the ANOVA Summary Table for Between Groups designs (when the groups were independent) shown in Table ?

Table : ANOVA Table

Source

Between Groups

Within Groups (Error) N/A

Total N/A N/A

Once you had the Sum of Squares (SS) and the Degrees of Freedom (df), you could easily calculate the Mean Square (MS), and then
the final F.

What was added for the Repeated Measures ANOVA Summary Table (example shown in Table )?

Table - RM ANOVA Summary Table with Formulas for Degrees of Freedom

Source

Between Groups formula elsewhere

Participants formula elsewhere N/A N/A

Within Groups (Error) N/A

Total formula elsewhere N/A N/A

Right, we added one more row to account for the variation within each participant. But just like the BG ANOVA Summary Table, once
you had all of the Sums of Squares (SS) and the Degrees of Freedom (df), you could easily calculate the Mean Square (MS), and then
the final F.

The good news is that the Two-Way ANOVA Summary Table, the ANOVA Summary Table used when your study has two IVs, has
similar properties. The bad news is that, just like the BG and RM ANOVA Summary Tables, the SS and df have some new formulas.

In sum, whatever the type of ANOVA you have, your general process will be:

1. Calculate the degrees of freedom.
2. Calculate the Sum of Squares.
3. Use SS to calculate the Mean Square (SS/df).
4. Calculate the F as a ratio of the MS  divided by the MS  (or MS , they are the same thing).

1. The only difference with a two-way ANOVA is that you have two Between Group MS’s, one for each variable, and a row for
the interaction.

5. Locate a critical value.
6. Determine whether you retain or reject the null hypothesis.

What would that kind of ANOVA Summary Table look like? Let's look at one in Table :

Table - Two-Way ANOVA Summary Table

Source

IV 1     

13.3.1

13.3.1

SS df MS F

SSB k− 1
SSB

dfB

MSB

MSW

SSW N − k
SSW

dfW

SST N − 1

13.3.2

13.3.2

SS df MS F

k− 1
SSB

dfB

MSB

MSW

P − 1

S = S − S − SSWG ST SBG SP
(k− 1) × (P − 1)

SSW

dfW

N − 1

BG WG Error
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SS df MS F
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IV 2     

Interaction     

Within Groups (Error)     

Total     

Source

IV 1     

IV 2     

Interaction     

Within Groups (Error)     

Total     

Sum of Squares and Degrees of Freedom 
With independent sample Between Groups ANOVAs, we had three Sums of Squares and three degrees of freedom.

What were the names of the three rows called? In other words, what were the names of the three Sums of Squares?

Answer
1. Between Groups
2. Within-Groups (or Error)
3. Total

With dependent sample Repeated Measures ANOVAs, we needed four Sums of Squares and four degrees of freedom.

What were the names of the four rows called? In other words, what were the names of the four Sums of Squares?

Answer
1. Between Groups
2. Participants
3. Within-Groups (or Error)
4. Total

With two-way ANOVAs you need six Sums of Squares and six degrees of freedom! If you look at Table 3, though, you’ll only see five
rows. What’s the deal? There’s an extra calculation called “cells” that allows you to fill in the ANOVA Summary. So, the Sums of
Squares and Degrees of Freedom that are need are:

1. Cells: This is the SS between all of the groups (This is not listed on the ANOVA Summary Table, but is used to calculate some of
the others.)

2. Between group for one variable (IV )
3. Between group for the other variable (IV )
4. Interaction
5. Within group
6. Total

The next major section shows how to calculate the Sums of Squares using tables, but it is exceedingly unlikely that you would every
calculate a factorial ANOVA by hand. This page is unmodified from the original source (Dr. Crump's Answering Questions with
Data), and uses a statistical analysis software call R. It's so unlikely that you'll every do this by hand that the page is not updated or
formatted for this textbook. So let’s look at how to calculate each Degree of Freedom.

Formulas for Degrees of Freedom 

The following are the formulas for each Degree of Freedom.

1. Cells: 
1. Remembering that “k” is the number of groups, k  is the number of levels of the first IV and , k  is the number of levels of the

other IV.
2. Between group for one variable (IV1 ): 
3. Between group for the other variable (IV ): 

SS df MS F

 Exercise 13.3.1

 Exercise 13.3.2

1

2

( × )– 1k1 k2

1 2

1 – 1k1

2 )– 1k2
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4. Interaction: 
5. Within group: 
6. Total: 

1. With N being the number of scores.

Dr. MO has been skating around the issue, but a two-factor another can be Between Groups (with all IV levels being independent) or
Repeated Measures (with all IV levels being repeated or related) or a combination (some IVs are independent and some IVs are
repeated). To make things easier in our calculations, we’ll just use the Two-Way ANOVA Summary Table as if all of the IVs are
independent, even though it’s actually pretty common to have a combination of IVs. In any case, use the N of the number of scores,
which is usually the number of participants.

When we have an example, we’ll replace the subscript numbers with subscript letters that represent the name of the IVs.

Mean Square 

In two-way ANOVAs, you need to four Mean Squares.

Formulas for Mean Square 

Regardless of which Mean Square you are calculating, it will be the same as all of the Mean Squares that we’ve covered in the last
couple chapters:

You use the Sum of Squares of the row that you are working with, and divide if by the Degrees of Freedom of the row that you are
working with to get the Mean Square for that row.

Calculated F 
In two-way ANOVAs, you end up with three calculated F’s, one for each variable and one for the interaction. For factorial designs
with more IVs, you would end with more calculated F-scores.

Formulas for Calculated F-Scores 

Each F-score is calculated the same was as the F in a Between Groups ANOVA Summary Table or a Repeated Measures ANOVA
Summary Table: MS  / MS 

For a two-way ANOVA, that looks like:

What is similar to past F-score calculations? What is similar amongst all three of these calculations?

Answer

As with prior F calculations, the ratio is the Mean Square of the variable that we’re looking and the Mean Square of the within-
groups error term. That is what is similar amongst all three of these calculations, too.

Each calculated F will be compared to a different critical value based on the Degrees of Freedom of the numerator and the
denominator.

Two-Way ANOVA Summary Table with Formulas 
Here’s the ANOVA Summary Table for a two-way factorial design with all of the formulas included, other than the Sum of Squares.
The formulas for the Sum of Squares aren't provided because they are beyond the scope of this introduction to statistics (and you'd
never do them by hand, anyway). Note that there will again be three blank cells, labeled "N/A" in Table .

Table - Two-Way ANOVA Summary Table

Source

IV 1 formula elsewhere

d ×df1 f2

d – dfTotal fCells
N −1

MS =
SS

df

IV WG or Error

 Exercise 13.3.3

13.3.4

13.3.4

SS df MS F

− 1k1
SS1

df1

MS1

MSWG
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IV 2 formula elsewhere

Interaction formula elsewhere

Within Groups (Error) formula elsewhere N/A

Total formula elsewhere N/A N/A

Source

IV 1 formula elsewhere

IV 2 formula elsewhere

Interaction formula elsewhere

Within Groups (Error) formula elsewhere N/A

Total formula elsewhere N/A N/A

To complete the table, you need to need to calculate the degrees of freedom of cells  although there’s no place
in the table to include this information.

Normally, we put the variable with fewer levels before (above) the variable with more levels in the notation and in the ANOVA
Summary Table.

Practice with a Two-Way ANOVA Summary Table 

Example 1 Complete the following ANOVA Summary Table with the information provided. The Sums of Squares are already in
Table .

Participants (N = 48) joined a weight-loss program designed to increase the time people exercised. The program lasted either one
month, two months, or three months. At the beginning and end of their program, the participants measured their weight to see how
many pounds they lost. Because hormones affect weight loss, the gender of each participant was recorded and used as a variable in
this 2x3 factorial design.

8 men & 8 women who exercised 1 month

8 men & 8 women who exercised 2 months

8 men & 8 women who exercised 3 months

Solution

To complete the calculations you'll find:

1. The Mean Square for one IV
2. The Mean Square for the other IV
3. The Mean Square for the interaction of the two groups.
4. The Mean Square for the Error (the denominator of the calculated F-score), which is sometimes called Mean Square for

Within-Groups.
5. The F-ratio for one group
6. The F-ratio for the other group
7. The F-ratio for the interaction of the two groups.

8. F for one group: 

9. F for other group: 

10. F for the interaction: 

Table - Two-Way ANOVA Summary Table

Source

IV1 (Gender) 330.75  = 2 - 1 = 1

IV2 (Length of Program:
1, 2, or 3 months) 1065.50  = 3 - 1 = 2

Interaction 350.00  = 1 * 2 = 2

SS df MS F

− 1k1
SS1

df1

MS1

MSWG

− 1

− 1

k

k

2

2

S

S

S

S

2

2

d

d

f

f

2

2

M

M

S

S

2

2

M

M

S

S

WG

WG

d ∗ d

d ∗ d

f

f

1

1

f

f

2

2

S

S

S

S

INT

INT

d

d

f

f

INT

INT

M

M

S

S

Interaction

Interaction

M

M

S

S

WG

WG

d − d

d − d

f

f

Total

Total

f

f

cells

cells

S

S

S

S

WG

WG

d

d

f

f

WG

WG

N − 1

N − 1

(d = ( × )– 1)fcells k1 k2

 Example 13.3.1

13.3.5

=
MS1

MSWG

=
MS2

MSWG

=
MSInteraction

MSWG

13.3.5

SS df MS F

− 1k1
= = = 330.75

SS1

df1

330.75

1

= = = 22.36
MS1

MSWG

330.75

14.79

− 1k2 = = = 532.75
SS2

df2

1065.50

2
= = = 36.02

MS2

MSWG

532.75

14.79

d ∗ df1 f2 = = = 175.00
SSINT

dfINT

350.00

2
= = = 11.

MSInteraction

MSWG

175.00

14.79
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Within Groups (Error) 621.00  = 47 - 5
= 42

leave blank

Total 2367.25 leave blank leave blank

Source

IV1 (Gender) 330.75  = 2 - 1 = 1

IV2 (Length of Program:
1, 2, or 3 months) 1065.50  = 3 - 1 = 2

Interaction 350.00  = 1 * 2 = 2

Within Groups (Error) 621.00  = 47 - 5
= 42

leave blank

Total 2367.25 leave blank leave blank

As before, we can do a Calculation Check to see if we did all of the Degrees of Freedom correctly because they all should add up to
the total again!

The rest of the process is the same as we’ve been doing, we just have to do it for each of the calculated F-scores: compare each of the
three calculated F-scores to three critical values from the Critical Values of F Table to decide if we retain or reject the null hypothesis.

Like in the Between Groups ANOVA and the Repeated Measures ANOVA, the null hypothesis says that all of the means are similar.
For factorial designs, this includes the interaction; the null hypothesis is saying that we will find no main effects, and that the means
for each combination of IV levels will also be similar. Just for fun, let’s look at what the combination of IVs would look like in a
Punnett’s Square.

Complete a grid showing the factorial design IVs and DVS for the scenario in Example .

Solution

Add text here.

Table - Factorial Design Grid

IV Levels IV1 (Gender): Men IV1 (Gender: Women

IV2 (Time): 1 Month 2x3: Men who exercised for one month 2x3: Women who exercised for one month

IV2 (Time): 2 Months 2x3: Men who exercised for two months 2x3: Women who exercised for two months

IV2 (Time): 3 Months 2x3: Men who exercised for three months 2x3: Women who exercised for three months

What would we do next? 

For each calculated F, we would determine if the null hypothesis was retained or not. Let’s do that!

Find the critical values for each of the calculated F-scores in the Table of Critical F-Scores (which can be found in the Common
Critical Value Tables page at the end of the book), then determine if you should retain or reject the null hypothesis.

Solution

For the first IV of gender, the calculated F-score was 22.36. The critical value from the Critical Values of F Table the using the
Degrees of Freedom of Gender and the Within-Groups (Error) (Gender df = 1, Within-Groups df = 42) is 4.08 (using the df for the
denominator of 40 because that is the closest to 42 or 42 rounding down on the table). Because the following is still true, we reject
the null hypothesis and say that the average pounds lost differed between men and women.

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

For the second IV of length of the exercise program, the calculated F-score was 36.02. The critical value from the Critical Values
of F Table the using the Degrees of Freedom of Gender and the Within-Groups (Error) (Exercise Length df = 2, Within-Groups df
= 42) is 3.23 (using the df for the denominator of 40 because that is the closest to 42 or 42 rounding down on the table). Because
the critical value is smaller than the calculated value, we reject the null hypothesis and say that the average pounds lost differed
between at least two of the three groups (1 month, 2 months or 3 months.

For the interaction between gender and length of exercise program, the calculated F-score was 11.83. The critical value from the
Critical Values of F Table the using the Degrees of Freedom of Gender and the Within-Groups (Error) (Interaction df = 2, Within-
Groups df = 42) is 3.23 (using the df for the denominator of 40 because that is the closest to 42 or 42 rounding down on the table).

SS df MS F

− 1k1 = = = 330.75
SS1

df1

330.75

1

= = = 22.36
MS1

MSWG

330.75

14.79

− 1k2 = = = 532.75
SS2

df2

1065.50

2
= = = 36.02

MS2

MSWG

532.75

14.79

d ∗ df1 f2 = = = 175.00
SSINT

dfINT

350.00

2
= = = 11.

MSInteraction

MSWG

175.00

14.79

d − d

d − d

f

f

Total

Total

f

f

cells

cells

= = = 14.79

= = = 14.79

S

S

S

S

WG

WG

d

d

f

f

WG

WG

621.00

621.00

42

42

N − 1 = 48 − 1 = 47

N − 1 = 48 − 1 = 47

(d = ( × )– 1) = (2 ×3)– 1 = 6 −1 = 5fcells k1 k2

 Example 13.3.1

13.3.1

13.3.6

 Example 13.3.1

< = = = p < .05
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Because the critical value is smaller than the calculated value, we reject the null hypothesis and say that the average pounds lost
differed between at least two of the combinations of gender and exercise length.

What about Pairwise Comparisons? 

Is your next step pairwise comparisons? Maybe!

Had we retained any of the null hypotheses, we would not have conducted pairwise comparisons for that variable. Just like in the other
ANOVAs, if we don’t find a differences between the means, we don’t look for where the difference might be. In this case, though, we
could have retained one variable (say, the Interaction), but still rejected the null hypotheses for each IV. In that case, we would have
needed to conduct some pairwise comparisons. But maybe not as many as you’d think!

If the IV only has two levels and the F-score results in rejecting the null hypothesis, then pairwise comparisons are still not needed.
The ANOVA is enough. The ANOVA says that at least two means are different from each other, and when we only have two means,
we have all we need to know. So, with our Gender IV, we would not need to conduct pairwise comparisons even though we rejected
the null hypothesis.

If the IV has three or more levels and the F-score results in rejecting the null hypothesis, then we would need to conduct pairwise
comparisons to find which means are different from each other. This statistically significant main effect shows that at least two means
are different from each other, but we need to figure out which specific means.

If the F-score results in rejecting the null hypothesis for the Interaction, then we would need to conduct pairwise comparisons to find
which means are different from each other. This statistically significant interaction shows that at least two means are different from
each other, but we’ll have at minimum four means (a 2x2 factorial design results in four combinations) so we need to figure out which
means differ from each other.

Phew, that was a lot! Next up is looking at calculating Sums of Squares for a two-way ANOVA. If you are never going to do that by
hand, skip that section and start with section on Post-Hoc Pairwise Comparisons.

This page titled 13.3: Two-Way ANOVA Summary Table is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

11.3: ANOVA Table by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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13.3.1: Calculating Sum of Squares for the Factorial ANOVA Summary Table
You must be wondering how to calculate a 2x2 ANOVA. We haven’t discussed this yet. We’ve only shown you that you don’t have
to do it when the design is a 2x2 repeated measures design (note this is a special case).
We are now going to work through some examples of calculating the ANOVA table for 2x2 designs. We will start with the
between-subjects ANOVA for 2x2 designs. We do essentially the same thing that we did before (in the other ANOVAs), and the
only new thing is to show how to compute the interaction effect.
Remember the logic of the ANOVA is to partition the variance into different parts. The SS formula for the between-subjects 2x2
ANOVA looks like this:

In the following sections we use tables to show the calculation of each SS. We use the same example as before with the exception
that we are turning this into a between-subjects design. There are now 5 different subjects in each condition, for a total of 20
subjects. As a result, we remove the subjects column.

SS Total
We calculate the grand mean (mean of all of the score). Then, we calculate the differences between each score and the grand mean.
We square the difference scores, and sum them up. That is , reported in the bottom yellow row.

SS Distraction
We need to compute the SS for the main effect for distraction. We calculate the grand mean (mean of all of the scores). Then, we
calculate the means for the two distraction conditions. Then we treat each score as if it was the mean for it’s respective distraction
condition. We find the differences between each distraction condition mean and the grand mean. Then we square the differences
and sum them up. That is , reported in the bottom yellow row.

S = S +S +S +SSTotal SEffect IV1 SEffect IV2 SEffect IV1xIV2 SError

SSTotal

SSDistraction
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These tables are a lot to look at! Notice here, that we first found the grand mean (8.95). Then we found the mean for all the scores
in the no-distraction condition (columns A and C), that was 11.1. All of the difference scores for the no-distraction condition are
11.1-8.95 = 2.15. We also found the mean for the scores in the distraction condition (columns B and D), that was 6.8. So, all of the
difference scores are 6.8-8.95 = -2.15. Remember, means are the balancing point in the data, this is why the difference scores are
+2.15 and -2.15. The grand mean 8.95 is in between the two condition means (11.1 and 6.8), by a difference of 2.15.

SS Reward
We need to compute the SS for the main effect for reward. We calculate the grand mean (mean of all of the scores). Then, we
calculate the means for the two reward conditions. Then we treat each score as if it was the mean for it’s respective reward
condition. We find the differences between each reward condition mean and the grand mean. Then we square the differences and
sum them up. That is , reported in the bottom yellow row.SSReward
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Now we treat each no-reward score as the mean for the no-reward condition (6.6), and subtract it from the grand mean (8.95), to
get -2.35. Then, we treat each reward score as the mean for the reward condition (11.3), and subtract it from the grand mean (8.95),
to get +2.35. Then we square the differences and sum them up.

SS Distraction by Reward
We need to compute the SS for the interaction effect between distraction and reward. This is the new thing that we do in an
ANOVA with more than one IV. How do we calculate the variation explained by the interaction?
The heart of the question is something like this. Do the individual means for each of the four conditions do something a little bit
different than the group means for both of the independent variables.
For example, consider the overall mean for all of the scores in the no reward group, we found that to be 6.6 Now, was the mean for
each no-reward group in the whole design a 6.6? For example, in the no-distraction group, was the mean for column A (the no-
reward condition in that group) also 6.6? The answer is no, it was 9.6. How about the distraction group? Was the mean for the
reward condition in the distraction group (column B) 6.6? No, it was 3.6. The mean of 9.6 and 3.6 is 6.6. If there was no hint of an
interaction, we would expect that the means for the reward condition in both levels of the distraction group would be the same, they
would both be 6.6. However, when there is an interaction, the means for the reward group will depend on the levels of the group
from another IV. In this case, it looks like there is an interaction because the means are different from 6.6, they are 9.6 and 3.6 for
the no-distraction and distraction conditions. This is extra-variance that is not explained by the mean for the reward condition. We
want to capture this extra variance and sum it up. Then we will have measure of the portion of the variance that is due to the
interaction between the reward and distraction conditions.
What we will do is this. We will find the four condition means. Then we will see how much additional variation they explain
beyond the group means for reward and distraction. To do this we treat each score as the condition mean for that score. Then we
subtract the mean for the distraction group, and the mean for the reward group, and then we add the grand mean. This gives us the
unique variation that is due to the interaction. We could also say that we are subtracting each condition mean from the grand mean,
and then adding back in the distraction mean and the reward mean, that would amount to the same thing, and perhaps make more
sense.
Here is a formula to describe the process for each score:

Or we could write it this way:

− − +X̄condition X̄IV1 X̄IV2 X̄Grand Mean
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When you look at the following table, we apply this formula to the calculation of each of the differences scores. We then square the
difference scores, and sum them up to get , which is reported in the bottom yellow row.

SS Error
The last thing we need to find is the SS Error. We can solve for that because we found everything else in this formula:

Even though this textbook meant to explain things in a step by step way, we guess you are tired from watching us work out the 2x2
ANOVA by hand. You and me both, making these tables was a lot of work. We have already shown you how to compute the SS for
error before, so we will not do the full example here. Instead, we solve for SS Error using the numbers we have already obtained.

Check your work
We are going to skip the part where we divide the SSes by their dfs to find the MSEs so that we can compute the three -values.
Instead, if we have done the calculations of the es correctly, they should be same as what we would get if we used R to calculate
the es. Let’s make R do the work, and then compare to check our work.

− + +X̄condition X̄Grand Mean X̄IV1 X̄IV2

SSInteraction

S = S +S +S +SSTotal SEffect IV1 SEffect IV2 SEffect IV1xIV2 SError

SSError = S −S −S −SSTotal SEffect IV1 SEffect IV2 SEffect IV1xIV2

= 242.95 −92.45 −110.45 −14.45

= 25.6

F

SS

SS

library(xtable)

A <- c(10,8,11,9,10)  #nD_nR

B  <- c(5,4,3,4,2)  #D_nR

C <- c(12,13,14,11,13)  #nD_R

D  <- c(9,8,10,11,12)  #D_R

Number_spotted <- c(A, B, C, D)

Distraction    <- rep(rep(c("No Distraction", "Distraction"), each=5),2)

Reward         <- rep(c("No Reward","Reward"),each=10)

Distraction <- as.factor(Distraction)

Reward      <- as.factor(Reward)

all_df <- data.frame(Distraction, Reward, Number_spotted)
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run restart restart & run all

Df Sum Sq Mean Sq F value Pr(>F)

Distraction 1 92.45 92.45 57.78125
F)" style="vertical-

align:middle;">0.0000
011

Reward 1 110.45 110.45 69.03125
F)" style="vertical-

align:middle;">0.0000
003

Distraction:Reward 1 14.45 14.45 9.03125
F)" style="vertical-

align:middle;">0.0083
879

Residuals 16 25.60 1.60 NA F)" style="vertical-
align:middle;">NA

A quick look through the column Sum Sq  shows that we did our work by hand correctly. Congratulations to us! Note, this is not
the same results as we had before with the repeated measures ANOVA. We conducted a between-subjects design, so we did not get
to further partition the SS error into a part due to subject variation and a left-over part. We also gained degrees of freedom in the
error term. It turns out with this specific set of data, we find p-values of less than 0.05 for all effects (main effects and the
interaction, which was not less than 0.05 using the same data, but treating it as a repeated-measures design)

This page titled 13.3.1: Calculating Sum of Squares for the Factorial ANOVA Summary Table is shared under a CC BY-SA 4.0 license and was
authored, remixed, and/or curated by Michelle Oja.

9.6: 2x2 Between-subjects ANOVA by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source:
https://www.crumplab.com/statistics/.

aov_summary <- summary(aov(Number_spotted~Distraction*Reward, all_df))

knitr::kable(xtable(aov_summary))
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13.4: When Should You Conduct Post-Hoc Pairwise Comparisons?
The pairwise comparison calculations for a factorial design are the same as any pairwise comparison after any significant ANOVA.
Instead of reviewing them here (because you can review them in the prior two chapters), we are going to discuss when (and why)
you would or would not conduct pairwise comparisons in a factorial design.

Long Answer 
We’ll start by refreshing our member on what we’ve done before. Let’s start with t-test, from oh-so long ago!

Did we conduct pairwise comparisons when we retained the null hypothesis when comparing two groups with a t-test? Why or
why not?

Answer

We did not conduct pairwise comparisons when the null hypothesis was retained with a t-test. We didn’t need to find which
means were difference because the null hypothesis (which we retained) says that all of the means are similar.

Did we conduct pairwise comparisons when we rejected the null hypothesis when comparing two groups with a t-test? Why or
why not?

Answer

I know that it was a long time ago, but no, we did not conduct pairwise comparisons with t-tests. Even when we rejected
the null hypothesis (which said that the means were similar, so we are saying that they are probably different), we only had
two means. The t-test was our “pairwise” comparison. In other words, because there were only two means, so we knew that
if the means were statistically different from each other that the bigger one was statistically significantly bigger.

What about an ANOVA that compared three groups? To answer these questions, it doesn’t matter if the ANOVA was BG or RM,
just that there one was IV with three (or more) groups.

Did we conduct pairwise comparisons when we retained the null hypothesis when comparing three groups with an ANOVA?
Why or why not?

Answer

No, we did not conduct pairwise comparisons with ANOVAS with three groups if we retained the null hypothesis. With any
retained null hypothesis, we are agreeing that the means are similar, so we wouldn’t spend time looking for any pairs of
means that are different.

Did we conduct pairwise comparisons when we rejected the null hypothesis when comparing three groups with an ANOVA?
Why or why not?

Answer

Yes, this is when we would conduct pairwise comparisons. The null hypothesis says that all of the means are similar, but
when we reject that we are only saying that at least one mean is different from one other mean (one pair of means differs).
When we have three or more groups, we need to figure out which means differ from which other means. In other words, a
significant ANOVA shows us that at least one of the means is different from at least one other mean, but we don’t know
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which means are different from which other means. We have to do pairwise mean comparisons to see which means are
significantly different from which other means.

Finally, on to factorial designs! If you’ve been answering the Exercises as you go, these should be pretty easy.

Do we conduct pairwise comparisons when we retain the null hypothesis for main effects in a factorial design? Why or why
not?

Answer

No. When we retain a null hypothesis, we are saying that all of the means are similar. Let’s not waste time looking for a
difference when we just said that there wasn’t one.

Okay, this one might be a little challenging, so we'll walk through it together.

Do we conduct pairwise comparisons when we reject the null hypothesis for main effects in a factorial design?

Solution

It depends!

If we only have two means, we don’t have to conduct pairwise comparisons because (just like with a t-test) rejecting the
null hypothesis for the main effect means that we know that the bigger mean is statistically significantly bigger.

But if our IV has more than two groups, then we would need to conduct pairwise comparisons (just like an in ANOVA)
to find which means are different from which other means.

Back to an easier one on null hypotheses and post-hoc tests.

Do we conduct pairwise comparisons when we retain the null hypothesis for an interaction in a factorial design? Why or why
not?

Answer

No. The null hypothesis says that all of the means are similar. If we retain the null hypothesis, then we are saying that all of
the means are probably similar. Why would we look for a difference between pairs of means that we think are similar?

This one should be clear if you understand the reasoning for when we do and do not conduct post-hoc pairwise comparisons.

Do we conduct pairwise comparisons when we reject the null hypothesis for an interaction in a factorial design? Why or why
not?

Solution

Yes! The smallest factorial design is a 2x2, which means that we have our means representing the combination of the two IVs.
Rejecting the null hypothesis for the interaction says that at least one of those means is different from at least one other mean.
We should use pairwise comparisons to find which combination of IV levels has a different mean from which other
combination.
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Short Answer 
Table - Short Answer for When to Conduct Post-Hoc Pairwise Comparisons

Only Two Groups Three or More Groups or Two or More IVs

Retain the Null Hypothesis No- means are similar No- means are similar

Reject the Null Hypothesis No- The bigger group is statistically bigger Yes- Find which mean is different from each
other mean by comparing each pair of means.

Time to practice next!

This page titled 13.4: When Should You Conduct Post-Hoc Pairwise Comparisons? is shared under a CC BY-SA 4.0 license and was authored,
remixed, and/or curated by Michelle Oja.
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13.5: Practice with a 2x2 Factorial Design- Attention
Let’s go through the process of looking at a 2x2 factorial design in the wild.

Scenario: Stand at Attention 
Do you pay more attention when you are sitting or standing? This was the kind of research question the researchers were asking in
the study we will look at. The research taht we are basing our calculations on is from a paper called “Stand by your Stroop:
Standing up enhances selective attention and cognitive control” (Rosenbaum, Mama, & Algom, 2017), although Dr. MO tweaked
the experiment to simplify ANOVA Summary Table calculations a tiny bit. This paper asked whether sitting versus standing would
influence a measure of selective attention, the ability to ignore distracting information.

They used a classic test of selective attention, called the Stroop effect. In a typical Stroop experiment, participants name the color
of words as fast as they can. The trick is that sometimes the color of the word is the same as the name of the word, and sometimes it
is not. Some examples are in Figure . Try it yourself! It's really difficult to name the color of the word in the Incongruent
condition; your brain wants to read the word, not look at the color of the letters!

Figure : Examples of congruent and incongruent Stroop stimuli. The task is to name the color, not the word. (CC-BY-SA
Matthew J. C. Crump from Answering Questions with Data- Introductory Statistics for Psychology Students)

The task is to name the color of the letters. Congruent trials occur when the color and word match. So, the correct answers for each
of the congruent stimuli shown would be to say, red, green, blue and yellow. Incongruent trials occur when the color and word
mismatch. The correct answers for each of the incongruent stimuli would be: blue, yellow, red, green.

The Stroop effect is an example of a well-known phenomena. What happens is that people are faster to name the color of the
congruent items compared to the color of the incongruent items. This difference (incongruent reaction time - congruent reaction
time) is called the Stroop effect.

Many researchers argue that the Stroop effect measures something about selective attention, the ability to ignore distracting
information. If this theory is true, Dr. MO is very bad at ignoring distracting information! In the Stroop task, the target information
that you need to pay attention to is the color of the word, not the word itself. For each item, the word itself is distracting, it is not
the information that you are supposed to respond to. However, it seems that most people can’t help but notice the word, and their
performance in the color-naming task is subsequently influenced by the presence of the distracting word.

People who are good at ignoring the distracting words should have small Stroop effects. They will ignore the word, and it won’t
influence them very much for either congruent or incongruent trials. As a result, the difference in performance (the Stroop effect)
should be fairly small if you have “good” selective attention in this task. People who are bad at ignoring the distracting words
should have big Stroop effects. They will not ignore the words, causing them to be relatively fast when the word names the color of
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Figure : Means from Rosenbaum et al (2017). (CC-BY-SA Matthew J. C. Crump from Answering Questions with Data-
Introductory Statistics for Psychology Students)

the letters, and relatively slow when the word mismatches. As a result, they will show a difference in performance between the
incongruent and congruent conditions.

If we take the size of the Stroop effect as a measure of selective attention, we can then start wondering what sorts of things improve
selective attention (e.g., that make the Stroop effect smaller), and what kinds of things impair selective attention (e.g., make the
Stroop effect bigger).

The research question of this study was to ask whether standing up improves selective attention compared to sitting down. They
predicted smaller Stroop effects when people were standing up and doing the task, compared to when they were sitting down and
doing the task.

Let's start by seeing if you understand the scenario.

Answer the following questions to understand the variables and groups that we are working with.

1. What are the IVs and their levels?
2. What is the DV (quantitative variable being measured)?
3. Is this a 2x2 factorial design? If not, what kind of design is it?
4. List out each of the combinations of the levels of the IVs.

Answer
1. One IV is whether the color of the letters and the word are congruent or incongruent; let's call that one Congruency. The

other IV is whether the participants were standing or sitting, and we can call that Posture.
2. The DV is how long it took participants to name the color. This was probably measured in milliseconds.
3. Yes, this is a 2x2 factorial design because there are two IVs (two numbers) and each IV has two levels (each number is a

"2").
4. Because 2x2 = 4, we will have four combinations:

1. Congruent color while standing
2. Congruent color while sitting
3. Incongruent color while standing
4. Incomgruent color while sitting

Step 1. State the Hypothesis 

They had participants perform many individual trials responding to single Stroop stimuli, both congruent and incongruent. And
they had participants stand up sometimes and do it, and sit-down sometimes and do it. Figure  is a bar graph of the means.

We can see in Figure  that Stroop effects were observed in both the sitting position and the standing position because it took
participants longer to respond when the word was incongruent with the color of the letters. In the sitting position, mean congruent
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reaction times (RT) were shorter than mean incongruent RTs (the red bar on the left of each pair is lower than the aqua bar on the
right of each pair). The same general pattern is observed for the standing position.

Based on these means, what do you predict for your research hypotheses? Will there be a main effect for Congruency? A main
effect for posture? An interaction of Congruency and Posture?

Use the information in Figure  to describe any main effects or interaction that you predict (in words only). Make sure
that you predict the direction of effects by naming which group will have shorter reaction times.

Solution

Looking at the set of two differently colored bars, Dr. MO predicts that there will be a main effect of Congruency such that
participants will react faster (smaller reaction time) when the words and colors match (Congruent) than when they do not
match (Incongruent).

Trying to look at only Posture (sort "averaging" the pairs of bars in my head, Dr. MO predicts that there may be a main effect
of Posture, too, such that participants react faster while standing rather than sitting. [Note to readers: This is not at all clear in
the data or in the way that the data is presented, but that's why it's a hypothesis, an educated guess!]

Is there an interaction? Dr. MO would say yes, reaction time seems to be even faster for congruent words when standing than
sitting, with participants with incongruent words while sitting being particularly slow to react to.

Research hypothesis are pretty complex when ther are more than two IVs. Researchers have prior reserach and theory that often
suggests one specific interaction to expect. Being new to statistics and new to this field of selective attention, we are sorta going in
blind.

What about null hypotheses? We still have those in factorial designs!

What are the null hypotheses for this scenario (in words)?

Answer

You could simply state that all means will be similar.

If it makes more sense to you to mirror the research hypotheses, you can also list out the main effects and interaction:

The null hypothesis for Congruency is that the mean reaction time for the congruent condition will be similar as the
reaction time for the incongruent condition.
The null hypothesis for Posture is that the mean reaction time while sitting will be similar as the reaction time while
standing.
The null hypothesis for the interactoin is that the average reaction for Congruency and Posture combined will be similar.
[You could list out all of the combinations here again, too.]

Step 2. Find the Critical Values 
You are welcome to complete this step after you've completed the ANOVA Summary Table so that we have all of the necessary
Degrees of Freedom, but we'll use the formulas for Degrees of Freedom to do that now.

Formulas for Degrees of Freedom 
1. Cells: 

1. Remembering that “k” is the number of groups, k  is the number of levels of the first IV and , k  is the number of levels of
the other IV.

2. Between group for one variable (IV1 ): 
3. Between group for the other variable (IV ): 
4. Interaction: 
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5. Within group: 
6. Total: 

1. With N being the number of scores.

What are the Degrees of Freedom for each of the six sources if N = 50?

Answer
1. Cells: 
2. Between group for one variable (IV1 ): 
3. Between group for the other variable (IV ) 
4. Interaction: 

1. Notice that we are multiplying the Degrees of Freedom of each, not k! It's so easy to get confused...
5. Within group: 

1. You have to find the Degrees of Freedom for the Total (#6 here) before you can find this one.

6. Total: 

Well, that was a lot!

Now, let's use these to find the critical values.

Using the Table of Critical F-Scores, what are the critical values of F for p=0.05 for:

1. Main Effect of IV 1 (Congruency)?
2. Main Effect of IV 2 (Posture)?
3. Interaction?

Answer
1. Main Effect of IV 1 (Congruency) = Using the Degrees of Freedom of the numerator (IV 1) and the denominator (WG),

 (if you round down) or 4.03 (if you find the nearest df of the denominator).
2. Main Effect of IV 2 (Posture) = Using the Degrees of Freedom of the numerator (IV 2) and the denominator (WG), 

 (if you round down) or 4.03 (if you find the nearest df of the denominator).
3. Interaction = Using the Degrees of Freedom of the numerator (Interaction) and the denominator (WG), 

 (if you round down) or 4.03 (if you find the nearest df of the denominator).

Step 3: Compute the Test Statistic 
We'll complete an ANOVA Summary to whether the differences in the means are likely or unlikely to be due to chance. The
ANOVA Summary Table will give us main effects for Congruency and Posture (the two IVs), as well as one interaction effect to
evaluate (Congruency X Posture). The interaction effect tells us whether the congruency effect changes across the levels of the
posture manipulation.

Table - Two-Way ANOVA Summary Table

Source

IV 1 576,821.64    

IV 2 32,303.45    

Interaction 6,560.34    

Within Groups (Error) 35,859.07    

Total 651,544.50    

d – dfTotal fCells
N −1
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Use the Sum of Squares provided in Table  to fill in the rest of the ANOVA Summary Table in Table .

Solution

Table - Two-Way ANOVA Summary Table with Calculations

Source SS df MS F

IV 1 576,821.64  = 2 - 1 1   

IV 2 32,303.45  = 2 - 1 = 1   

Interaction 6,560.34  = 1 * 1 = 1  

Within Groups (Error) 35,859.07  = 49 - 3
= 46

 N/A

Total 651,544.50 N/A N/A

To complete the table, you need to need to calculate the degrees of freedom of cells \((df_{cells} = (k  \times k ) – 1)\)
although there’s no place in the table to include this information:

That wasn't so hard! Now, let's figure out what this all means.

Step 4. Make the Decision 
To make the decision, we need to compare each calculated F-score to the critical values that we found in Step 2.

For each calculated F (main effect for IV 1, main effect for IV 2, interaction), decide if the null hypothesis should be retained
or rejected.

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

Answer
1. For the Main Effect of IV 1 (Congruency):  (if you round down) or 4.03 (if you find the nearest df

of the denominator). With an , we reject the null hypothesis.
2. For the Main Effect of IV 2 (Posture):  (if you round down) or 4.03 (if you find the nearest df of the

denominator). With an , we reject the null hypothesis.
3. For the Interaction:  (if you round down) or 4.03 (if you find the nearest df of the denominator).

With an , we reject the null hypothesis.

That wasn't so hard, but now what?
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Co…

Co…

Co…

Co…

Co…

Co…

What would the statistical sentences look like for each effect?

Solution

1. Main Effect of IV 1 (Congruency): F(1, 46)=739.94,p<.05
2. Main Effect of IV 2 (Posture): F(1, 46)=41.44,p<.05
3. Interaction: F(1, 46)=8.42,p<.05

Before we can write the conclusion, we need to know the means and see if they are in the direction that we hypothesized way back
in Step 1. The means are shown in the Punnett's Square in Table .

Table -Means for 2x2 (Congruency by Posture) Factorial ANOVA

IV Levels IV1: Congruent IV1: Incongruent Marginal Means for IV2

IV2 (Posture): Sitting 821.92 940.79 881.35

IV2 (Posture): Standing 807.96 903.91 855.94

Marginal Means for IV1 814.94 922.35 (You could put the Total Mean
here)

Oh, snap, what about post-hoc pairwise comparisons?

The good news is that pairwise comparisons aren't necessary to calculate with either statistically significant main effect because
both of our IVs only have two levels. When we rejected the null hypothesis for the main effects, we determined that the bigger of
the two means was statistically bigger.

But what about the interaction? We rejected that null hypothesis, too! And as we discussed in the prior section, pairwise
comparisons are necessary when the null hypothesis for an interaction is rejected. However, just like the Sums of Squares are more
of a hassle to do by hand than is worth it for factorial designs, the post-hoc analyses are also confusing to calculate with the
combinations of cells. Instead, let's find the pairwise mean differences, and compare them to a critical value of 14.86; any mean
differences that have an absolute value larger than 14.86 are statistically significantly different.

Calculate the mean differences for each pair of means in the interaction, and determine which are statistically significantly
different when the critical value is 14.86.

Solution

Table - Mean Differences

Pairs Being Compared Mean Difference Statistically Significant?

Congruent while Sitting minus Congruent
while Standing 13.96

No (13.96 is smaller than the critical value of
14.86)

Congruent while Sitting minus Incongruent
while Sitting -118.87 Yes

Congruent while Sitting minus Incongruent
while Standing -81.99 Yes

Congruent while Standing minus Incongruent
while Sitting -132.83 Yes

Congruent while Standing minus Incongruent
while Standing -95.95 Yes

Incongruent while Sitting minus Incongruent
while Standing 36.88 Yes
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Based on these calculations, all of the pairwise comparison are statistically significant (the mean differences are larger than the
critical value of 14.86) except for the combination of Congruent while Sitting compared with Congruent while Standing.

We are ready to do the write-up! To remind ourselves of the research hypotheses, let's list them here and identify if they were
supported or not.

For IV 1, Congruency, Dr. MO predicted a main effect such that participants will react faster (smaller reaction time) when the
words and colors match (Congruent) than when they do not match (Incongruent). This prediction was supported because
there was a significant main effect (F(1, 46) = 739.94, p<.05). Looking at the means in Table , the Congruent group (M
= 814.94 ms) did have a faster (smaller) reaction time than the Incongruent group (M = 922.35 ms).

For IV 2, Posture, Dr. MO predicted a main effect such that participants react faster while standing rather than sitting. This
prediction was supported because there was a significant main effect F(1, 46) = 41.44, p<.05). Looking at the means in Table 

, the Standing group (M = 855.94 ms) did have a faster (smaller) reaction time than the Sitting group (M = 881.35 ms).

Dr. MO predicted an interaction such that reaction time seems to be even faster for congruent words when standing than
sitting, with participants with incongruent words while sitting being particularly slow to react to. There was a significant
interaction F(1, 46) = 8.42, p<.05). Looking at the means in Table  and the mean differences in Table , this
prediction was partially supported. It is true that participants were particularly slow to react to incongruent words while
sitting (M = 940.79), but reaction times did not differ for congruent words while standing (M = 807.96) compared to sitting
(M = 821.92).

Oops, we accidently just did the whole write-up!

Are all of the four required components when Reporting Results included?

Solution

The statistical test is preceded by the descriptive statistics (means)- We included almost all of the means in the actual write-
up, and directed readers to the tables with all of the means.
The description tells you what the research hypothesis being tested is- Yes, each paragrph re-stated what the prediction was.
A "statistical sentence" showing the results is included- Yes, each prediction had a "statistical sentence."
The results are interpreted in relation to the research hypothesis- Yes, it was stated whether the research hypotheses
(predictions) were supported, or partially supported.

Summary of Stand At Attention 

Another way to think about this is to look at the mean differences for the Stroop effect (which was the main effect of IV 1, the
difference between the congruent condition and the incongruent condition).

In the sitting condition the Stroop effect was roughly 941-822=119 ms.
In the standing condition the Stroop effect was roughly 904-808=96 ms.

So, the Stroop effect was 119-96=23 ms smaller when people were standing. This is a pretty small effect in terms of the amount of
time reduced, but even though it is small, a difference even this big was not very likely to be due to chance.

Based on this research there appears to be some support for the following logic chain. First, the researchers can say that standing up
reduces the size of a person’s Stroop effect. Fine, what could that mean? Well, if the Stroop effect is an index of selective attention,
then it could mean that standing up is one way to improve your ability to selectively focus and ignore distracting information. The
actual size of the benefit is fairly small, so the real-world implications are not that clear. Nevertheless, maybe the next time you
lose your keys, you should stand up and look for them, rather than sitting down and not look for them.

Let's try one more practice, this time with mindset data!

Contributors and Attributions 
Matthew J. C. Crump (Brooklyn College of CUNY)
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Dr. MO (Taft College)
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13.5.1: Practice 2x3 Factorial ANOVA on Mindset
One more time to practice with a factorial ANOVA Summary Table and interpretation!

Scenario 
We are going back to one of the student research projects to see if faculty can increase understanding and belief in growth mindset.
To see if students’ scores on the Mindset Quiz improved so that more student held stronger growth mindset view, the outcome that
we are trying to improve is the Difference between their Mindset Quiz score at the beginning of the semester (pretest), and their
Mindset Quiz score at the end of the semester (posttest). A positive score means that students’ mindset improved, while a negative
score means that their mindset actually became more fixed. We are only going to look at students who did not start holding strong
growth mindset beliefs to see if any improvement was made. In this version of the study, we had three types of interventions:

1. A comparison control group who did not complete any activities related to learning about growth mindset. They only took the
Mindset Quiz at the beginning of the semester and again at the end of the semester.

2. A minimal intervention group who had some activities and discussion about growth mindset, but not every week.
3. A super-intervention group who had weekly activities and discussion about growth mindset. The concept of mindset was

embedded in their curriculum.

At conference discussing prior studies in this series, the student researchers had a discussion with researcher from another school
and realized that all of the professors who participated in the study were women (of varying racial identities). We then went back to
see if the gender of the student influenced their changes in growth mindset. We had four students whose gender was unknown or
non-binary, but they were all in the minimal intervention group, so we excluded them from the analyses and only compared men
versus women. Because this study took place in real classrooms, the size of each group varied, but there was a total of 46 students
who completed both the pretest and posttest of the Mindset Quiz and indicated their gender.

Let's start by seeing if you understand what’s going on in this scenario.

Answer the following questions to understand the variables and groups that we are working with.

1. What are the IVs and their levels?
2. What is the DV (quantitative variable being measured)?
3. Is this a 2x2 factorial design? If not, what kind of design is it?
4. List out each of the combinations of the levels of the IVs.

Answer
1. One IV was the Mindset Intervention, with the three levels being Control, Minimal, or Super. The other IV was gender,

with the levels being men or women.
2. The DV is the Difference between each students score on the first Mindset Quiz (pretest) subtracted from their score on

the later Mindset Quiz (posttest).
3. This is a 2x3 factorial design because there are two IVs (two numbers) and the IV with fewer levels has 2 levels, and the

IV with more levels had 3 levels.
4. Because 2x3 = 6, we will have six combinations:

1. Women in the Control group
2. Women in the Minimal group
3. Women in the Super group
4. Men in the Control group
5. Men in the Minimal group
6. Men in the Super group

Step 1. State the Hypothesis 

Knowing nothing else, what do you predict for your research hypotheses? Will there be a main effect for gender? A main effect for
the mindset intervention? An interaction of gender by mindset intervention?
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Describe any main effects or interaction that you predict (in words only). Make sure that you predict the direction of effects by
naming which group will have larger difference scores.

Answer

Dr. MO predicts that there will not be a main effect for the average Differences score from the pretest to the posttest based
on gender.

Dr. MO predicts that there will be a main effect for the intervention such that the Control group will have the smallest
Difference scores, the Minimal intervention group will be in the middle, and the Super intervention group will have the
largest Difference score. All means will be statistically significantly different from each other.

Dr. MO predicts that there will be an interaction such that women will have a larger Difference score in in the Minimal and
Super intervention scores than men, but gender won’t matter in the Control group. She’s basing this on the fact that all of
the professors were women.

Your research hypothesis may differ! No means were provided, so we’re really just guessing based on the scenario and
what we know about psychology and growth mindset…

What about the null hypotheses?

What are the null hypotheses for this scenario (in words)?

Answer

All means will be similar.

If it makes more sense to you to mirror the research hypotheses, you can also list out the main effects and interaction:

The null hypothesis for gender is that the mean Difference score for the men condition will be similar to the Difference
score for women.
The null hypothesis for the Mindset Intervention is that the mean Difference will be similar between the Control group,
Minimal group, and Super group.
The null hypothesis for the interaction is that the average Difference score for Gender and Mindset Intervention
combined will be similar. [You could list out all of the combinations here again, too.]

Step 2. Find the Critical Values 
You are welcome to complete this step after you've completed the ANOVA Summary Table so that we have all of the necessary
Degrees of Freedom. Instead, we will find the Degrees of Freedom now.

Formulas for Degrees of Freedom 
1. Cells: 
2. Between group for one variable (IV1 ): 
3. Between group for the other variable (IV ): 
4. Interaction: 
5. Within group: 
6. Total: N-1

What are the Degrees of Freedom for each of the six sources if N = 46?

Answer
1. Cells: 

 Exercise 13.5.1.2

 Exercise 13.5.1.3

( × )– 1k1 k2

1 – 1k1

2 – 1k2

d ×df1 f2

d – dfTotal fCells

 Exercise 13.5.1.4

( × )– 1 = (2 ×3) −1 = 6 −1 = 5k1 k2

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22141?pdf


13.5.1.3 https://stats.libretexts.org/@go/page/22141

2. Between group for one variable (IV1 ): 
3. Between group for the other variable (IV ) 
4. Interaction: \(df_1 \times df_2 = 1 \times 2 = 2\)

1. Notice that we are multiplying the Degrees of Freedom of each, not k! It's so easy to get confused...
5. Within group (You have to find the Degrees of Freedom for the Total (#6 here) before you can find this one.):

6. Total: 

Now that we have all of the Degrees of Freedom, we can use them to find the critical values.

Using the Table of Critical F-Scores, what are the critical values of F for p=0.05 for:

1. Main Effect of IV 1 (Gender)?
2. Main Effect of IV 2 (Mindset Intervention)?
3. Interaction?

Answer
1. Main Effect of IV 1 (Gender) = Using the Degrees of Freedom of the numerator (IV 1) and the denominator (WG), 

.
2. Main Effect of IV 2 (Mindset Intervention) = Using the Degrees of Freedom of the numerator (IV 2) and the

denominator (WG), .
3. Interaction = Using the Degrees of Freedom of the numerator (Interaction) and the denominator (WG), 

.

Step 3. Compute the Test Statistic 

We’ll skip calculating the Sums of Squares; you can find them already in the ANOVA Summary Table (Table ).

Table - Factorial ANOVA Summary Table

Source

IV 1 141.69    

IV 2 31.82    

Interaction 53.01    

Within Groups (Error) 1,072.08    

Total 1,298.60    

Use the Sum of Squares provided in Table  to fill in the rest of the ANOVA Summary Table in Table .

Solution

To complete the table, you need to need to calculate the degrees of freedom of cells  although there’s
no place in the table to include this information:

Table -Factorial ANOVA Summary Table

1 – 1 = 2 −1 = 1k1

2 )– 1 = 3 −1 = 2k2

 

d – d = 45 −5 = 40fTotal fCells
N −1 = 46 −1 = 45

 Exercise 13.5.1.5

(1, 40) = 4.08FCrit

(2, 40) = 3.23FCrit

(2, 40) = 3.23FCrit

13.5.1.1

13.5.1.1

SS df MS F

 Example 13.5.1.1
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(d = ( × )– 1)fcells k1 k2

dfcells

dfcells

dfcells
dfcells

= ( × )– 1k1 k2

= (2 ×3) −1

= 6 −1

= 5
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Source

IV 1 141.69

IV 2 31.82

Interaction 53.01

Within Groups (Error) 1,072.08 N/A

Total 1,298.60 N/A N/A

Source

IV 1 141.69

IV 2 31.82

Interaction 53.01

Within Groups (Error) 1,072.08 N/A

Total 1,298.60 N/A N/A

We did it! The completed ANOVA Summary Table for this scenario looks like Table 

Table -Factorial ANOVA Summary Table

Source

IV 1 141.69 1 141.69 5.29

IV 2 31.82 2 15.91 0.59

Interaction 53.01 2 26.51 0.99

Within Groups (Error) 1,072.08 40 26.80 leave blank

Total 1,298.60 45 leave blank leave blank

ANOVA Summary Tables with more than a 2x2 design are less repetitive than ANOVA Summary Tables for a 2x2, huh?

Step 4. Make the Decision 
To make the decision, we need to compare each calculated F-score to the critical values that we found in Step 2.

Remember:

(Critical  Calculated)  Reject null  At least one mean is different from at least one other mean. 

(Critical  Calculated)  Retain null  All of the means are similar. 

For each calculated F (main effect for IV 1, main effect for IV 2, interaction), decide if the null hypothesis should be retained
or rejected.

Answer
1. For the Main Effect of IV 1 (Gender) = , so we reject the null hypothesis. The higher mean is higher

(because there are only two means).
2. Main Effect of IV 2 (Mindset Intervention) = , so we retain the null hypothesis. The three means for

the Control group, Minimal group, and Super group were similar.
3. Interaction = , so we retain the null hypothesis. Gender and the Mindset Intervention did not interact.

Factorial designs are more complex, but it’s the same basic process that we’ve been working through this whole time.

But before we move on to the full reporting of results, let’s just make sure that we know how to write the “statistical sentences”.

SSSS dfdf MSMS FF

− 1 = 2 − 1 = 1− 1 = 2 − 1 = 1kk11 = = 141.69= = 141.69
SSSS11

ddff11

141.69141.69

11
= = 5.29= = 5.29

MMSS11

MMSSWGWG

141.69141.69

26.8026.80

− 1 = 3 − 1 = 2− 1 = 3 − 1 = 2kk22 = = 15.91= = 15.91
SSSS22

ddff22

31.8231.82

22
= = = 0.59= = = 0.59

MMSS22

MMSSWGWG

15.9115.91

26.8026.80

d × d = 1 × 2 = 2d × d = 1 × 2 = 2ff11 ff22 = = = 26.51= = = 26.51
SSSSINTINT

ddffINTINT

53.0153.01

22
= = 0.99= = 0.99

MMSSInteractionInteraction

MMSSWGWG

26.5126.51

26.8026.80

d − d = 45 − 5 = 40d − d = 45 − 5 = 40ffTotalTotal ffcellscells = = = 26.80= = = 26.80
SSSSWGWG

ddffWGWG

1072.081072.08

4040

N − 1 = 46 − 1 = 45N − 1 = 46 − 1 = 45

13.5.1.3

13.5.1.3

SS df MS F

 Note

< = = = p < .05

> = = = p > .05

 Exercise 13.5.1.6

(1, 40) = 4.08FCrit

(2, 40) = 3.23FCrit

(2, 40 = 3.23FCrit
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What would the statistical sentences look like for each effect?

Answer
1. Main Effect of IV 1 (Gender): F(1, 40)=5.29, p<.05
2. Main Effect of IV 2 (Mindset Intervention): F(2,40)=0.59, p>.05
3. Interaction: F(2, 40)=0.99, p>.05

Pay attention to the greater than/lesser than sign after the p! If p<.05, it means that there’s a very small probability that the
means are similar. If p>.05, there’s a large probability that the means are similar (that the null hypothesis is correct).

Before we can write the conclusion, we need to know the means to see if they are in the direction that we hypothesized way back in
Step 1. The means are shown in in Table . We do not need to conduct any pairwise comparisons because the only means
that were statistically significantly different were for gender, which only had two levels, so we don’t have to do any extra
calculations to know that the higher mean is significantly higher.

Table -Mean Differences for 2x3 (Gender by Mindset Intervention) Factorial ANOVA

IV Levels IV1 (Gender): Men IV1 (Gender): Women Marginal Means for IV2

IV2 (Mindset Intervention):
Control -2.33 1.56 0.50

IV2 (Mindset Intervention):
Minimal -3.50 3.16 1.34

IV2 (Mindset Intervention):
Super 1.00 2.33 1.62

Marginal Means for IV1 -1.31 2.57 1.22

We are ready to do the write-up! Remember, these are means of the Difference score between each participants’ pretest and
posttest, and negative scores mean that the student’s posttest was actually lower than their pretest; another way to say that is that
the student was closer to holder growth mindset beliefs at the beginning of the semester (before the intervention) than at the end of
the semester.

It can be easier to go through each research hypothesis, one at a time.

Evaluate the research hypothesis for the main effect of gender by writing up the conclusion.

Solution

It was predicted that there will not be a main effect for the average Differences score from the pretest to the posttest based on
gender. She was incorrect; there were gender differences in the Difference score (F(1, 40)=5.29, p<.05) such that women
scored higher (M=2.57) than men (M=-1.31).

Now for the second main effect:

Evaluate the research hypothesis for the main effect of the intervention by writing up the conclusion.

Solution

It was predicted that there will be a main effect for the intervention such that the Control group will have the smallest
Difference scores, the Minimal intervention group will be in the middle, and the Super intervention group will have the largest
Difference score. This was not supported (F(2, 40)=0.59, p>.05). Instead, the three means were similar 

.

 Exercise 13.5.1.1

13.5.1.4

13.5.1.4

 Example 13.5.1.2

 Example 13.5.1.3

( = 0.50; = 1.34, = 1.62)MControl MMinimal MSuper
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And then the interaction:

Evaluate the research hypothesis for the interaction by writing up the conclusion.

Solution

It was predicted predicted that there will be an interaction such that women will have a larger Difference score in in the
Minimal and Super intervention scores than men, but gender won’t matter in the Control group. This was not supported
(F(2,40)=0.99, p>.05). The means by gender and mindset intervention did not statistically significantly interact. The means for
each combination can be seen in Table .

Before you move on, look at back at your own write-ups to makes sure that each of them includes all of the four required
components when Reporting Results.

Summary of the Current Mindset Study 

Now that we’ve interpreted all of the statistical analyses, let’s step back a bit and think about this study. It was predicted that gender
wouldn’t matter on its own, but that the mindset intervention would. But the results actually are the opposite! What happened?

Well, we don’t know for sure, and would have to do several more studies to try to figure out exactly what was going on. What we
can see is that these interventions designed to increase Mindset Quiz scores actually made men have a more fixed mindset. We’re
not really sure why that is, and future research should have more than professors who are women provide the mindset interventions.
We could also look at the interventions themselves, and see if those may have inadvertently encouraged women but discouraged
men. But this is the fun of research! We accidently found a puzzle, and can do more and more research to find all of the puzzle
pieces to understand what’s going on!

Or, we could be experiencing a Type I Error and/or a Type II Error!

What is a Type I Error, and what is a Type II Error (in your own words)? How could they relate to this scenario?

Solution

Type I Errors are when you reject null hypothesis when it is true. In this scenario, we could be saying that there is a difference
in changes in mindset between the genders when there wouldn’t be any change in a larger sample or in the population.

Type II Errors are when we retain the null hypothesis when it is false. In this scenario, we said that the intervention didn’t
work. If we committed a Type II Error, we could be missing how influential these interventions are because we had a wonky
sample.

The good news is that conducting more research studies solves those problems, too! Win-win! If we conduct more research, we can
figure out the puzzle, and rule out either of these errors.

Okay, we’re almost done with this chapter, and with learning how to compare means between groups. The only next step is to
decide which statistical analysis to run!

This page titled 13.5.1: Practice 2x3 Factorial ANOVA on Mindset is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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13.6: Choosing the Correct Analysis- Mean Comparison Edition
It's time to step back for a second and reflect on all that you've learned!

Even though this is a statistics course, you've actually learned a lot about research design. You've learned that participants can be
different in the different groups or levels of the IV (independent or between groups designs), or they can be the same people or
somehow linked together (dependent or repeated measures designs). You've learned that we can compare the means for one IV with
two or more groups, or even statistically compare the means of more than one IV. It was sorta hidden, but we also talked about
factorial designs that could have one IV that was independent and a second IV that is dependent; this is called a mixed designed.

We've almost exclusively focused on DVs that are means (quantitative variables), but sometimes mentioned ranked DVs (ordinal
variables) when discussing non-parametric analyses.

Knowing the design of the IVs and DV determines what kind of statistical analysis that you use. So far, we’ve covered several
ways to compare the mean of groups:

One-sample t-test
Independent t-test
Dependent t-test
Between Groups ANOVA
Repeated Measures ANOVA

And these compare the ranks of groups:

Mann-Whitney U
Wilcoxon Match-Pair Signed-Rank test
Kruskal-Wallis H
Friedman’s test

So when would you use which one? It depends! It depends on:

The type of DV (qualitative or quantitative or ranked/ordinal)
The number of groups
Whether the groups are independent or dependent or the population

This � Decision Tree handout is a great resource for making that decision. I encourage you to save this document for your future
classes. You can use it now to go through the analyses that we’ve learned so far to see why we use them when we use them. Pay
attention to the names, they tell you a lot about why they are used when they are used.

Identify the type of DV, number of groups, and type of groups for the analyses that we’ve learned so far:

One-sample t-test
Independent t-test
Dependent t-test
Between Groups ANOVA
Repeated Measures ANOVA
Mann-Whitney U
Wilcoxon Match-Pair Signed-Rank test
Kruskal-Wallis H
Friedman’s test

Solution

One-Sample t-test
The type of DV: Compares means, so quantitative
The number of groups: Compares a sample to the population
Whether the groups are independent or dependent or the population: The population

Two-sample independent t-test

 Example 13.6.1
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The type of DV: Compares means, so quantitative
The number of groups: Compares two samples
Whether the groups are independent or dependent or the population: Independent (unrelated)

Two-sample dependent t-test
The type of DV: Compares means, so quantitative
The number of groups: Compares two samples
Whether the groups are independent or dependent or the population: Dependent (related)

Between Groups ANOVA
The type of DV: Compares means, so quantitative
The number of groups: Compares two or more levels of an IV
Whether the groups are independent or dependent or the population: Independent (unrelated)

Repeated Measures ANOVA (also called Within Groups ANOVA)
The type of DV: Compares means, so quantitative
The number of groups: Compares two or more levels of an IV
Whether the groups are independent or dependent or the population: Dependent (related)

Mann-Whitney U

The type of DV: Ranked data, or we assume that the distribution is NOT normally distributed.
The number of groups: Compares two groups
Whether the groups are independent or dependent or the population: Independent (unrelated)

Wilcoxon Match-Pair Signed-Rank test
The type of DV: Ranked data, or we assume that the distribution is NOT normally distributed.
The number of groups: Compares two groups
Whether the groups are independent or dependent or the population: Dependent (related)

Kruskal-Wallis One-Way ANOVA
The type of DV: Ranked data, or we assume that the distribution is NOT normally distributed.
The number of groups: Compares two or more groups
Whether the groups are independent or dependent or the population: Independent (unrelated)

Friedman’s test

The type of DV: Ranked data, or we assume that the distribution is NOT normally distributed.
The number of groups: Compares two or more groups
Whether the groups are independent or dependent or the population: Dependent (related)

You might notice that all these have quantitative (or ranked) DVs with two or more groups. That’s what this unit is about! In the
next set of chapters, we’ll learn about the appropriate analyses when the DVs aren’t means.

Because this is an introductory textbook, we leave out a full discussion other analyses of means, and particularly of mixed designs.
In this chapter, in particular, we are leaving out are the formulas to construct the Sum of Squares for each effect. There are many
good more advanced textbooks that discuss these issues in much more depth. And, these things can all be found online.

Here’s an interactive website to help you practice when to use which kind of statistical analysis. To start, click on the kinds of
analyses that you are familiar with, then hit Submit.

Contributors and Attributions 

This page was extensively adapted by Michelle Oja (Taft College) from work by Matthew J. C. Crump (Brooklyn College of
CUNY)

This page titled 13.6: Choosing the Correct Analysis- Mean Comparison Edition is shared under a CC BY-SA 4.0 license and was authored,
remixed, and/or curated by Michelle Oja.

10.3: Mixed Designs by Matthew J. C. Crump is licensed CC BY-SA 4.0. Original source: https://www.crumplab.com/statistics/.
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14.1.1 https://stats.libretexts.org/@go/page/22144

14.1: Refresh to Prepare
We are heading into a whole new territory now! In the first part of this book, we looked at how to describe data with the measures
of central tendency (mean, median, and mode), the measure of variability (standard deviation), and graphing. Then in the second
part of this book, we looked at using inferential statistics to compare means with t-tests and ANOVAs. That’s a short sentence to
describe all that you learned in that second section!

What kind of variables can we calculate a mean from: Quantitative or Qualitative?

Answer

Means can only be calculated for quantitative variables.

Now, we are leaving means behind, and focusing on relationships between variables.

But before we do that, let’s make sure that we remember the difference between qualitative and quantitative variables.

What type of variable is each of the following: Quantitative or Qualitative?

1. Major in college
2. Age
3. Gender
4. Test scores (in points)
5. Ounces of vodka

Answer
1. Major is qualitative (named categories or groups)
2. Age is quantitative (number)
3. Gender is qualitative (named categories or groups)
4. Test scores (in points) is quantitative (number)
5. Ounces of vodka is quantitative (number)

In this section of the textbook, we are going to focus on health. If we wanted to compare the nutritional value of different food
items at different fast food restaurants, we could run a variety of statistical analyses.

As a reminder, a t-test has one quantitative variable (DV) and one qualitative variable with two levels (IV).

If we wanted to compare the average calories for cheeseburgers from different two different fast food restaurants:

1. What is the quantitative DV? In other words, what is being measured?
2. What is the IV and its two levels? The IV levels are the qualitative groups.

Solution

1. The DV would be the average calories for the cheeseburgers. Calories are numeric, so they are quantitative.
2. The IV is the two different restaurants.

An ANOVA also has one quantitative variable and one (or more) qualitative variables.
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If we wanted to compare the average calories for three or more types of food (cheeseburger, chicken sandwich, salad) from one
fast food restaurant:

1. What is the quantitative DV? In other words, what is being measured?
2. What is the IV and its levels? The IV levels are the qualitative groups.

Solution

1. The DV would be the average calories for the cheeseburgers. Calories are numeric, so they are quantitative.
2. The IV is the different types of food, with the levels being cheeseburger, chicken sandwich, or salad.

(Or more...)

If we wanted to compare the average calories for three or more types of food (cheeseburger, chicken sandwich, salad) from two
different fast food restaurants:

1. What is the quantitative DV? In other words, what is being measured?
2. What is one of the IVs and its levels? The IV levels are the qualitative groups.
3. What is one of the IVs and its levels? The IV levels are the qualitative groups.
4. What kind of factorial design would that be? 2x2? 2x3? 2x2x2? Something else?

Answer
1. The DV would be the average calories for the cheeseburgers. Calories are numeric, so they are quantitative.
2. One IV is type of food, and the levels are cheeseburger, chicken sandwich, or salad. These are all qualitatively different

foods, which are different categories.
3. Another IV is the restaurant, with two different restaurants being the two levels.
4. 2x3: Restaurant (2 levels) by Food Type (Cheeseburger, Chicken Sandwich, or Salad)

In this chapter, we will analyze scenarios in which we have only two quantitative variables. Although we could look at the means
of each different variable, it doesn’t really make sense to compare differences in means of two different variables. For example,
let’s say that our two variables were cheeseburger calories and cheeseburger price. We could find the average calories of all of the
cheeseburger was 350 calories, and the average prices was $4.49. Without doing any statistical analyses, I can say that 350 is
higher than 4.49, so comparing means doesn’t give us any useful information when we have two quantitative variables. Remember
way back in the section on IVs and DVs when we talked about IVs being predictors and DVs being outcomes? The IV is the
predictor that we think is what we causes the outcome, which is the DV.

This is still true with two quantitative variables. We can predict that the IV of calories predicts the outcome (DV) of cost. We can
use inferential statistics to test is if prices go up when calories go up. Thus, the research question changes from “Are these means
from different populations?” to something more like, “Do these numbers vary together?” We follow the Null Hypothesis
Significance Testing process that we’ve been doing:

1. Step 1: State the Hypotheses
2. Step 2: Find the Critical Values
3. Step 3: Compute the Test Statistic
4. Step 4: Make the Decision, then report the results!

Now that you’ve been refreshed, let’s move on to our next statistical analysis: Pearson’s Correlation

This page titled 14.1: Refresh to Prepare is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.
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14.2: What do Two Quantitative Variables Look Like?
Let's begin learning about two quantative variables with a scenario about chocolate and happiness.

Chocolate and Happiness Scenario 
Let’s imagine that a person’s supply of chocolate has a causal influence on their level of happiness. This means that having
chocolate is the reason why someone is happy. Let’s further imagine that the more chocolate you have the more happy you will be,
and the less chocolate you have, the less happy you will be. (What tends to blow my mind is that many causal relationships can also
go the other way; what if I eat chocolate every time that I'm happy? That means that being happy is the reason why I might eat
chocolate!) Finally, because we suspect happiness is caused by lots of other things in a person’s life, we anticipate that the
relationship between chocolate supply and happiness won’t be perfect. What do these assumptions mean for how the data should
look?

Our first step is to collect some imaginary data from 100 people. We walk around and ask the first 100 people we meet to answer
two questions:

1. How much chocolate do you have today?, and
2. How happy are you today?

For convenience, both the scales will go from 0 to 100. For the chocolate scale, 0 means no chocolate, 100 means eating chocolate
constantly from the moment they woke up. Any other number is somewhere in between. For the happiness scale, 0 means no
happiness, 100 means all of the happiness, and in between means some amount in between.

We asked each participants our two questions so there are two scores for each participant, one for their chocolate supply and one
for their level of happiness. Although they both are on a 0-10 scale, they are different questions, so finding the means of each won't
necessarily help us if chocolate predicts happiness. Table  show data from the first 10 imaginary participants, who all had
very low ratings on our chocolate scale and on our happiness scale.

Table - Chocolate and Happiness Scores

Participant Chocolate Happiness

A 1 1

B 1 1

C 2 2

D 2 4

E 4 5

F 4 5

G 7 5

H 8 5

I 8 6

J 9 6

Look at Table . Do you notice any relationship between amount of chocolate and level of happiness? We can see that there is
variance in chocolate supply across the 10 participants. We can see that there is variance in happiness across the 10 participants.
Variance means that the numbers have some change in them, they are not all the same, some of them are big, some are small.

In particular, does it look like participants with more chocolate tend to score higher on the happiness scale? What does this have to
do with variance? Well, it means there is a relationship between the variance in chocolate supply, and the variance in happiness
levels. The two measures seem to vary together. When we have two measures that vary together, they are like a happy couple who
share their variance. Chocolate and happiness seem to co-vary (meaning that the two variables seem to vary together). This is what
co-variance refers to, the idea that the pattern of varying numbers in one measure is shared by the pattern of varying numbers in
another measure.
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To make this co-variance even more clear, let’s plot all of the data in a graph. Think back to the chapter on graphs, then answer the
following question:

Which type of graph is used when we have two quantitative variables and want to see them both combined?

Answer

A scatterplot plots one quantitative variable on the x-axis and the other quantitative variable on the y-axis. This makes a
"scatter" of dots in which scores that are low on both variables are towards the bottom left, and scores that are high on both
variables are towards the top right.

Graphing Two Quantitative Variables 
The scatter plot in Figure  shows 100 dots for each participant. You might be wondering, why are there only 100 dots for the
data. Didn’t we collect 100 measures for chocolate, and 100 measures for happiness, shouldn’t there be 200 dots? Nope. Each dot is
for one participant, there are 100 participant, so there are 100 dots. Each dot is placed so that it represents both measurements for
each participant. In other words, each dot has two coordinates, an x-coordinate for chocolate, and a y-coordinate for happiness.

Figure : 100 Participants' Amount of Chocolate and Amount Happiness. (CC-BY-SA, Matthew J. C. Crump via Answer
Questions with Data)

What do the dots mean? The dot all the way on the bottom left is a participant who had close to 0 chocolate and close to zero
happiness. You can look at any dot, then draw a straight line down to the x-axis: that will tell you how much chocolate that
participant has. You can draw a straight line left to the y-axis: that will tell you how much happiness the participant has.
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Positive, Negative, Curvilinear, and No Relationship 

Now that we are looking at the scatter plot, we can see many things. It looks like the dots show a relationship between chocolate
supply and happiness. Happiness is lower for people with smaller supplies of chocolate, and higher for people with larger supplies
of chocolate. It looks like the more chocolate you have the happier you will be, and vice-versa. This kind of relationship is called a
positive correlation. In this sense, "positive" doesn't mean "good." Instead, it means "going in the same direction."

Seeing as we are in the business of imagining data, let’s imagine some more. We’ve already imagined what data would look like if
larger chocolate supplies increase happiness. What do you imagine the scatter plot would look like if the relationship was reversed,
and larger chocolate supplies decreased happiness? This means that the more chocolate you might have, the less happy you are.
This is called a negative correlation because as one variable increase, the other variable decreases. Again, "negative" isn't saying
that anything is bad, but that the variables are going in the opposite direction. Instead of a general trend going up and to the right, a
negative correlation goes starts at the upper left of the graph and has a trend down to the lower right.

What do you imagine the scatter plot would look like if people were least happy with no chocolate and with lots of chocolate? This
would be a curvilinear (curved line) relationship, and is described as a reverse-U because the general trend looks like an upside
down U.

What do you imagine the scatter plot would look like if there was no relationship, and the amount of chocolate that you have
doesn’t do anything to your happiness? That kind of scatter plot just lots like a bunch of dots, scattered randomly.

Correlations 
Now that we know that two quantitative variables can be related, can we infer a statistical relationship? Yes! That's what a
Pearson's r (or Pearson's correlation) measures. A positive Pearson's r means that there is a positive linear relationship; as one
variable increase, the other variable also increases. If you calculated a correlation with the sample of 10 participants from Table 

, you'd get r(8)=0.86, p<.05. The calculated r is positive and the p-value is less than 0.05, so we can say that these 10
participants show a positive linear relationship between chocolate and happiness.

A negative Pearson's r means that there is a negative linear relationship; as one variable increases, the other variable decreases. For
example, the more you miss class (number of absences), the lower your final grade percentage; as absences increase, grades
decrease.

The tricky part is when Pearson's r is close to zero. This could show that there is no relationship between the two quantitative
variables, OR it could mean that there is a curvilinear relationship. Pearson's r only looks for linear relationships (how close to a
straight line all of the dots form), so it can't tell the difference between a random splatter of dots and clearly curved line. That's why
looking at the scatter plot is so important.

Cause and Effect 

We are wading into the idea that one variable causes the change in another variable (having more chocolate causes more
happiness), but Pearson's r only measures linear relationships, it can't tell you what causes happiness. Maybe something else causes
both happiness and chocolate supply to increase? Dr. MO always have more chocolate around the house at the end of October, but
she also loves costumes, so maybe Halloween causes an increase in chocolate supply and an increase in happiness. Fair warning:
we will find patterns that look like one thing is causing another, even when that one thing DOES NOT CAUSE the other thing.
Hang in there.

Contributors and Attributions 
Matthew J. C. Crump (Brooklyn College of CUNY)

Dr. MO (Taft College)

This page titled 14.2: What do Two Quantitative Variables Look Like? is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or
curated by Matthew J. C. Crump via source content that was edited to the style and standards of the LibreTexts platform.

3.1: If something caused something else to change, what would that look like? by Matthew J. C. Crump is licensed CC BY-SA 4.0.
Original source: https://www.crumplab.com/statistics/.
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14.2.1: Introduction to Pearson’s r
There are several different types of correlation coefficients, but we will only focus on the most common: Pearson’s .  is a very
popular correlation coefficient for assessing linear relations, and it serves as both a descriptive statistic (like ) and as an
inferential test statistic (like ). It is descriptive because it describes what is happening in the scatterplot;  will have both a sign
(plus for positive or minus for negative) for the direction and a number (from -1.00 to 1.00) for the magnitude (strength). As noted
above, Pearson's  assumes a linear relation, so nothing about  will suggest what the shape the dots tend towards; the correlation
statistic will only tell what the direction and magnitude would be if the form is linear. Always make a scatterplot!

 also works as a test statistic because the magnitude of  will correspond directly to a  value as the specific degrees of freedom,
which can then be compared to a critical value. We will again have a table of  critical values that we can compare our  directly to
those to decide if we retain or reject the null hypothesis.

The formula for  is very simple: it is just the covariance (defined above) divided by the standard deviations of  and :

The first formula gives a direct sense of what a correlation is: a covariance standardized onto the scale of  and ; the second
formula is computationally simpler and faster. Both of these equations will give the same value, and as we saw at the beginning of
the chapter, all of these values are easily computed if you use a sum of products table (which will be discussed later). When we do
this calculation, we will find that our answer is always between -1.00 and 1.00 (if it’s not, check the math again), which gives us a
standard, interpretable metric.

This page titled 14.2.1: Introduction to Pearson’s r is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

12.4: Pearson’s r by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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14.3: Correlation versus Causation
We cover a great deal of material in introductory statistics, including how to interpret statistical information. Hopefully you've seen
how the statistical results from quality studies can be used in your career, and day to day life, to help you make better decisions. We
now come to what may be the most important lesson in introductory statistics: the difference between variables that are related
(correlated) and a variable that causes a change in another variable (causation).

It is very, very tempting to look at variables that are correlated (have a significant Pearson's ) and assume that this means they are
causally related; that is, it gives the impression that what we call the IV is causing changes in what we call the DV.

However, in reality, Pearson's correlational analysis doe not – and cannot – do this. Correlations DO NOT show causation. No
matter how logical or how obvious or how convenient it may seem, no correlational analysis can demonstrate causality. The ONLY
way to demonstrate a causal relation is with a properly designed and controlled experiment that rules out all of the other things that
could have affected the DV.

Many times, we have prior information that suggests that one variable causes changes in the other. Thus, when we run our
Pearson's  and find a strong, statistically significant results, it is very tempting to say that we found the causal relation that we are
looking for. The reason we cannot do this is that, without an experimental design that includes random assignment and control
variables, is that the relation we observe between the two variables may be caused by something else that we failed to measure.
These “third variables” are lurking variables or confound variables, and they are impossible to detect and control for without an
experiment.

A common example of this is the strong, positive correlation between ice cream sales and drowning; as ice cream sales
increase, so does death by drowning. Does eating ice cream cause drowning? Probably not. Does drowning cause people to
have eaten ice cream? Definitely not. Could there be a third variable? Yes! There is also a strong, positive correlation between
outside temperatures and both ice cream sales and drowning. When it gets hotter outside, more people buy ice cream. And
when it's hotter, more people go swimming (which just, statistically, leads to more drowning). Remember this example when
you start thinking that a significant correlation means that one variable caused the change in the other!

Confound variables, which we will represent with , can cause two variables (  and ) to appear related when in fact they are
not. They do this by being the hidden cause of each variable independently. That is, if  causes  and  causes , the  and 
will appear to be related . However, if we control for the effect of  (the method for doing this is beyond the scope of this text),
then the relation between  and  will disappear. As another example, consider shoe size and spelling ability in elementary school
children. Although there should clearly be no causal relation here (why would bigger feet lead to better spelling? Or why would
better spelling lead to bigger feet?), the variables are nonetheless consistently correlated. The confound in this case? Age. Older
children spell better than younger children and are also bigger, so they have larger shoes.

When there is the possibility of confounding variables being the hidden cause of our observed correlation, we will often collect
data on  as well and control for it in our analysis. This is good practice and a wise thing for researchers to do. Thus, it would
seem that it is easy to demonstrate causation with a correlation that controls for . However, the number of variables that could
potentially cause a correlation between  and  is functionally limitless, so it would be impossible to control for everything. That
is why we use experimental designs; by randomly assigning people to groups and manipulating variables in those groups, we can
balance out individual differences in any variable that may be our cause.

It is not always possible to do an experiment, however, so there are certain situations in which we will have to be satisfied with our
observed relation and do the best we can to control for known confounds. However, in these situations, even if we do an excellent
job of controlling for many extraneous (a statistical and research term for “outside”) variables, we must be very careful not to use
causal language. That is because, even after controls, sometimes variables are related just by chance.

Sometimes, variables will end up being related simply due to random chance, and we call these correlation spurious. Spurious just
means random, so what we are seeing is random correlations because, given enough time, enough variables, and enough data,
sampling error will eventually cause some variables to be related when they should not. Sometimes, this even results in incredibly
strong, but completely nonsensical, correlations. This becomes more and more of a problem as our ability to collect massive
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datasets and dig through them improves, so it is very important to think critically about any significant correlation that you
encounter.

The next section talks more about spurious correlations and other issues with trying to say that one variable causes changes in the
other.

This page titled 14.3: Correlation versus Causation is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

12.7: Correlation versus Causation by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22147?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/03%3A_Relationships/14%3A_Correlations/14.03%3A_Correlation_versus_Causation
https://creativecommons.org/licenses/by-nc-sa/4.0
https://www.facebook.com/DoctorOja/
https://stats.libretexts.org/@go/page/7164
https://irl.umsl.edu/oer/4/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://irl.umsl.edu/oer/4


14.3.1.1 https://stats.libretexts.org/@go/page/22148

14.3.1: Correlation versus Causation in Graphs
What does the presence or the absence of a correlation between two measures mean? How should correlations be interpreted? As
discussed previously, and will be discussed in more detail soon, a correlational analysis can only show the strength and direction of
a linear relations. Let's use graphs to show that correlation does not equal causation.

Sometimes there's no correlation, but there is causation. 

Let’s start with a case where we would expect a causal connection between two measurements. Consider, buying a snake plant for
your home. Snake plants are supposed to be easy to take care of because you can mostly ignore them. But, like all plants, snake
plants do need some water to stay alive. Unfortunately, they need just the right amount of water. Imagine an experiment where
1000 snake plants were grown in a house. Each snake plant is given a different amount of water per day, from zero teaspoons of
water per day to 1000 teaspoons of water per day. The amount of water given each snake plant per day is one of our variables,
probably the IV because it is part of the causal process that allows snake plants to grow. Every week the experimenter measures
snake plant growth, which will be the second measurement. Plant growth is proably our DV, because we think that water will cause
growth. Now, can you imagine for yourself what a scatter plot of weekly snake plant growth by tablespoons of water would look
like?

The first plant given no water at all would have a very hard time and eventually die. It should have the least amount of weekly
growth, perhaps even negative growth! How about the plants given only a few teaspoons of water per day. This could be just
enough water to keep the plants alive, so they will grow a little bit but not a lot. If you are imagining a scatter plot, with each dot
being a snake plant, then you should imagine some dots starting in the bottom left hand corner (no water & no plant growth),
moving up and to the right (a bit of water, and a bit of growth). As we look at snake plants getting more and more water, we should
see more and more plant growth, right? “Sure, but only up to a point”. Correct, there should be a trend for a positive correlation
with increasing plant growth as amount of water per day increases. But, what happens when you give snake plants too much water?
From Dr. Crump's personal experience, they die. So, at some point, the dots in the scatter plot will start moving back down again.
Snake plants that get way too much water will not grow very well.

The imaginary scatter plot you should be envisioning could have an upside U shape. Going from left to right, the dot’s go up, they
reach a maximum, then they go down again reaching a minimum. The scatter plot could look something like Figure :

Figure : Illustration of a possible relationship between amount of water and snake plant growth. (CC-BY-SA Matthew J. C.
Crump via Answering Questions with Data)

Granted this looks more like an inverted V, than an inverted U, but you get the idea right? Growth goes up with water, but
eventually goes back down as too much water makes snake plants die.

Computing Pearson’s  for data like this can give you  values close to zero. Based on this statistical analysis, there is no
relationship between water and growth, but the scatterplot clearly shows that there is a relations. It's just not a linear relationship (a
straight line), so Pearson's  won't find it. As a result, when we compute the correlation in terms of Pearson’s r, we get a value
suggesting no relationship. What this really means is there is no linear relationship (there is no relationship between the two
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variables that can be described by a single straight line). When we need lines or curves going in more than one direction, we have a
non-linear, or cuvilinear, relationship.

This example illustrates some conundrums in interpreting correlations. We already know that water is needed for plants to grow, so
we are rightly expecting there to be a relationship between our measure of amount of water and plant growth. If we look at the first
half of the data we see a positive correlation (as water goes up, growth goes up), if we look at the last half of the data we see a
negative correlation (as water goes up, growth goes down), and if we look at all of the data we see no correlation. Yikes. So, even
when there is a causal connection between two measures, we won’t necessarily obtain clear evidence of the connection just by
computing a correlation coefficient.

This is one reason why plotting your data is so important. If you see a U-shaped or reverse-U shape pattern, then a correlation
analysis is probably not the best analysis for your data. There are statistical analyses that will work with these curvilinear
relationships, but they are beyond the scope of an introductory statistics textbook.

Confound It: Sometimes there's a correlation, but something else causes both variables. 
We discussed this "third variable" issue previously. Can you think of two quantitative variables that are related, but only because
they are both caused by something else? A statistically significant correlation can occur between two measures because of a third
variable that is not directly measured. So, just because we find a correlation, does not mean we can conclude anything about a
causal connection between two measurements.

For example, in one of Dr. MO's courses, she found a positive correlation between the number of pens in students' bags and their
final grade percentage. Does having more pens actually cause students to learn more and earn more points? Probably not. It's mroe
likely that students are maybe over-achievers or want to be totally prepared have more pens in their bags, and also study in ways
that result in learning.

Correlation and Random Chance: Sometimes there's a correlation that's really a Type I Error 
Another very important aspect of correlations is the fact that they can be produced by random chance. This means that you can find
a statistically significant correlation between two measures, even when they have absolutely nothing to do with one another. You
might have hoped to find zero correlation when two measures are totally unrelated to each other. Although this certainly happens,
unrelated measures can accidentally produce spurious correlations, just by chance alone.

Let's get back to the final grades and pens-in-the-bag example. Once Dr. MO found that correlation, she's tried to replicate it with
other classes for several years, and has never been able to. It appears that we had one wonky sample that produced a signficant
correlation, but that there is actually no real correlation between pens and grades in the population of students.

Watching Random Correlations 

In Figure , Dr. Crump wrote code to randomly sample numbers for two variables, plot them, and show the correlation
using a line. There are four panels, each showing the number of observations in the samples (N), from 10, 50, 100, to 1,000 in each
sample.

Remember, because these are randomly sampled numbers, there should be no relationship between the two variables. But, as we
have been discussing, because of chance, we can sometimes observe a correlation due to chance alone, a Type I Error. The
important thing to watch is how the line behaves across the four panels when you see these online. This line shows the best-fit line
for all of the data. The closer that the dots are to the line, the stronger the correlation. As you can see, the line twirls around in all
directions when the sample size is 10. It is also moves around quite a bit when the sample size is 50 or 100. It still moves a bit
when the sample size is 1,000, but much less. In all cases we expect that the line should be parallel with the horizon (x-axis), but
every time there's a new sample, sometimes the line shows us pseudo patterns. The best fit line is not very stable for small sample-
sizes, but becomes more reliably flat as sample-size increases.
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Figure : Animation of how correlation behaves for completely random X and Y variables as a function of sample size.
(CC-BY-SA Matthew J. C. Crump via Answering Questions with Data)

Which line should you trust? Well, hopefully you can see that the line for 1000 samples is the most stable. It tends to be parallel to
the horizon every time, and it does not depend so much on the particular sample. The line with 10 observations per sample goes all
over the place. The take home here, is that if someone told you that they found a correlation, you should want to know how many
observations they hand in their sample. If they only had 10 observations, how could you trust the claim that there was a correlation?
You can’t!!! Not now that you know samples that are that small can do all sorts of things by chance alone. If instead, you found out
the sample was very large, then you might trust that finding a little bit more. For example, in the above movie you can see that
when there are 1000 samples, we never see a strong or weak correlation; the line is always flat. This is because chance almost
never produces strong correlations when the sample size is very large.

In the above example, we sampled numbers random numbers from a uniform distribution. Many examples of real-world data will
come from a normal or approximately normal distribution. We can repeat the above, but sample random numbers from the same
normal distribution. There will still be zero actual correlation between the X and Y variables, because everything is sampled
randomly. But, we still see the same behavior as above. The computed correlation for small sample-sizes fluctuate wildly, and large
sample sizes do not.

Figure : Animation of correlation for random values sampled from a normal distribution, rather than a uniform
distribution. (CC-BY-SA Matthew J. C. Crump via Answering Questions with Data)
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OK, so what do things look like when there actually is a correlation between variables?

Watching Real Correlations 

Sometimes there really are correlations between two variables that are not caused by chance. Figure  has four more
animated scatter plots. Each shows the correlation between two variables. Again, we change the sample-size in steps of 10, 50 100,
and 1,000. The data have been programmed to contain a real positive correlation (as the scores on the x-axis variable increase,
scores on the y-axis variable should also increase). Positive correlations have a trend that goes up and to the right. So, we should
expect that the line will be going up from the bottom left to the top right. However, there is still variability in the data. So this time,
sampling error due to chance will fuzz the correlation. We know it is there, but sometimes chance will cause the correlation to be
eliminated.

Notice that in the top left panel (sample-size 10), the line is twirling around much more than the other panels. Every new set of
samples produces different correlations. Sometimes, the line even goes flat or downward. However, as we increase sample-size, we
can see that the line doesn’t change very much, it is always going up showing a positive correlation.

Figure : How correlation behaves as a function of sample-size when there is a true correlation between X and Y variables.
(CC-BY-SA Matthew J. C. Crump via Answering Questions with Data)

The main takeaway here is that even when there is a positive correlation between two things, you might not be able to see it if your
sample size is small. For example, you might get unlucky with the one sample that you measured, like the sample that Dr. MO
found with her pen data. Your sample could show a negative correlation, even when the actual correlation is positive!
Unfortunately, in the real world we usually only have the sample that we collected, so we always have to wonder if we got lucky or
unlucky.
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14.4: Strength, Direction, and Linearity

Strength, Direction, and Linearity 

We've talk about how Pearson's r can be from -1.00 to 1.00. How close the result is to  (the absolute value of 1.00) shows
how strong the correlation is; the closer to , the more the dots follow a straight line (linearity). With a strong relationship, it's
easier to predict the value of one variable from the value of the other variable. The negative or positive part of the result shows
whether the variables vary in the same way; one the scores on one variable increase, do the scores on the other variable also
increase (positive correlation) or do they decrease (negative correlation).

Scenario 
Let’s turn to a topic close to every parent’s heart: sleep. The following data set is fictitious, but based on real events experienced by
one of the authors, Dr. Danielle Navarro (a.k.a., Dani).

Suppose Dr. Navarro was curious to find out how much her infant son’s sleeping habits affected her mood. Let’s say that she rated
her grumpiness very precisely, on a scale from 0 (not at all grumpy) to 100 (grumpy as a very, very grumpy old man). And, lets
also assume that she measured her grumpiness, her sleeping patterns, and her son’s sleeping patterns for quite some time. Let’s say,
for 100 days. And, being a nerd, Dr. Navarro calculated some basic descriptive statistics, shown in Table :

Table - Descriptive Statistics of Sleeping & Grumpiness Study

Variable N Mean SD Median Minimum Maximum

Dani's Sleep 100 6.97 1.02 7.03 4.84 9.00

Baby's Sleep 100 8.05 2.07 7.95 3.25 12.07

Dani's Grumpiness 100 63.71 10.05 62.00 41.00 91.00

When you look at Table , what do you see?

What can you say about each of the variables based on information in Table ?

Answer

For Dani's Sleep, Dr. MO notices the low Minimum of 4.84 hours; at least once, Dani got less than 5 hours of sleep one
night!

Looking at the Baby's sleep, I also see a very low Minimum. The standard deviation (SD) is also twice that of Dani's,
suggesting that the baby's sleep is much more variable. And that is confirmed when seeing that on night the baby slept only
3.25 hours but one night he slept over 12 hours! Babies are wierd.

And finally, Dani's Grumpiness seems sorta high since the average and the median are higher than the middle of the scale
of 50, suggesting that she tends towards very grumpy.

Because the medians and means are pretty close, Dr. MO thinks that the distributions are fairly symmetrical (not skewed).

To give a graphical depiction of what each of the three interesting variables looks like, Figure  plots histograms.
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Figure - Histograms for Dani's Grumpiness, Dani's Sleep, and Baby's Sleep (CC-BY-SA Danielle Navarro from Learning
Statistics with R)

Do our answer in Exercise  match what is shown in Figure ? The histograms aren't quite as symmetrical as Dr. MO
interpreted the means and medians to show! Do you see anything new in Figure ?

Strength and Direction of a Relationship 

Let's use a different kind of graph to look at these variable. Figure  shows a scatterplot of Dani's Sleep (x-axis) and Dani's
Grumpiness (y-axis), and Figure  shows Dani's grumpiness on the y-axis again, but now the Baby's sleep is on the x-axis.

Figure - Scatterplot showing the relationship between Dani's Sleep and Dani's Grumpiness (CC-BY-SA Danielle Navarro
from Learning Statistics with R)
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Figure - Scatterplot showing the relationship between Baby's Sleep and Dani's Grumpiness (CC-BY-SA Danielle Navarro
from Learning Statistics with R)

When looking at these two plots side by side, it’s clear that the relationship is qualitatively the same in both cases: more sleep
equals less grump! We can see as the sleep hours (on the bottom, x-axis) get higher, the grumpiness gets lower (y-axis); this would
be a negative correlation because the variable vary in opposite directions.

However, it’s also pretty obvious that the relationship between Dani's Sleep and Dani's Grumpiness is stronger than the relationship
between Baby's Sleep and Dani's Grumpiness. How is this clear? Because Figure  is “neater” than the one on the right. The
dots are closer together, and it's easier to see how each dot might be closer to a straight line that we could draw through the data.
What it feels like is that if you want to predict what Dani's mood is, it’d help you a little bit to know how many hours her son slept,
but it’d be more helpful to know how many hours she slept.

In contrast, let’s consider Figure  versus Figure . If we compare the scatterplot of Baby's Sleep & Dani's Grumpiness
with the scatterplot of Baby's Sleep and Dani's Sleep, the overall strength of the relationship is the same (the dots seem about as
messy and far from a hypothetical line through the middle), but the direction is different. That is, if Dani's son sleeps more, Dani
seems to get more sleep (positive correlation), but if he sleeps more then she get less grumpy (negative correlation).

Figure - Scatterplot showing the relationship between Baby's Sleep and Dani's Sleep (CC-BY-SA Danielle Navarro from
Learning Statistics with R)
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The Correlation Coefficient 

As a refresher, Pearson’s correlation coefficient, which is traditionally denoted by r, shows the relationship betweentwo variables,
and is a measure that varies from −1.00 to 1.00. When r=−1.00 it means that we have a perfect negative relationship, and when
r=1.00 it means we have a perfect positive relationship. When r=0, there’s no relationship at all. If you look at Figure , you
can see several plots showing what different correlations look like.

Figure - Illustration of the effect of varying the strength and direction of a correlation (CC-BY-SA Danielle Navarro from
Learning Statistics with R)

As you can see, strong correlations (shown on the bottom, r-values close to -1.00 or 1.00) are straight lines of dots. The closer to
zero, the less linear the dots are, until you get to a correlation of zero (r=0.00) and there's just a random splatter of dots (top
scatterplots). You can also see that positive correlations "point" up and to the right; as one variable increases, the other also
increases. Negative correlations "point" down and to the right; as one variable increases, the other variable decreases.
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Interpreting a Correlation 

Naturally, in real life you don’t see many correlations of 1.00. So how should you interpret a correlation of, say r = .40? The honest
answer is that it really depends on what you want to use the data for, and on how strong the correlations in your field tend to be. A
friend of mine in engineering once argued that any correlation less than .95 is completely useless (I think he was exaggerating,
even for engineering). On the other hand there are real cases – even in psychology – where you should really expect correlations
that strong. For instance, one of the benchmark data sets used to test theories of how people judge similarities is so clean that any
theory that can’t achieve a correlation of at least .90 really isn’t deemed to be successful. However, when looking for (say)
elementary correlates of intelligence (e.g., inspection time, response time), if you get a correlation above .30 you’re doing very
very well. In short, the interpretation of a correlation depends a lot on the context. That said, the rough guide in Table  is
pretty typical.

Table - General Correlation Interpretations

Correlation Strength Direction

-1.0 to -0.9 Very strong Negative

-0.9 to -0.7 Strong Negative

-0.7 to -0.4 Moderate Negative

-0.4 to -0.2 Weak Negative

-0.2 to 0 Negligible Negative

0 to 0.2 Negligible Positive

0.2 to 0.4 Weak Positive

0.4 to 0.7 Moderate Positive

0.7 to 0.9 Strong Positive

0.9 to 1.0 Very strong Positive

However, something that can never be stressed enough is that you should always look at the scatterplot before attaching any
interpretation to the data. As was said in prior sections, a correlation might not mean what you think it means. The classic
illustration of this is “Anscombe’s Quartet” (Anscombe, 1973), which is a collection of four data sets. Each data set has two
variables, an X and a Y. For all four data sets the mean value for X is 9 ( ) and the mean for Y is 7.5 (

). The, standard deviations for all X variables are almost identical, as are those for the the Y variables. And in each
case the correlation between X and Y is r=0.816. You’d think that these four data sets would look pretty similar to one another.
They do not. If we draw scatterplots of X against Y for all four variables, as shown in Figure  we see that all four of these are
spectacularly different to each other.
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Figure - Anscombe’s quartet. All four of these data sets have a Pearson correlation of r=.816 (CC-BY-SA Danielle Navarro
from Learning Statistics with R)

The lesson here, which so very many people seem to forget in real life is “always graph your raw data”.

Now that you know a little more about what correlations can show, let's talk about hypotheses.

Reference 
Anscombe, F. J. (1973). Graphs in statistical analysis, The American Statistician, 27(1), 17-21).
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14.5: Hypotheses
As we've been learning, Pearson's correlation coefficient, , tells us about the strength and direction of the linear relationship
between two variables. This is the basis of our research hypothesis. We perform a hypothesis test of the "significance of the
correlation coefficient" to decide whether the linear relationship in the sample data is strong enough to use to model the relationship
in the population; the null hypothesis is that there is no relationship between the variables.

Research Hypothesis 
Pearson's r measures is the strength and direction of a linear relationship between two quantitative variables; what does this look
like as a research hypothesis? As with all inferential statistics, the sample data are used to compute , the correlation coefficient for
the sample. If we had data for the entire population, we could find the population correlation coefficient. But because we have only
sample data, we cannot calculate the population correlation coefficient. The sample correlation coefficient, , is our estimate of the
unknown population correlation coefficient.

The symbol for the population correlation coefficient is , the Greek letter "rho."
 population correlation coefficient (unknown)
 sample correlation coefficient (known; calculated from sample data)

If the test concludes that the correlation coefficient is significantly different from zero, we say that the correlation coefficient is
"significant," and can state that there is sufficient evidence to conclude that there is a significant linear relationship between  and 

. We can use the regression line to model the linear relationship between  and  in the population. We'll talk about the regression
line much more in the next chapter. For now, just know that it's a line that tries to be as close as possible to all of the data points.
The closer the dots are to this straight line, the stronger the correlation. The conclusion means that there is a significant linear
relationship between  and . This leads to the research hypothesis of:

Pearson’s Correlation research hypothesis: There is a (positive or negative) linear
relationship between one quantitative variable and another quantitative variable (name
the variables).

With research hypotheses for mean differences, we specified which mean(s) would be bigger than which other means. With a
correlation, we specify whether the two variables vary together (positive correlation: both go up or both down down) or vary in
opposite directions (negative correlation: as one variable increases, the other variable decreases). With all hypothesis, it's important
to include the names of the variables and what was measured. In Dr. Navarro's example the name of the variable was what was
measured (Dani's Sleep, Baby's Sleep, Dani's Grumpiness). This is nice because in the prior examples comparing mean differences,
we had to identify the IV, the levels of the IV (the groups), and the DV (what was measured). With correlations, the IV is usually
one variable (sometimes called the predictor) and the DV is usually the other variable (sometimes called the outcome). But be
careful! These names are starting to suggest that one variable (the predicting IV) causes the changes in the other variable (outcome
DV), but we learned earlier (Correlation versus Causation Part 1 and Part 2) that correlations just show a linear relationship, not
whether one variable caused changes in the other variable.

Null Hypothesis 
If the test concludes that the correlation coefficient is not significantly different from zero (it is close to zero), we say that
correlation coefficient is "not significant," and state that there is insufficient evidence to conclude that there is a significant linear
relationship between  and . This conclusion means that there is not a significant linear relationship between  and . This leads
to the null hypothesis of:

Pearson’s Correlation research hypothesis: There is no linear relationship between one
quantitative variable and another quantitative variable (name the variables).

We CANNOT use the regression line to model a linear relationship between  and  in the population.

Making the Decision 
Null hypothesis significance testing lets us decide whether the value of the population correlation coefficient  is "close to zero,"
meaning that there is no linear relationship between the two variable in the population; when one variable changes, we know
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nothing about the other variables changes. We reject this null hypothesis base on the sample correlation coefficient  and the
sample size .

The Table of Critical Values of r page (or found through the Common Critical Value Table page) is used to give you a good idea of
whether the computed value of  is significant or not. Compare the absolute value of your calculated  to the appropriate critical
value in the table. If calculated  is bigger than the critical value then the correlation coefficient is significant. If  is significant,
then you may use the line for prediction.

With null hypothesis significance testing, we either retain the null hypothesis (we don't think that there is a linear relationship
between the two variables) or we reject the null hypothesis (we think that there is a linear relationship between the two variables).
Again, rejecting the null hypothesis does not mean that the data automatically support the research hypothesis. To support the
research hypothesis, the correlation has to be in the direction (positive or negative) that we predicted in our research hypothesis.

What do you think the results sentence will look like?

Solution

The statistical sentence would be: r(df)=r-calc, p __ .05

In which everything underlined is replaced.

Now that we know a little bit about what correlational analyses shows, let's look at the actual formulas to calculate Pearson's r.

Contributors and Attributions 

Barbara Illowsky and Susan Dean (De Anza College) with many other contributing authors. Content produced by OpenStax
College is licensed under a Creative Commons Attribution License 4.0 license. Download for free at
http://cnx.org/contents/30189442-699...b91b9de@18.114.
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14.6: Correlation Formula- Covariance Divided by Variability
The best way to learn the formula for correlations is to learn about two ideas and what they look like mathematically. We'll start with co-variance,
which will become the numerator (top). Then we'll talk about standard deviations AGAIN for the denominator (bottom). To preview where we're
going, here's the formula when we already have the standard deviation computed:

We will go through each part below!

Numerator: Co-Variation 
Because we have two quantitative variables, we will have two characteristics or score on which people will vary. What we want to know is do
people vary on the scores together? That is, as one score changes, does the other score also change in a predictable or consistent way? This notion
of variables differing together is called covariance (the prefix “co” meaning “together”).

Standard Deviation Refresher 

We'll talk about standard deviations again in the denominator, but for now, let's look at the formula for standard deviation:

We use  to represent each score on the variable at hand, and  to represent the mean of that variable. The numerator of this formula is the Sum
of Squares, which we have seen several times for various uses. Recall that squaring a value is just multiplying that value by itself. Thus, we can
write the same equation as:

This is the same formula and works the same way as before, where we multiply the deviation score by itself (we square it) and then sum across
squared deviations. You can trust me, or you can try it yourself on any data that has all scores and the calculated standard deviation provided!

Now, let’s look at the formula for covariance. In this formula, we will still use  to represent the score on one variable (but called  to make
it clear that you subtract the mean from each number), and we will now use  to represent the score on the second variable. Some
statisticians use  to represent the mean of the second variable, but we've used subscripts for this whole book so we're going to keep that up.
Either option will confuse a portion of you, so Dr. MO is sorry if you're the portion that is confused by  the mean of the "y" variable. When we
start having variables, we'll use those as the subscripts again.

As we can see, this is the exact same structure as the second formula presented (showing how squaring numbers is just multiplying them by
themselves). Now, instead of multiplying the deviation score on one variable by itself , we take the two deviation scores from a single person on
each variable and multiply them together. We do this for each person (exactly the same as we did for standard deviations) and then sum them to
get our numerator. You can use Table  to help you calculate both the standard deviations and the correlation. If the standard deviations are
provided, then you can skip the columns for  and .

Table : Sum of Products table
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(skip this
column if
have SD)

(skip this
column if
have SD)
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( )
∑(( − ) ×( − ))xEach Xx̄ yEach Xy

¯

(N −1)

( × )sx sy

s =
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√

X X
¯ ¯¯̄

s =
∑((X− )(X− ))X

¯ ¯¯̄
X
¯ ¯¯̄

N −1

− −−−−−−−−−−−−−−−−−

√

X xEach

yEach

Ȳ
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Participant
(skip this
column if
have SD)

(skip this
column if
have SD)

and so on...        

Sum each
column:

 =  =  =  =  =  =  =

The column headers tell you exactly what to do in that column. We list our raw data for the  and  variables in the  and  columns,
respectively, then add them up so we can calculate the mean of each variable. We then take those means and subtract them from the appropriate
raw score to get our deviation scores for each person on each variable, and the columns of deviation scores will both add up to zero. We will
square our deviation scores for each variable to get the sum of squares for  and  so that we can compute the variance and standard deviation
of each (we will use the standard deviation in our equation below). Finally, we take the deviation score from each variable and multiply them
together to get our product score. Summing this column will give us our sum of products. It is very important that you multiply the raw deviation
scores from each variable, NOT the squared deviation scores.

Let's get back to the formula to see where we're at:

We took each score from the first variable ("x") and subtracted that variables mean from it. Then subtracted the mean of the second variable ("y")
from each score of that variable. Then we multiplied them all together, and finally added up all of those products.

When we add up all of the answers from the the last column in Table  to calculate find the numerator of the numerator, also known as the

numerator of the covariation formula ( ) from the table, and then we only have to divide by  to

get our covariance (the numerator of the correlation formula). Note that N is the number of people, so the number the pairs. It is not the number
of scores. For example, if we measured 10 participants' happiness scores and their chocolate supply, we would have 10 scores for happiness and
10 scores for chocolate, and N would also be 10 (n = 10) because we had 10 people.

Unlike the sum of squares, both our sum of products and our covariance can be positive, negative, or zero, and they will always match (e.g. if our
sum of products is positive, our covariance will always be positive). A positive sum of products and covariance indicates that the two variables
are related and move in the same direction. That is, as one variable goes up, the other will also go up, and vice versa. A negative sum of products
and covariance means that the variables are related but move in opposite directions when they change, which is called an inverse relation. In an
inverse relation, as one variable goes up, the other variable goes down. If the sum of products and covariance are zero, then that means that the
variables are not related. As one variable goes up or down, the other variable does not change in a consistent or predictable way.

The previous paragraph brings us to an important definition about relations between variables. What we are looking for in a relation is a
consistent or predictable pattern. That is, the variables change together, either in the same direction or opposite directions, in the same way each
time. It doesn’t matter if this relation is positive or negative, only that it is not zero. If there is no consistency in how the variables change within
a person, then the relation is zero and does not exist. We will revisit this notion of direction vs zero relation later on.

Denominator: Standard Deviations 
As you can see in the formula for Pearson's correlation:

that the denominator is just multiplying the two standard deviations together. It looks like this:

Easy-peasy!

X (X − )Xx
¯ ¯¯̄¯̄¯

(X − Xx
¯ ¯¯̄ ¯̄

)2

Y (Y − )X − y
¯ ¯¯̄¯̄¯̄¯̄¯̄¯

(Y − Xy
¯ ¯¯̄¯̄

)2

(X − )(Y −X −x
¯ ¯¯̄¯̄¯̄¯̄¯̄¯

Σ Σ Σ Σ Σ Σ Σ

X Y X Y

X Y

r =

( )
∑(( − ) ×( − ))xEach Xx̄ yEach Xy

¯

(N −1)

( × )sx sy

14.6.1

COV =
∑(( − ) ×( − ))xEach Xx̄ yEach Xy

¯

(N −1)
N– 1

r =

( )
∑(( − ) ×( − ))xEach Xx̄ yEach Xy

¯

(N −1)

( × )sx sy

= ×rdenominator

⎛

⎝

∑(x−Xx
¯ ¯¯̄¯̄¯

)2

N −1

− −−−−−−−−−−

√
⎞

⎠

⎛

⎝

∑(y−Xy
¯ ¯¯̄¯̄ )2

N −1

− −−−−−−−−−

√
⎞

⎠
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Full Formula to Calculate Standard Deviations 

Okay, I don't want to scare you, but I do want you to be prepared. Although, firstly, you will probably never calculate a standard deviation or a
correlation by hand outside of this class. Secondly, even if your professor asks you to calculate a correlation, it is sorta unlikely that they wouldn't
just give you the standard deviations. That's a lot of calculations to do by hand! But just in case, here is the very fullest of formulas for Pearson's
r:

Next up, let's practice using these formulas!

This page titled 14.6: Correlation Formula- Covariance Divided by Variability is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.

12.1: Variability and Covariance by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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14.7: Practice on Anxiety and Depression
Our first example will focus on variables related to health: mental health. Our hypothesis testing procedure follows the same four-
step process as before, starting with our research and null hypotheses.

Scenario 
Anxiety and depression are often reported to be highly linked (or “co-morbid”). We will test whether higher scores on an anxiety
scale are related to higher scales on a depression scale, lower scores on the depression scale, or not related to scores on a depression
scale (meaning that the two variables do not vary together). We have scores on an anxiety scale and a depression scale for a group
of 10 people. Because both scales are measured by numbers, this means that we have two different quantitative variables for the
same people; perfect for a correlational statistical analysis!

Step 1: State the Hypotheses 

For a research hypothesis for correlation analyses, we are predicting that there will be a positive linear relationship or a negative
linear relationship. A positive linear relationship means that the two variables vary in the same direction (when one goes up, the
other also goes up), while a negative linear relationship means that the two variables vary in opposite directions (when one goes up,
the other goes down). We keep the word "linear" in the hypotheses to keep reminding ourselves that Pearson's r can only detect
linear relationships. If we expect something else, then Pearson's r is not the correct analysis.

Okay, let's start with a research hypothesis. If the two variables are co-morbid, do you think that the would vary in the same
direction or in opposite directions? Use that to determine your research hypothesis.

What is a research hypothesis for this scenario?

Solution

The research hypothesis should be: There is positive linear relationship between anxiety scores and depression scores.

Look back at the research hypothesis above in Example . Does it include the names of both variables (what was measured)?
Yes. Does it state whether the relationship will be positive or negative? Yes. Does it include the phrase "linear relationship"? Yes.
Yay, we have all of the important parts of a research hypothesis! Does it say anything about means? No, which is fine; correlations
aren't comparing means. Although knowing the means and standard deviations of each variable might be interesting, that
descriptive information is not really necessary to test whether the two variables are linearly related.

Let's move on to the null hypothesis. What do you think that will look like?

What is a null hypothesis for this scenario?

Solution

The null hypothesis should be: There is no linear relationship between anxiety scores and depression scores..

Notice that the variables are included again, and the word "linear".

Step 2: Find the Critical Values 

The critical values for correlations come from the Table of Critical Values of r , which looks very similar to the -table. Just like our
-table, the row is determined by our degrees of freedom. For correlations, we have  degrees of freedom, rather than 

(why this is the case is not important). For our example, we have 10 people.

We were not given any information about the level of significance at which we should test our hypothesis, so we will assume 
. From the table, we can see that at p = .05 level, the critical value of r  = 0.576. Thus, if our calculated correlation is

greater than 0.576, it will be statistically significant and we would reject the null hypothesis. This is a rather high bar (remember,

 Example 14.7.1

14.7.1

 Example 14.7.2

t

t N– 2 N– 1

α = 0.05 Critical
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the guideline for a strong relation is  = 0.50); this is because we have so few people. Larger samples make it easier to find
significant relations.

Step 3: Calculate the Test Statistic 

We have laid out our hypotheses and the criteria we will use to assess them, so now we can move on to our test statistic. Before we
do that, we should first create a scatterplot of the data to make sure that the most likely form of our relation is in fact linear. Figure 

 below shows our data plotted out. Dr. MO is not convinced that there's a strong linear relationship, but there doesn't seem to
be a strong curvilinear relationship, either. Dr. Foster thinks that the dots are, in fact, linearly related, so Pearson’s  is appropriate.

Figure : Scatterplot of Anxiety and Depression (CC-BY-NC-SA Foster et al. from An Introduction to Psychological
Statistics)

The data we gather from our participants is shown in Table . The sum for each variable is also provided so that it's easy to
calculate the mean.

Table : Depression and Anxiety Scores

Depression Scores Anxiety Scores

2.81 3.54

1.96 3.05

3.43 3.81

3.40 3.43

4.71 4.03

1.80 3.59

4.27 4.17

3.68 3.46

2.44 3.19

3.13 4.12

 = 31.63  = 36.39

It's easiest to calculate the formula that we're using for correlations by using a table to find the difference from the mean for each
participant and multiplying them. Let's start by finding the means.

What is the average depression score? What is the average anxiety score?

Answer

r

14.7.2

r

14.7.2

14.7.1

14.7.1

∑ ∑

 Exercise 14.7.1
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Now that you've done that, let's put the means and the standard deviations in Table . We can learn a littlebit about the two
variables from this information alone. It looks like the participants might be more anxious than they are depressed. This conclusion
is very tentative, however, for two reasons. First, we didn't conduct a t-test to see if the means are statistically significantly different
from each other. Second, we don't actually know that the two scales have the same range! Maybe the Depression Scale ranges from
1-5, and the Anxiety Scale ranges from 0-10; we don't really have enough information to make any final determines about the
means with only this table. However, it also appears that there is more variability in the Depression Scale than the Anxiety Scale,
but again, we don't know that for sure unless we do some other statistical analyses.

Table - Descriptive Statistics for Depression and Anxiety

N Mean Standard Deviation

Depression Scale 10 3.16 0.94

Anxiety Scale 10 3.64 0.38

But since we're trying to conduct a correlational analysis:

let's get going by filling in Table . Because we were provided the standard deviations, we do not need columns to square the
differences from the means so those columns are not included in Table .

Fill in Table . Keep the negative signs!

Table : Sum of Products Table

Depression Score
Depression Difference

(Depression Score Minus
Depression Mean)

Anxiety Score
Anxiety Difference

(Anxiety Score Minus
Anxiety Mean)

Depression Difference
Times Anxiety Difference

2.81  3.54   

1.96  3.05   

3.43  3.81   

3.40  3.43   

4.71  4.03   

1.80  3.59   

4.27  4.17   

3.68  3.46   

2.44  3.19   

3.13  4.12   

 = 31.63  = ?  = 36.39  = ?  = ?

Solution

= = = 3.163 = 3.16XD̄

∑X

N

31.63

10

= = = 3.639 = 3.64XĀ

∑X

N

36.39

10

14.7.2

14.7.2

r =

( )
∑(( − ) ∗ ( − ))xEach Xx̄ yEach Xy

¯

(N −1)

( ∗ )sx sy

14.7.3

14.7.3

 Example 14.7.3

14.7.3

14.7.3
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Now it's Table :

Table : Completed Sum of Products Table

Depression Score
Depression Difference

(Depression Score Minus
Depression Mean)

Anxiety Score
Anxiety Difference

(Anxiety Score Minus
Anxiety Mean)

Depression Difference
Times Anxiety Difference

2.81 -0.35 3.54 -0.10 0.04

1.96 -1.20 3.05 -0.59 0.71

3.43 0.27 3.81 0.17 0.05

3.40 0.24 3.43 -0.21 -0.05

4.71 1.55 4.03 0.39 0.60

1.80 -1.36 3.59 -0.05 0.07

4.27 1.11 4.17 0.53 0.59

3.68 0.52 3.46 -0.18 -0.09

2.44 -0.72 3.19 -0.45 0.32

3.13 -0.03 4.12 0.48 -0.01

 = 31.63  = 0.03  = 36.39  = -0.01  = 2.22

The bottom row is the sum of each column. The difference scores for Depression sum to 0.03 and the differences scores fo
Anxiety sum to -0.1; both of these are very close to 0 so, given rounding error, everything looks right so far. If you had a
spreadsheet conduct all of your computations, your sums of the differences will be slightly different. However, it all sorta
washes out because the final sum of the products is 2.22 no matter how many decimals you save.

Okay, let's look at the formula again to see what information we might still need:

Hey, it looks like we have all of the numbers that we need! But let's replace the "x" and "y" with D for Depression and A for
Anxiety. That gives us:

Use the information provided and that we've calculated to complete the correlational analysis:

Solution

14.7.4

14.7.4

∑ ∑ ∑ ∑ ∑

r =

( )
∑(( − ) ∗ ( − ))xEach Xx̄ yEach Xy

¯

(N −1)

( × )sx sy

r =

( )
∑(( − ) ∗ ( − ))DEach XD̄ AEach XĀ

(N −1)

( × )sD sA

 Example 14.7.4
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=rFilledIn

( )
2.22

(10 −1)

(0.94 ×0.38)
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It's pretty crazy, but all of that mess at the very top of the formula (the numerator of the numerator) is what we did in the table,
so it boils down to 2.22. After that, it's pretty easy!

.

If you use a spreadsheet to keep all of the decimal points, you might end up with r=0.68 or if you round differently you could
get r=0.70. Since we're learning the process right now, these are all close enough.

So our calculated correlation between anxiety and depression is , which is a strong, positive correlation. Now we need to
compare it to our critical value to see if it is also statistically significant.

Step 4: Make a Decision 
Our critical value was r  = 0.576 and our calculated value was \(r  = 0.69\). Our calculated value was larger than our critical
value, so we can reject the null hypothesis because this is still true:

(Critical  Calculated)  Reject null  There is a linear relationship. 

(Critical  Calculated)  Retain null  There is not a linear relationship. 

The statistical sentence is similar to what we've been doing, so let's try that now:

What is the statistical sentence for the results for our correlational analysis?

Solution

The statistical sentence is: r(8)=0.69, p<.05

Because the Degrees of Freedom are N-2 for Pearson's r.

Okay, we're ready for the final write-up! Because our r = 0.69, a positive number, we can say that the linear relationship is positive.

Write up your conclusion. Don't forget to include the four requirements for reporting results!

Solution

"We hypothesized that there would be a positive linear relationship between depression scores (M=3.16) and anxiety scores
(M=3.64). This hypothesis was supported (r(8)=0.69, p < .05). As depression scores increase, anxiety scores also increase.
With our sample, depression and anxiety do appear to be co-morbid."

As we will discover in the next chapter, we can also add a sentence about predictions: "Based on these results, we can use a
participant's depression score to predict their anxiety score."

Even though we are dealing with a very different type of data, our process of hypothesis testing has remained unchanged.

Let's try that again, but use the full Sum of Products table to calculate the standard deviations, too.

This page titled 14.7: Practice on Anxiety and Depression is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated
by Michelle Oja.

12.5: Anxiety and Depression by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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14.7.1: Table of Critical Values of r
When using this table, we're following the general pattern of rejecting the null hypothesis when the calculated value is larger than
the critical value. The only difference from what we've been doing is the null hypothesis is not about whether group means are
similar or not.

(Critical  Calculated)  Reject null  There is a linear relationship. 

(Critical  Calculated)  Retain null  There is not a linear relationship. 

Table of Critical Values of r 
Table  is a simplified and accessible version of the table in Real Statistics Using Excel by Dr. Charles Zaiontz. Table 

 shows the critical scores of Pearson's r for different probabilities (p-values) that represent how likely it would be to get a
calculated correlation this extreme if the two variables were unrelated in the population, by the Degrees of Freedom (df) to
represent the size of the sample. For Pearson's r, the Degrees of Freedom are N-2.

Table - Critical Values for Pearson's r

Degrees of Freedom (df) p = 0.1 p = 0.05 p = 0.01

1 0.988 0.997 1.000

2 0.900 0.950 0.990

3 0.805 0.878 0.959

4 0.729 0.811 0.917

5 0.669 0.754 0.875

6 0.621 0.707 0.834

7 0.582 0.666 0.798

8 0.549 0.632 0.765

9 0.521 0.602 0.735

10 0.497 0.576 0.708

11 0.476 0.553 0.684

12 0.458 0.532 0.661

13 0.441 0.514 0.641

14 0.426 0.497 0.623

15 0.412 0.482 0.606

16 0.400 0.468 0.590

17 0.389 0.456 0.575

18 0.378 0.444 0.561

19 0.369 0.433 0.549

20 0.360 0.423 0.537

21 0.352 0.413 0.526

22 0.344 0.404 0.515

23 0.337 0.396 0.505

24 0.330 0.388 0.496

 Note

< = = = p < .05

> = = = p > .05

14.7.1.1

14.7.1.1

14.7.1.1
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Degrees of Freedom (df) p = 0.1 p = 0.05 p = 0.01

25 0.323 0.381 0.487

26 0.317 0.374 0.479

27 0.311 0.367 0.471

28 0.306 0.361 0.463

29 0.301 0.355 0.456

30 0.296 0.349 0.449

35 0.275 0.325 0.418

40 0.257 0.304 0.393

45 0.243 0.288 0.372

50 0.231 0.273 0.354

60 0.211 0.250 0.325

70 0.195 0.232 0.302

80 0.183 0.217 0.283

90 0.173 0.205 0.267

100 0.164 0.195 0.254

150 0.134 0.159 0.208

200 0.116 0.138 0.181

300 0.095 0.113 0.148

400 0.082 0.098 0.128

500 0.073 0.088 0.115

700 0.062 0.074 0.097

1000 0.052 0.062 0.081

5000 0.023 0.028 0.036

Because tables are limited by size, not all critical values are listed. For example, if you had 100 participants, your Degrees of
Freedom would be 98 (df=N-2=100-2=98=100). However, the table provides df=90 or df=100. There are a couple of options when
your Degrees of Freedom is not listed on the table.

One option is to use the Degrees of Freedom that is closest to your sample's Degrees of Freedom. For our example of r (98),
that would mean that we would use the Degrees of Freedom of 100 because 98 is closer to 100 than to 90. That would mean
that the critical r-value for r(98) would be 0.194604 for a p-value of 0.05.
Another option is to always we round down. For our example of N=100, we use the Degrees of Freedom of 90 because it is the
next lowest df listed. That would mean that the critical r-value for r(98) would be 0.204968 for a p-value of 0.05. This option
avoids inflating Type I Error (false positives).

Ask your professor which option you should use!

Whichever option you choose, your statistical sentence should include the actual degrees of freedom , regardless of which number
is listed in the table; the table is used to decide if the null hypothesis should be rejected or retained.

Contributors and Attributions 
Dr. MO (Taft College)

 & Real Statistics Using Excel by Dr. Charles Zaiontz
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14.7.2: Practice on Nutrition
This second example will use the same formula, more or less. Instead of providing the standard deviations, you will need to
calculate them. This example uses nutrition data from fast food restaurants from www.OpenIntro.org. You should probably try the
previous practice problem because it gives more hints than this one will.

Scenario 
When Dr. MO was on a low-carb diet, she noticed that things that were low in carbohydrates tended to be high in fat, and vice
versa. Now that she has the skills and the data set, we can test to see if there is a statistical relationship! Our analysis will look at
the chicken dishes from one fast food restaurant using the nutritional data from OpenIntro.org.

Step 1: State the Hypotheses 

What kind of linear relationship is it if it looks like as fat goes up, carbs go down?

What is a research hypothesis for this scenario?

Answer

The research hypothesis should be: There is negative linear relationship between fat and carbohydrates in the sample of
chicken dishes from one fast food restaurant.

Sometimes, people will add a description of what the negative linear relationship would look like to their research hypothesis:
There is negative linear relationship between fat and carbohydrates in the sample of chicken dishes from one fast food restaurant
such that foods with more fat tend to have fewer carbohydrates.

Let’s look at the scatterplot to see if it looks like a negative linear relationships (as one goes up, the other goes down), which should
have a general linear trend from the top left to the bottom right.

Figure : Scatterplot of Carbohydrates by Fat for 13 Chicken Meals. (CC-BY; Michelle Oja via OpenIntro.org)

Uh-oh, already it looks like Dr. MO’s research hypothesis is not working out. There does seem to be a general linear trend, but it
does not look like a negative correlation; it actually looks like a positive correlation!

Let’s state our null hypothesis so that we can get to the analysis to see what’s going on statistically.

What is a null hypothesis for this scenario?

Answer

 Exercise 14.7.2.1

14.7.2.1
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The null hypothesis should be: There is no linear relationship between fat and carbohydrates in the sample of chicken
dishes from one fast food restaurant.

Before we get too far into the weeds, let’s consider why a correlational analysis is the appropriate analysis. Your first clue is the
research hypothesis. We are not comparing whether the average fat content is higher than the average carbohydrate content; in
other words, we aren’t looking at mean differences. Another clue is that we have means of two different variables, not means of
two different groups. So that leads to recognizing that we have two quantitative variables, not a quantitative variable that we
measured for two or more groups (qualitative variables). Whenever you’re not sure, check out the � Decision Tree handout!

Step 2: Find the Critical Values 

The critical values for correlations come from the Table of Critical Values of r again. We were not given any information about the
level of significance at which we should test our hypothesis, so we will assume  as always. From the table, we can see
that we need the Degrees of Freedom, which is N–2. The data is provided below, (Table ) and shows that we have 13
chicken dishes that we are looking at. With p=.05 level, the critical value for N –2 (13–2=11) is critical r-value is 0. 0.553.

Step 3: Calculate the Test Statistic 
It’s easiest to calculate the standard deviation and Pearson’s r by using a table to do most of the calculations. If we sum each
column in the table, we also can easily find the mean.

Table - Raw Data for Sum of Products Table for Fat and Carbs

Item Total Fat
Fat Difference:

Fat Minus
Mean

Squared Total Carbs

Carb
Differences:
Carb Minus

Mean

Squared
Fat Diff * Carb

Diff

2 piece Prime-
Cut Chicken
Tenders

11   19    

Chicken Tender
'n Cheese Slider 12   30    

Buffalo
Chicken Slider 13   31    

3 piece Prime-
Cut Chicken
Tenders

17   28    

Buttermilk
Buffalo
Chicken
Sandwich

24   53    

Crispy Chicken
Farmhouse
Salad

24   26    

Buttermilk
Crispy Chicken
Sandwich

26   52    

5 piece Prime-
Cut Chicken
Tenders

28   47    

Bourbon BBQ
Chicken
Sandwich

31   66    

α = 0.05
14.7.2.1

14.7.2.1
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Item Total Fat
Fat Difference:

Fat Minus
Mean

Squared Total Carbs

Carb
Differences:
Carb Minus

Mean

Squared
Fat Diff * Carb

Diff

Buttermilk
Chicken Bacon
& Swiss

31   56    

Buttermilk
Chicken Cordon
Bleu Sandwich

35   53    

Pecan Chicken
Salad Sandwich 44   81    

Pecan Chicken
Salad Flatbread 46   53    

SUM:  = 342  =595    

Let’s go through this table. The Item (first column) is what kind of chicken dish we are talking about. Although it’s not necessary to
include this information, Dr. MO likes to show that the numbers in the second column (Total Fat) are connected to the numbers in
the Total Carbs column because they are associated with the same dish. The data area ordered so that it goes from items with the
least fat to items with the most fat. That means that the Total Carbs cannot ASLO be ordered from least to most carbs because they
would lose their connection to the meal that they are associated with. We can put the data in any order that we’d like, but, for
example, the Prime-Cut Chicken Tenders must always have Total Fat of 11 and Total Carbs of 19.

Okay, so we talked about the two columns that have data in them now. The empty columns are what we need to fill with our
calculations to finish both the formula for standard deviations:

and the formula for correlations:

First things first, though. If you look at the table, the first empty columns says “Fat Difference: Fat Minus Mean”. This means that
we must find the mean for the Total Fat variable, then subtract that number from each of the scores for fat.

What is the average amount of fat for chicken dishes from this fast-food restaurant? What is the average amount of
carbohydrates for chicken dishes from this fast-food restaurant?

Answer

∑ ∑

s =
∑((X − )X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−−−−

⎷
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( )
∑((x − ) ×(y − ))Xx̄ Xy

¯

(N −1)

×

⎛
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⎜
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∑((x − )Xx
¯ ¯¯̄¯̄¯)2
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− −−−−−−−−−−−−
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⎞

⎠

⎟
⎟

⎛

⎝

⎜
⎜
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= = = 26.31XF
¯ ¯¯̄¯̄¯ ∑X

N

342

13

= = = 45.77XC
¯ ¯¯̄¯̄¯ ∑X

N

595

13
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Hopefully these data makes it a little more clear why we are more interested in finding a linear relationship between these two
variables, rather than seeing if the means are different. We could conduct a t-test to see if the means are different, but what question
would that answer? Dr. MO’s prediction was that items with more carbs had less fat, so finding that chicken dishes have more
carbohydrates than fat doesn’t help us answer that question at all.

Now that we have the means for our two quantitative variables, we can start filling in the table.

Fill in Table  with the differences for each variable, square those differences, and multiply those differences (not the
squares, though). At the end, you should have each column summed.

Solution

Table - Raw Data with Completed Sum of Products Table for Fat and Carbs

Item Total Fat

Fat
Difference:
Fat Minus

Mean

Squared Total Carbs

Carb
Differences:
Carb Minus

Mean

Squared
Fat Diff *
Carb Diff

2 piece Prime-
Cut Chicken
Tenders

11 -15.31 234.40 19 -26.77 716.63 409.85

Chicken
Tender 'n
Cheese Slider

12 -14.31 204.78 30 -15.77 248.69 225.67

Buffalo
Chicken Slider 13 -13.31 177.16 31 -14.77 218.15 196.59

3 piece Prime-
Cut Chicken
Tenders

17 -9.31 86.68 28 -17.77 315.77 165.44

Buttermilk
Buffalo
Chicken
Sandwich

24 -2.31 5.34 53 7.23 52.27 -16.70

Crispy Chicken
Farmhouse
Salad

24 -2.31 5.34 26 -19.77 390.85 45.67

Buttermilk
Crispy Chicken
Sandwich

26 -0.31 0.10 52 6.23 38.81 -1.93

5 piece Prime-
Cut Chicken
Tenders

28 1.69 2.86 47 1.23 1.51 2.08

Bourbon BBQ
Chicken
Sandwich

31 4.69 22.00 66 20.23 409.25 94.88

Buttermilk
Chicken Bacon
& Swiss

31 4.69 22.00 56 10.23 104.65 47.98

Buttermilk
Chicken
Cordon Bleu
Sandwich

35 8.69 75.52 53 7.23 52.27 62.83

 Example 14.7.2.1

14.7.2.1

14.7.2.2
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Item Total Fat

Fat
Difference:
Fat Minus

Mean

Squared Total Carbs

Carb
Differences:
Carb Minus

Mean

Squared
Fat Diff *
Carb Diff

Pecan Chicken
Salad
Sandwich

44 17.69 312.94 81 35.23 1241.15 623.22

Pecan Chicken
Salad Flatbread 46 19.69 387.70 53 7.23 52.27 142.36

SUM:  = 342  = -0.03  = 1536.77  = 595  = -0.01  = 3842.31  = 1997.92

What you should see when you look at the table is that the sum of the differences from the mean are really close to zero, which
means that we probably the calculations correctly.

From here, there are two different options that you can take. One option is to calculate the standard deviations separately using the
same formula that we’ve used before:

Then add those standard deviation results into the formula that we used in our mental health example.

It is totally fine if you choose this option. At this point, it’s whatever you feel more comfortable with. If you choose this option,
meet us at the end to make sure that you got the same answer!

What the example is going to do is the second option, and that is to fill in this crazy formula with all of the numbers from the table:

Hopefully you can see that they are the same formula, but replacing the standard deviation (s) of each variable with the formula for
standard deviations.

This is going to be a doozy!

Fill in the sums from Table 2 to complete the Pearson’s correlation formula:

Solution
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First, Dr. MO likes to replace the "x" and "y" with F for Fat and C for Carbs. That helps her follow the formula better. That
gives us:

As long as you follow the order of operations, you can fill in the formula however you’d like. You can start with the numerator,
and ignore the denominator for a bit, or fill in the two standard deviations first, then fill out the numerator. Again, it’s whatever
makes the most sense to you. Dr. MO likes to plug in all of the numbers at once, then do sets of parentheses to start making the
formula smaller. So here it is with all of the numbers:

Remember for standard deviations that you square each difference score, then add up all of the squares (sum of squares!). We
did that in the table, so we just plug those numbers in. We also already got the entire top part of the numerator from the table.

Next step is to start calculating what’s in the parentheses. This first set will be the N-1’s, then the first set of division.

A couple more steps to get down to one number!

So our calculated correlation between fat and cars is , which is a strong, positive correlation. Now we need to compare it
to our critical value to see if it is also statistically significant.

Step 4: Make a Decision 
Our critical value was is  and our calculated value was . Our calculated value was larger than our
critical value, so we can reject the null hypothesis because this is still true:

(Critical  Calculated)  Reject null  There is a linear relationship. 

(Critical  Calculated)  Retain null  There is not a linear relationship. 

What does the statistical sentence look like?
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(202.49)

r = = 0.82
166.49
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r = 0.82

= 0.0.553rCritical = 0.82rCalc

< = = = p < .05

> = = = p > .05
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What is the statistical sentence for the results for our correlational analysis?

Answer

The statistical sentence is: r(11)=0.82, p<.05

Okay, we're ready for the final write-up! Because our r=0.82, a positive number, the linear relationship is also positive. (Hint: This
is not what Dr. MO hypothesized, but it does match the scatter plot!)

Write up your conclusion. Don't forget to include the four requirements for reporting results!

Solution

"We hypothesized that there would be a negative linear relationship between fat scores (M=26.31) and carbs scores (M=45.77)
such that the chicken meals with more fat would have less carbs. Although there is a strong correlation between fat and carbs
(r(11)=0.82, p<.05), the relationship is the opposite of the research hypothesis; chicken meals with more fat also tended to have
more carbs."

And that’s how you calculate and interpret a Pearson’s correlation when you’re given the raw data!

Next, we will learn about some options when we don’t think that our distributions are normally distributed.

Contributors and Attributions 
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Dr. MO (Taft College)
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14.8: Alternatives to Pearson's Correlation
The Pearson correlation coefficient is useful for a lot of things, but it does have shortcomings. One issue in particular stands out:
what it actually measures is the strength of the linear relationship between two variables. In other words, what it gives you is a
measure of the extent to which the data all tend to fall on a single, perfectly straight line. Often, this is a pretty good approximation
to what we mean when we say “relationship”, and so the Pearson correlation is a good thing to calculation. Sometimes, it isn’t. In
this section, Dr. Navarro and Dr. MO will be reviewing the correlational analysis you could use if you're a linear relationship isn't
quite what you are looking for.

Spearman’s Rank Correlations 
One very common situation where the Pearson correlation isn’t quite the right thing to use arises when an increase in one variable
X really is reflected in an increase in another variable Y, but the nature of the relationship is more than linear (a straight line). An
example of this might be the relationship between effort and reward when studying for an exam. If you put in zero effort (x-axis)
into learning a subject, then you should expect a grade of 0% (y-axis). However, a little bit of effort will cause a massive
improvement: just turning up to lectures means that you learn a fair bit, and if you just turn up to classes, and scribble a few things
down so your grade might rise to 35%, all without a lot of effort. However, you just don’t get the same effect at the other end of the
scale. As everyone knows, it takes a lot more effort to get a grade of 90% than it takes to get a grade of 55%. What this means is
that, if I’ve got data looking at study effort and grades, there’s a pretty good chance that Pearson correlations will be misleading.

To illustrate, consider the data in Table , plotted in Figure , showing the relationship between hours worked and grade
received for 10 students taking some class.

Table - Hours Worked and Percentage Grade

Student Hours Worked Percentage Grade

A 2 13

B 76 91

C 40 79

D 6 14

E 16 21

F 28 74

G 27 47

H 59 85

I 46 84

J 68 88

The curious thing about this highly fictitious data set is that increasing your effort always increases your grade. This produces a
strong Pearson correlation of r=.91; the dashed line through the middle shows this linear relationship between the two variables.
However, the interesting thing to note here is that there’s actually a perfect monotonic relationship between the two variables: in
this example at least, increasing the hours worked always increases the grade received, as illustrated by the solid line.

14.8.1 14.8.1

14.8.1
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Figure -The relationship between hours worked and grade received, for a data set consisting of only 10 students (each circle
corresponds to one student). The dashed line through the middle shows the linear relationship between the two variables. (CC-BY-
SA- Danielle Navarro from Learning Statistics with R)

If we run a standard Pearson correlation, it shows a strong relationship between hours worked and grade received (r(8) = 0.91, p <
.05), but this doesn’t actually capture the observation that increasing hours worked always increases the grade. There’s a sense here
in which we want to be able to say that the correlation is perfect but for a somewhat different notion of what a “relationship” is.
What we’re looking for is something that captures the fact that there is a perfect ordinal relationship here. That is, if Student A
works more hours than Student B, then we can guarantee that Student A will get the better grade than Student b. That’s not what a
correlation of r=.91 says at all; Pearson's r says that there's strong, positive linear relationship; as one variable goes up, the other
variable goes up. It doesn't say anything about how much each variable goes up.

How should we address this? Actually, it’s really easy: if we’re looking for ordinal relationships, all we have to do is treat the data
as if it were ordinal scale! So, instead of measuring effort in terms of “hours worked”, lets rank all 10 of our students in order of
hours worked. That is, the student who did the least work out of anyone (2 hours) so they get the lowest rank (rank = 1). The
student who was the next most distracted, putting in only 6 hours of work in over the whole semester get the next lowest rank (rank
= 2). Notice that Dr. Navarro is using “rank =1” to mean “low rank”. Sometimes in everyday language we talk about “rank = 1” to
mean “top rank” rather than “bottom rank”. So be careful: you can rank “from smallest value to largest value” (i.e., small equals
rank 1) or you can rank “from largest value to smallest value” (i.e., large equals rank 1). In this case, I’m ranking from smallest to
largest, because that’s the default way that some statistical programs run things. But in real life, it’s really easy to forget which way
you set things up, so you have to put a bit of effort into remembering!

Okay, so let’s have a look at our students when we rank them from worst to best in terms of effort and reward:

Table - Ranking of Students by Hours Worked and Grade Percentage

Student Hours Worked Rank of Hours Worked Percentage Grade Rank of Percentage Grade

A 2 1 13 1

D 6 2 14 2

E 16 3 21 3

G 27 4 47 4

F 28 5 74 5

C 40 6 79 6

I 46 7 84 7

H 59 8 85 8
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Student Hours Worked Rank of Hours Worked Percentage Grade Rank of Percentage Grade

J 68 9 88 9

B 76 10 91 10

Hm. The rankings are identical. The student who put in the most effort got the best grade, the student with the least effort got the
worst grade, etc. If we run a Pearson's correlation on the rankings, we get a perfect relationship: r(8) = 1.00, p<.05. What we’ve just
re-invented is Spearman’s rank order correlation, usually denoted ρ or rho to distinguish it from the Pearson r. If we analyzed this
data, we'd get a Spearman correlation of rho=1. We aren't going to get into the formulas for this one; if you have ranked or ordinal
data, but you can find the formulas online or use statistical software.

For this data set, which analysis should you run? With such a small data set, it’s an open question as to which version better
describes the actual relationship involved. Is it linear? Is it ordinal? We're not sure, but we can tell that increasing effort will never
decrease your grade.

Phi Correlation (or Chi-Square) 
As we’ve seen, Pearson's or Spearman's correlations workspretty well, and handles many of the situations that you might be
interested in. One thing that many beginners find frustrating, however, is the fact that it’s not built to handle non-numeric variables.
From a statistical perspective, this is perfectly sensible: Pearson and Spearman correlations are only designed to work for numeric
variables

What should we do?!

As always, the answer depends on what kind of data you have. As we we’ve seen just in this chapter, if your data are purely
qualitative (ratio or interval scales of measurement), then Pearson’s is perfect. If your data happens to be rankings or ordinal scale
of measurement, then Spearman’s is the way to go. And if your data is purely qualitative, then Chi-Square is the way to go (which
we’ll cover in depth in a few chapters).

But there’s one more cool variation of data that we haven’t talked about until now, and that’s called binary or dichotomous.

Look up “binary” or “dichotomous” to see what they mean.

The root of both words (bi- or di-) mean “two” but the Phi (sounds like “fee,” rhymes with “reality”) correlation actually uses two
variables that only have two levels. You might be thinking, “That sounds like a 2x2 factorial design!” but the difference is that a
2x2 factorial design has two IVs, each with two levels, but also has a DV (the outcome variable that you measure and want to
improve). The Phi correlation has one of the two variables as the DV and the DV only has two options, and one of the two
variables in the IV and that IV only has two levels. Let’s see some example variables:

Pass or Fail
Pregnant or Not pregnant
Urban or rural
Yes or No
On or Off
Conservative or Progressive

How does this work into IVs and DVs?

Does tutor (tutored or not-tutored) affect passing (pass or fail)?
Does caffeine (coffee or no-coffee) affect energy (sleepy or not-sleepy)?
Does exercise (exercise or no-exercise) affect weight loss (lose 10+ pounds or do not lose 10+ pounds)?

Again, we are not going to get into the formula for this one, but it is a unique statistical analysis that is designed for very specific
variables. So when you have two binary variables, the Phi correlation is exactly what you should be using!

 Note

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22155?pdf


14.8.4 https://stats.libretexts.org/@go/page/22155

Curvilinear Relationships 

We have one more situation in which Pearson’s correlation isn’t quite right, and that’s when we expect a non-linear relationship.
We’ve seen this in scatter plots that are U-shaped or reverse-U shaped (the section of the graphing chapter on scatterplots, the
section of this chapter on correlation versus causation in graphs, and the section in this chapter on strength, direction, and linearity)
. In that section on correlation versus causation in graphs, we talked about how plants die if they don’t have enough water but also
if they have too much water. There is not a linear relationship between water and plant growth, it is a curvilinear relationship. There
are specific statistical analyses that look for specific curvilinear relationships (based on how curved it appears to be) that we aren’t
going to get into here, but they are available on advanced statistical software programs.

Summary 
The key thing to remember, other than that these analyses exist, is that looking at the graph is key to helping you know what kind
of analysis to conduct.

Contributors and Attributions 
Danielle Navarro (University of New South Wales)

Dr. MO (Taft College)
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14.9: Final Considerations
Correlations, although simple to calculate, and be very complex, and there are many additional issues we should consider. We will
look at two of the most common issues that affect our correlations, as well as discuss reporting methods you may encounter.

Range Restriction 
The strength of a correlation depends on how much variability is in each of the variables. This is evident in the formula for
Pearson’s , which uses both covariance (based on the sum of products, which comes from deviation scores) and the standard
deviation of both variables (which are based on the sums of squares, which also come from deviation scores). Thus, if we reduce
the amount of variability in one or both variables, our correlation will go down (less variability = weaker correlation). Range
restriction is one case when the full variability of a variable is missed.

Take a look at Figures  and  below. The first shows a strong relation (  = 0.67) between two variables. An oval is
overlain on top of it to make the relation even more distinct. The second figure shows the same data, but the bottom half of the 
variable (all scores below 5) have been removed, which causes our relation (again represented by a red oval) to become much
weaker (  = 0.38). Thus range restriction has truncated (made smaller) our observed correlation.

Figure : Strong, positive correlation. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Figure : Effect of range restriction. (CC-BY-NC-SA Foster et al. from An Introduction to Psychological Statistics)

Sometimes range restriction happens by design. For example, we rarely hire people who do poorly on job applications, so we
would not have the lower range of those predictor variables. Dr. MO's students researchers have asked for the ages of participants
but offer a "30 years old or older" category or "under 18 years old" category. This restricts what the range of ages looks like
because we have individual data points for everyone who is 18 to 29 years old, but then a clump of data points for those younger or
older than that. Other times, we inadvertently cause range restriction by not properly sampling our population. Although there are
ways to correct for range restriction, they are complicated and require much information that may not be known, so it is best to be
very careful during the data collection process to avoid it.

Outliers 
Another issue that can cause the observed size of our correlation to be inappropriately large or small is the presence of outliers. An
outlier is a data point that falls far away from the rest of the observations in the dataset. Sometimes outliers are the result of
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incorrect data entry, poor or intentionally misleading responses, or simple random chance. Other times, however, they represent real
people with meaningful values on our variables. The distinction between meaningful and accidental outliers is a difficult one that is
based on the expert judgment of the researcher. Sometimes, we will remove the outlier (if we think it is an accident) or we may
decide to keep it (if we find the scores to still be meaningful even though they are different). In one of her research studies, Dr. MO
asked participants to read a brief story online (the IV was in the story), then click to the next page to answer questions on the story
(DV). If participants clicked through the story in milliseconds, then Dr. MO removed their scores on the dependent variable from
further analysis because they didn't actually experience the IV without actually reading the story.

The plots below in Figure  show the effects that an outlier can have on data. In the first, we have our raw dataset. You can
see in the upper right corner that there is an outlier observation that is very far from the rest of our observations on both the  and 

 variables. In the middle, we see the correlation computed when we include the outlier, along with a straight line representing the
relation; here, it is a positive relation. In the third image, we see the correlation after removing the outlier, along with a line
showing the direction once again. Not only did the correlation get stronger, it completely changed direction!

In general, there are three effects that an outlier can have on a correlation: it can change the magnitude (make it stronger or
weaker), it can change the significance (make a non-significant correlation significant or vice versa), and/or it can change the
direction (make a positive relation negative or vice versa). Outliers are a big issue in small datasets where a single observation can
have a strong weight compared to the rest. However, as our samples sizes get very large (into the hundreds), the effects of outliers
diminishes because they are outweighed by the rest of the data. Nevertheless, no matter how large a dataset you have, it is always a
good idea to screen for outliers, both statistically (using analyses that we do not cover here) and/or visually (using scatterplots).

Figure : Three plots showing correlations with and without outliers. (CC-BY-NC-SA Foster et al. from An Introduction to
Psychological Statistics)

Correlation Matrices 
Many research studies look at the relation between more than two quantitative variables. In such situations, we could simply list all
of our correlations, but that would take up a lot of space and make it difficult to quickly find the relation we are looking for.
Instead, we create correlation matrices so that we can quickly and simply display our results. A matrix is like a grid that contains
our values. There is one row and one column for each of our variables, and the intersections of the rows and columns for different
variables contain the correlation for those two variables.

We can create a correlation matrix to quickly display the correlations between job satisfaction, well-being, burnout, and job
performance. each. Such a matrix is shown below in Table .

Table : Correlation matrix to display the numerical values

Satisfaction Well-Being Burnout Performance
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Satisfaction Well-Being Burnout Performance

Satisfaction 1.00    

Well-Being 0.41 1.00   

Burnout -0.54 -0.87 1.00  

Performance 0.08 0.21 -0.33 1.00

Notice that there are values of 1.00 where each row and column of the same variable intersect. This is because a variable correlates
perfectly with itself, so the value is always exactly 1.00. Also notice that the upper cells are left blank and only the cells below the
diagonal of 1s are filled in. This is because correlation matrices are symmetrical: they have the same values above the diagonal as
below it. Filling in both sides would provide redundant information and make it a bit harder to read the matrix, so we leave the
upper triangle blank.

Correlation matrices are a very condensed way of presenting many results quickly, so they appear in almost all research studies that
correkate several quantitative variables. Many matrices also include columns that show the variable means and standard deviations,
as well as asterisks showing whether or not each correlation is statistically significant.

Summary 
The principles of correlations underlie many other advanced analyses. In the next chapter, we will learn about regression, which is
a formal way of running and analyzing a correlation that can be extended to more than two variables. Regression is a very powerful
technique that serves as the basis for even our most advanced statistical models, so what we have learned in this chapter will open
the door to an entire world of possibilities in data analysis.

This page titled 14.9: Final Considerations is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.

12.8: Final Considerations by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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15.1: Introduction- Line of Best Fit
In correlations, we referred to a linear trend in the data. That is, we assumed that there was a straight line we could draw through
the middle of our scatterplot that would represent the relation between our two variables. Regression involves an equation of that
line, which is called the Line of Best Fit.

The line of best fit can be thought of as the central tendency of our scatterplot. The term “best fit” means that the line is as close to
all points (with each point representing both variables for a single person) in the scatterplot as possible, with a balance of scores
above and below the line. This is the same idea as the mean, which has an equal weighting of scores above and below it and is the
best singular descriptor of all our data points for a single variable.

We have already seen many scatterplots in the chapter on graphs and the chapter on correlations, so we know that the dots on a
scatterplot never form a perfectly straight line. Because of this, when we plot a straight line through a scatterplot, it will not touch
all of the points, and it may not even touch any! This will result in some distance between the line and each of the points it is
supposed to represent, just like a mean has some distance between it and all of the individual scores in the dataset.

The distances between the line of best fit and each individual data point go by two different names that mean the same thing: errors
or residuals. The term “error” in regression is closely aligned with the meaning of error in ANOVAs (standard error); it does not
mean that we did anything wrong! In statistics, "error" means that there was some discrepancy or difference between what our
analysis produced and the true value we are trying to get at it. The term “residual” is new to our study of statistics, and it takes on a
very similar meaning in regression to what it means in everyday parlance: there is something left over. In regression, what is “left
over” – that is, what makes up the residual – is an imperfection in our ability to predict values of the  variable using our line. This
definition brings us to one of the primary purposes of regression and the line of best fit: predicting scores.

Predicting Y from X 
If we know that there is a linear relationship between two variables, we can use one variable to predict the other. We use this
regression line to “predict” one score/variable from one other score/variable. Remember, we can't say that one variable causes the
other variable to change (see Correlation versus Causation)! We are merely saying that because of the statistically significant
correlation, we can use a simple equation to use one variable to predict the other.

The most common reasons to predict scores:

Time: You want an estimate of an event that hasn’t happened yet.
You base the prediction on a variable that is available now.

Expense: You want an estimate of an expensive measure.
You base the prediction on a variable that is cheaper.

An example related to time is the SAT. SAT scores were designed to predict successfully finishing the first year of college. A bunch
of students were given a bunch of questions, then followed for a year to see who were able to pass their first year of college. The
questions that were correlated with finishing the first year of college were refined to create the SAT, then used for future students to
predict finishing the first year of college.

An example related to expense are the personality tests that you might complete for certain jobs. High-quality personality
assessments are expensive; most companies can't pay that kind of money for each and every applicant. However, what they can do
is find a cheaper personality test that is statistically significantly correlated with the expensive test. That way, the company can use
the cheaper test to predict scores on the high-quality (but expensive) test. Sure, it's not as good of an assessment of personality and
fit with the company or job, but the company can afford to test lots of candidates!

This page titled 15.1: Introduction- Line of Best Fit is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

13.1: Line of Best Fit by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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15.2: Regression Line Equation
The goal of regression is the same as the goal of ANOVA: to take what we know about one variable ( ) and use it to explain our
observed differences in another variable ( ). In ANOVA, we talked about – and tested for – group mean differences, but in
regression we do not have groups for our explanatory variable; we have a continuous variable, like in correlation. Because of this,
our vocabulary will be a little bit different, but the process, logic, and end result are all the same.

Regression Equation 
In regression, we most frequently talk about prediction, specifically predicting our outcome variable  from our explanatory
variable , and we use the line of best fit to make our predictions. Let’s take a look at the equation for the line, which is quite
simple:

In which  mean beta times X.

The terms in the equation are defined as:

: the predicted value of  for an individual person
: the intercept of the line
: the slope of the line
: the observed value of  for an individual person

What this shows us is that we will use our known value of  for each person to predict the value of  for that person. The
predicted value, , is called “ -hat” and is our best guess for what a person’s score on the outcome is. The equation has only two
parameter estimates: an intercept (where the line crosses the Y-axis) and a slope (how steep – and the direction, positive or negative
– the line is). I bet when you took geometry in high school, you never thought that you'd use that again! But here we are, talking
about slopes. The intercept and slope are parameter estimates because, like everything else in statistics, we are interested in
approximating the true value of the relation in the population but can only ever estimate it using sample data. We will soon see that
one of these parameters, the slope, is the focus of our hypothesis tests (the intercept is only there to make the math work out
properly and is rarely interpretable). The formulae for these parameter estimates use very familiar values.

First, we'll start with the intercept (a):

 
 
We have seen each of these before.  and  are the means of  and , respectively.

Next, the slope:

In which "Diff" means the difference of each score from the mean. Thus, just like with standard deviations, we must subtract the
mean from each score. The numerator of this formula means that, for each person, we multiply their score on the first variable
minus the means of that variable times their score on the second variable minus the mean of that variable. When we do that for
each participant, then we sum all of those products (scores that were multiplied). The denominator is the squaring of each of those
differences score (each person's score minus the mean) for the first variable, then summing all of those squared into one number,

It is very important to point out that the  values in the equations for  and  are our observed  values in the dataset, NOT the
predicted  values ( ) from our equation for the line of best fit. You may be asking why we would try to predict  if we have an
observed value of , and that is a very reasonable question. The answer is that we first need a group with all of the values
(observed X and observed Y) to create the intercept and slope. Then, we can use that on samples in which we don't have values for
the Y variable. In other words, we need to use known values of  to calculate the parameter estimates in our equation, and we use
the difference between our observed values and predicted values ( ) to see how accurate our equation is. Then, we can use

X

Y

Y

X

= a +bXŶ
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regression to create a predictive model that we can then use to predict values of  for other people for whom we only have
information on .

Example 

Let’s look at this from an applied example. Businesses often have more applicants for a job than they have openings available, so
they want to know who among the applicants is most likely to be the best employee. There are many criteria that can be used, but
one is a personality test for conscientiousness, with the belief being that more conscientious (more responsible) employees are
better than less conscientious employees. A business might give their employees a personality inventory to assess
conscientiousness and existing performance data to look for a relation. In this example, we have known values of the predictor ( ,
conscientiousness) and outcome ( , job performance), so we can estimate an equation for a line of best fit and see how accurately
conscientious predicts job performance, then use this equation to predict future job performance of applicants based only on their
known values of conscientiousness from personality inventories given during the application process.

The key to assessing whether a linear regression works well is the difference between our observed and known  values and our
predicted  values. We use subtraction to find the difference between them ( ) in the same way we use subtraction for
deviation scores and sums of squares. The value ( ) is our residual, which, as defined before, is how close our line of best fit is
to our actual values. We can visualize residuals to get a better sense of what they are by creating a scatterplot and overlaying a line
of best fit on it, as shown in Figure .

Figure : Scatterplot with Residuals. (CC-BY-NC-SA Foster et al. from from An Introduction to Psychological Statistics)

In Figure , the triangular dots represent observations from each person on both X (Conscientiousness scores) and Y (job
performance ratings). The dashed red line is the line of best fit estimated by the equation . For every person in the
dataset, the line represents their predicted score. The red bracket between a few of the triangular dots and the predicted scores on
the line of best fit are our residuals (they are only drawn for four observations for ease of viewing, but in reality there is one for
every observation); you can see that some residuals are positive and some are negative, and that some are very large and some are
very small. This means that some predictions are very accurate and some are very inaccurate, and the some predictions
overestimated values and some underestimated values. Across the entire dataset, the line of best fit is the one that minimizes the
total (sum) value of all residuals. That is, although predictions at an individual level might be somewhat inaccurate, across our full
sample and (theoretically) in future samples our total amount of error is as small as possible. We call this property of the line of
best fit the Least Squares Error Solution. This term means that the solution – or equation – of the line is the one that provides the
smallest possible value of the squared errors (squared so that they can be summed, just like in standard deviation) relative to any
other straight line we could draw through the data.

Ack, that was a lot. It's okay if you don't totally understand what's going on here. This is the foundation of the equation and the
interpretation, but, just like with null hypothesis significance testing, you can figure out how to interpret the results without
completely understanding the conceptual underpinnings.

Predicting Scores and Explaining Variance 

The purpose of regression is twofold: we want to predict scores based on our line and, as stated earlier, explain variance in our
observed  variable just like in ANOVA. These two purposes go hand in hand, and our ability to predict scores is literally our
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ability to explain variance. That is, if we cannot account for the variance in  based on , then we have no reason to use  to
predict future values of .

We know that the overall variance in  (job performance in this example) is a function of each score deviating from the mean of 
(as in our calculation of variance and standard deviation). So, just like the red brackets in Figure  representing residuals,
given as ( ), we can visualize the overall variance as each score’s distance from the overall mean of , given as ( ). This
is shown in Figure .

Figure : Scatterplot with Residuals and Deviation Scores. (CC-BY-NC-SA Foster et al. from An Introduction to
Psychological Statistics)

In Figure , the solid blue line is the mean of  (job performanc), and the blue brackets are the deviation scores between our
observed values of  and the mean of . This represents the overall variance that we are trying to explain. Thus, the residuals and
the deviation scores are the same type of idea: the distance between an observed score and a given line, either the line of best fit
that gives predictions or the line representing the mean that serves as a baseline. Here's why math is so cool: The difference
between these two values, which is the distance between the lines themselves, is our model’s ability to predict scores above and
beyond the baseline mean; that is, it is our model's ability to explain the variance we observe in  (job performance) based on
values of  (conscientiousness). If we have no ability to explain variance, then our line will be flat (the slope will be 0.00) and will
be the same as the line representing the mean, and the distance between the lines will be 0.00 as well.

Summary 

We now have three pieces of information: the distance from the observed score to the mean, the distance from the observed score to
the prediction line, and the distance from the prediction line to the mean. These are our three pieces of information needed to test
our hypotheses about regression. They are our three Sums of Squares, just like in ANOVA. Our distance from the observed score to
the mean is the Sum of Squares Total, which we are trying to explain. Our distance from the observed score to the prediction line is
our Sum of Squares Error, or residual, which we are trying to minimize. Our distance from the prediction line to the mean is our
Sum of Squares Model, which is our observed effect and our ability to explain variance. Each of these will go into the ANOVA
table to calculate our test statistic.

This page titled 15.2: Regression Line Equation is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

13.2: Prediction by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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15.2.1: Using Linear Equations
Before we start practicing calculating all of the variables in a regression line equation, let's work a little with just the equation on
it's own.

Regression Line Equations 
As we just learned, linear regression for two variables is based on a linear equation:

where  and  are constant numbers. What this means is that for every sample, the intercept (a) and the slope (b) will be the same
for every score. The X score will change, and that affects Y (or predicted Y, or ). Some consider the predictor variable (X) as an
IV and the outcome variable (Y) as the DV, but be careful that you aren't confusing prediction with causation!

We also just learned that the graph of a linear equation of the form  is a straight line.

Is the following an example of a linear equation? Why or why not?
This is a graph of an equation. The x-axis is
labeled in intervals of 2 from 0 - 14; the y-

axis is labeled in intervals of 2 from 0 - 12. The
equation's graph is a curve that crosses the y-
axis at 2 and curves upward and to the right.

Figure . Sample Plotted Line (CC-BY by Barbara Illowsky & Susan Dean (De Anza College) from OpenStax)

Answer

No, the graph is not a straight line; therefore, it is not a linear equation.

The minimum criterion for using a linear regression formula is that there be a linear relationship between the predictor and the
criterion (outcome) variables.

What statistic shows us whether two variables are linearly related?

Answer

Pearson's r (correlation).

If two variables aren’t linearly related, then you can’t use linear regression to predict one from the other! The stronger the linear
relationship (larger the Pearson’s correlation), the more accurate will be the predictions based on linear regression.

Slope and Y-Intercept of a Linear Equation 

As we learned previously,  slope and -intercept. From algebra recall that the slope is a number that describes the
steepness of a line, and the -intercept is the  coordinate of the point  where the line crosses the -axis. Figure 
shows t hree possible graphs of the regression equation ( ). Panel (a) shows what the regression line looks like if the
slope is positive ( ), the line slopes upward to the right. Panel (b) shows what the regression line looks like if there's no slope (

); the line is horizontal. Finally, Panel (c) shows what the regression line looks like if the slope is negative ( ), the line
slopes downward to the right.

Three plots with different regression lines. The first line is going up and to the right (positive correlation), the middle plot has a flat line, and the third plot is going down and to the right (negative correlation).

Figure : Three possible graphs of . (CC-BY by Barbara Illowsky & Susan Dean (De Anza College) from
OpenStax)

I get it, everything has been pretty theoretical so far. So let's get practical. Let's try constructing the regression line equation even
when you don't have the scores for either of the variables. First, we'll start by identifying the variables in the examples.

= a +(b∗ X)Ŷ

a b

Ŷ

= a +(b∗ X)Ŷ

 Exercise 15.2.1.1

15.2.1.1

 Exercise 15.2.1.2

b = a = y

y y (0, a) y 15.2.1.2
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Svetlana tutors to make extra money for college. For each tutoring session, she charges a one-time fee of $25 plus $15 per hour
of tutoring. A linear equation that expresses the total amount of money Svetlana earns for each session she tutors is 

.

What are the predictor and criterion (outcome) variables? What is the -intercept and what is the slope? Answer using
complete sentences.

Answer

The predictor variable, , is the number of hours Svetlana tutors each session. The criterion (outcome) variable, , is the
amount, in dollars, Svetlana earns for each session.

The -intercept is the constant, the one time fee of $25 ( ). The slope is 15 ( ) because Svetlana earns $15 for each
hour she tutors.

Although it doesn't make sense in these examples, the y-intercept (a) is determined when . I guess with Svetlana, you could
say that she gets $25 for any sessions that you miss or don't cancel ahead of time. But geometrically and mathematically, the y-
intercept is based on when the predictor variable (x) has a value of zero.

Jamal repairs household appliances like dishwashers and refrigerators. For each visit, he charges $25 plus $20 per hour of
work. A linear equation that expresses the total amount of money Jamal earns per visit is .

What are the predictor and criterion (outcome) variables? What is the -intercept and what is the slope? Answer using
complete sentences.

Answer

The predictor variable, , is the number of hours Jamal works each visit. he criterion (outcome) variable, , is the amount,
in dollars, Jamal earns for each visit.

The y-intercept is 25 ( ). At the start of a visit, Jamal charges a one-time fee of $25 (this is when ). The slope is
20 ( ). For each visit, Jamal earns $20 for each hour he works.

Now, we can start constructing the regression line equations.

Alejandra's Word Processing Service (AWPS) does word processing. The rate for services is $32 per hour plus a $31.50 one-
time charge. The total cost to a customer depends on the number of hours it takes to complete the job.

Find the equation that expresses the total cost in terms of the number of hours required to complete the job. For this example,

 the number of hours it takes to get the job done.
 the total cost to the customer.

Answer

The $31.50 is a fixed cost. This is the number that you add after calculating the rest, so it must be the intercept (a).

If it takes  hours to complete the job, then  is the cost of the word processing only.

Thus, the total cost is: 

Let's try another example of constructing the regression line equation.

 Example 15.2.1.1

y = 25 +15x

y

x y

y a = 25 b = 15

x = 0

 Exercise 15.2.1.3

y = 25 +20x

y

x y

a = 25 x = 0

b = 20

 Example 15.2.1.2

x =

y =

x (32)(x)

y = 31.50 +32x
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Elektra's Extreme Sports hires hang-gliding instructors and pays them a fee of $50 per class as well as $20 per student in the
class. The total cost Elektra pays depends on the number of students in a class. Find the equation that expresses the total cost in
terms of the number of students in a class.

Answer

For this example,

 number of students in class
 the total cost

The constant is $50 per class, so that must be the intercept (a).

So $20 per student is the slope (b).

The resulting regression equation is: 

You can also use the regression equation to graph the line if you input scores from your X variable and your Y variable into the
equation. Let's see what that might look like in Figure  for the equation: 

Graph of the equation y = -1 + 2x. This is a straight line that crosses
the y-axis at -1 and is sloped up and to the right, rising 2 units for

every one unit of run.

Figure : Regression Line for . (CC-BY by Barbara Illowsky & Susan Dean (De Anza College) from
OpenStax)

In the example in Figure , the intercept (a) is replaced by -1 and the slope (b) is replaced by 2 to get the regression equation
( ). Right now, you are being provided these constants. Soon, you'll be calculating them yourself!

Summary 
The most basic type of association is a linear association. This type of relationship can be defined algebraically by the equations
used, numerically with actual or predicted data values, or graphically from a plotted. Algebraically, a linear equation typically takes
the form , where  and  are constants,  is the independent variable,  is the dependent variable. In a statistical
context, a linear equation is written in the form , where  and  are the constants. This form is used to help readers
distinguish the statistical context from the algebraic context. In the equation , the constant b that multiplies the 
variable (  is called a coefficient) is called the slope. The constant a is called the -intercept.

The slope of a line is a value that describes the rate of change between the two quantitative variables. The slope tells us how the
criterion variable ( ) changes for every one unit increase in the predictor ( ) variable, on average. The -intercept is used to
describe the criterion variable when the predictor variable equals zero.

This page titled 15.2.1: Using Linear Equations is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by Michelle Oja.

12.2: Linear Equations by OpenStax is licensed CC BY 4.0. Original source: https://openstax.org/details/books/introductory-statistics.
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15.3: Hypothesis Testing- Slope to ANOVAs
In regression, we are interested in predicting  scores and explaining variance using a line, the slope of which is what allows us to
get closer to our observed scores than the mean of  can. Thus, our hypotheses can concern the slope of the line, which is
estimated in the prediction equation by .

Research Hypothesis 
Specifically, we want to test that the slope is not zero. The research hypothesis will be that there is an explanatory relation between
the variables.

RH: 
RH: 
RH: 

A non-zero slope indicates that we can explain values in  based on  and therefore predict future values of  based on .

Null Hypothesis 

Thus, the null hypothesis is that the slope is zero, that there is no explanatory relation between our variables

Regression Uses a ANOVA Summary Table 
DId you notice that we don't have a test statistic yet (like , F of ANOVA, or Pearson's  yet? To test the null hypothesis, we use the

 statistic of ANOVA from an ANOVA Summary Table compared to a critical value from the  distribution table.

Our ANOVA table in regression follows the exact same format as it did for ANOVA (Table ). Our top row is our observed
effect, our middle row is our error, and our bottom row is our total. The columns take on the same interpretations as well: from left
to right, we have our sums of squares, our degrees of freedom, our mean squares, and our  statistic.

Table : ANOVA Table for Regression

Source

Model 1

Error N/A

Total N/A N/A

As with ANOVA, getting the values for the  column is a straightforward but somewhat arduous process. First, you take the raw
scores of  and  and calculate the means, variances, and covariance using the sum of products table introduced in our chapter on
correlations. Next, you use the variance of  and the covariance of  and  to calculate the slope of the line, , the formula for
which is given above. After that, you use the means and the slope to find the intercept, , which is given alongside . After that,
you use the full prediction equation for the line of best fit to get predicted  scores ( ) for each person. Finally, you use the
observed  scores, predicted  scores, and mean of  to find the appropriate deviation scores for each person for each sum of
squares source in the table and sum them to get the Sum of Squares Model, Sum of Squares Error, and Sum of Squares Total. As
with ANOVA, you won’t be required to compute the  values by hand, but you will need to know what they represent and how
they fit together.

The other columns in the ANOVA table are all familiar. The degrees of freedom column still has  for our total, but now we
have  for our error degrees of freedom and 1 for our model degrees of freedom; this is because simple linear regression only
has one predictor, so our degrees of freedom for the model is always 1 and does not change. The total degrees of freedom must still
be the sum of the other two, so our degrees of freedom error will always be  for simple linear regression. The mean square
columns are still the  column divided by the  column, and the test statistic  is still the ratio of the mean squares. Based on
this, it is now explicitly clear that not only do regression and ANOVA have the same goal but they are, in fact, the same analysis
entirely. The only difference is the type of data we have for the IV (predictor): a quantitative variable for for regression and groups
(qualitative) for ANOVA. The DV is quantitative for both ANOVAs and regressions/correlations.
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With a completed ANOVA Table, we follow the same process of null hypothesis significance testing by comparing our calculated
F-score to a critical F-score to determine if we retain or reject the null hypothesis. In ANOVAs, the null hypothesis was that all of
the means would be similar, but with correlations (which are what regression is based on), the null hypothesis says that there is no
linear relationship. However, what we are really testing is how much variability in the criterion variable (y) can be explained by
variation in the predictor variable (y). So, for regression using ANOVA, the null hypothesis is saying that the predictor variable
does not explain variation in the criterion variable.

This is a little confusing, so let's take a look at an example of regression in action.

This page titled 15.3: Hypothesis Testing- Slope to ANOVAs is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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15.4: Practice Regression of Health and Happiness
Our first practice will include the whole process to calculate all of the equations and the ANOVA Summary Table.

Scenario 
In this scenario, researchers are interested in explaining differences in how happy people are based on how healthy people are.
They gather quantitative data on each of these variables from 18 people and fit a linear regression model (another way to say that
they constructed a regression line equation) to explain the variability of one variable (say, happiness) based on the variability of the
other variable (health). We will follow the four-step hypothesis testing procedure to see if there is a relation between these variables
that is statistically significant.

Step 1: State the Hypotheses 

What do you think? Do you think that happiness and health vary in the same direction, in opposite directions, or do not vary
together? This sounds like the set up for a research hypothesis for a correlation, and it is! The small change here is that we're
focusing on the slope (  or beta) of the line, rather merely testing if there is a linear relationship.

What could be a research hypothesis for this scenario? State the research hypothesis in words and symbols.

Solution

The research hypothesis should probably be something like, "There will be a positive slope in the regression line for happiness
and health."

Symbols: 

For right now, we haven't made it clear which might be our predictor variable and which might be our criterion variable, the
outcome. If we decide that health is the predictor and happiness is the outcome, we could add that we think that changes in health
predict changes in happiness. It seems reasonable in this situation to reverse the IV and DV here, and say that change in happiness
could also predict changes in health. There's data to support both of these ideas!

The null hypothesis in regression states that there is no relation between our variables so you can't use one variable to predict or
explain the other variable.

What is the null hypothesis for this scenario? State the null hypothesis in words and symbols.

Solution

The null hypothesis is that there is no relationship between health and happiness, so "The slope in the regression line for
happiness and health will be zero." Neither variable can predict or explain the other variable.

Symbols: 

These hypothesis are not as clear-cut as we've previously had because regression analyses can show a lot. If it's easier, you can fall
back on the general hypothesis for correlations rather than focus on slopes. However, that misses the addition information that
regressions also show: How much variability in one variable is due to the other variable.

Step 2: Find the Critical Value 
Because regression and ANOVA are the same analysis, our critical value for regression will come from the same place: the Table of
Critical Values of F (found in the first chapter discussing ANOVAs (BG ANOVAs), or found through the Common Critical Values
page at the end of the book).

The ANOVA Summary Table used for regression uses two types of degrees of freedom. We previously saw that the Degrees of
Freedom for our numerator, the Model line, is always 1 in a linear regression, and that the denominator degrees of freedom, from
the Error line, is .

b

 Example 15.4.1

β > 0

 Example 15.4.2

β = 0

N– 2
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In this instance, we have 18 people so our degrees of freedom for the denominator is 16. Going to our  table, we find that the
appropriate critical value for 1 and 16 degrees of freedom is F  = 4.49. Isn't it nice to do the simple things that we learned
about seemingly eons ago?

Step 3: Calculate the Test Statistic 

The process of calculating the test statistic for regression first involves computing the parameter estimates for the line of best fit. To
do this, we first calculate the means, standard deviations, and sum of products for our variables, as shown in Table .

Table : Raw Scores in Empty Sum of Products Table

16.99   16.38    

17.42   16.89    

17.65   10.36    

18.21   18.49    

18.28   14.26    

18.30   15.23    

18.39   12.08    

18.63   17.57    

18.89   21.96    

19.45   21.17    

19.67   18.12    

19.91   17.86    

20.35   18.74    

21.89   17.71    

22.48   17.11    

22.61   16.47    

23.25   21.66    

23.65   22.13    

This table should look pretty familiar, as it's the same as the one we used to calculate a correlation when we didn't have have the
standard deviation provided.

First things first, let's find the means so that we can start filling in this table.

What is the average score for the Health variable? What is the average score for the Happiness variable?

Answer

F

Critical

15.4.1

15.4.1

Health
Difference:

Health -
Mean

Health
Difference
Squared

Happiness
Difference:
Happiness -

Mean

Happiness
Difference
Squared

Health Diff *
Happy Diff

∑= 356.02 ∑=? ∑=? ∑= 314.18 ∑=? ∑=? ∑=?

 Exercise 15.4.1
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Now that we have the means, we can fill in the complete Sum of Products table.

Fill in Table  by finding the differences of each score from that variable's mean, squaring the differences, multiplying
them, then finding the sums of each of these.

Answer
Table - Completed Sum of Products Table

16.99 -2.79 7.78 16.38 -1.08 1.17 3.01

17.42 -2.36 5.57 16.89 -0.57 0.32 1.35

17.65 -2.13 4.54 10.36 -7.10 50.41 15.12

18.21 -1.57 2.46 18.49 1.03 1.06 -1.62

18.28 -1.50 2.25 14.26 -3.20 10.24 4.80

18.30 -1.48 2.19 15.23 -2.23 4.97 3.30

18.39 -1.39 1.93 12.08 -5.38 28.94 7.48

18.63 -1.15 1.32 17.57 0.11 0.01 -0.13

18.89 -0.89 0.79 21.96 4.50 20.25 -4.01

19.45 -0.33 0.11 21.17 3.71 13.76 -1.22

19.67 -0.11 0.01 18.12 0.66 0.44 -0.07

19.91 0.13 0.02 17.86 0.40 0.16 0.05

20.35 0.57 0.32 18.74 1.28 1.64 0.73

21.89 2.11 4.45 17.71 0.25 0.06 0.53

22.48 2.70 7.29 17.11 -0.35 0.12 -0.95

22.61 2.83 8.01 16.47 -0.99 0.98 -2.80

23.25 3.47 12.04 21.66 4.20 17.64 14.57

23.65 3.87 14.98 22.13 4.67 21.81 18.07

In Table , the difference scores for each variable (each score minus the mean for that variable) sum to nearly zero, so all is
well there. Let's use the sum of those squares to calculate the standard deviation for each variable.

= = = 19.78X̄Hth

∑X

N

356.02

18

= = = 17.46X̄Hpp

∑X

N

314.19

18

 Exercise 15.4.2

15.4.1

15.4.2

Health
Difference:

Health -
Mean

Health
Difference
Squared

Happiness
Difference:
Happiness -

Mean

Happiness
Difference
Squared

Health Diff
* Happy

Diff

∑= 356.02 ∑= −0.02 ∑= 76.07 ∑= 314.18 ∑= −0.09 ∑= 173.99 ∑= 58.22

15.4.2
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Calculate the standard deviation of the Health variable.

Solution

Using the standard deviation formula: 

 
We can fill in the numbers from the table and N to get: 

 
Some division, then square rooting to get: 

 

If you used spreadsheet, you might get 2.12. That's fine, but we'll use 2.11 for future calculations.

Your turn!

Calculate the standard deviation of the Happiness variable.

Answer

 

 

 

Next up, we must calculate the slope of the line. There are easier ways to show this if we start substituting names for symbols, but
let's stick with the names of our variables in this formula:

What this equation is telling us to do is pretty simple once we have the Sum of Products table filled out. We just take the sum of the
multiplication of each of the differences (that's the most bottom most right cell in the table), and divide that by the sum of the

 Example 15.4.3

s=
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√

= =sHth

76.07

18−1

− −−−−−
√

76.07

17

− −−−−
√

=sHth 4.47
− −−−

√

= 2.11sHth

 Exercise 15.4.3

s=
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√

= =sHpp

173.99

18−1

− −−−−−
√

173.99

17

− −−−−−
√

=sHpp 10.23
− −−−

√

= 3.20sHpp

b= = = 0.77
(Dif ×Dif )fHth fHpp

Diff 2
Hth

58.22

76.07
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difference scores squared for the Health variable. The result means that as Health ( ) changes by 1 unit, Happiness ( ) will
change by 0.77. This is a positive relation.

Next, we use the slope, along with the means of each variable, to compute the intercept: 

Using the means and the slope (b) that we just calculated, calculate the intercept (a).

Solution

 

 

 

 

This number varies widely based on how many decimal points you save while calculating. The numbers shown are when only
two decimal points are used, which is the minimum that you should be writing down and saving.

For this particular problem (and most regressions), the intercept is not an important or interpretable value, so we will not read into
it further.

Now that we have all of our parameters estimated, we can give the full equation for our line of best fit: 

Construct the regression line equation for the predicted Happiness score (\(\widehat{y}).

Solution

It doesn't quite make sense yet, but you actually just answered many potential research questions! We can also plot this relation in a
scatterplot and overlay our line onto it, as shown in Figure .

X Y

a= −bXy
¯ ¯¯̄¯̄

Xx
¯ ¯¯̄¯̄¯

 Example 15.4.4

a= −bXy
¯ ¯¯̄¯̄

Xx
¯ ¯¯̄¯̄¯

a= −(b× )X¯ ¯¯̄
Hpp X¯ ¯¯̄

Hth

a= 17.46−(0.77 ∗ 19.78)

a= 17.46−(15.23)

a= 2.23

= a+(b×X)ŷ

 Example 15.4.5

= 2.23+0.77xŷ

15.4.1
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Figure : Health and Happiness Data and Regression Line. (CC-BY-NC-SA Foster et al. from An Introduction to
Psychological Statistics)

We can use the regression line equation to find predicted values for each observation and use them to calculate our sums of squares
for the Model and the Error, but this is tedious to do by hand, so we will let the computer software do the heavy lifting in that
column of our ANOVA Summary Table in Table .

Table : ANOVA Summary Table with SS

Source

Model 44.62    

Error 129.37   N/A

Total 173.99  N/A N/A

Happily, the Total row is still the sum of the other two rows, so that was added, too. Now that we have these, we can fill in the rest
of the ANOVA table.

Fill in the rest of the ANOVA Summary Table from Table .

Solution

Table : ANOVA Summary Table with SS

Source

Model 44.62 1

Error 129.37 leave blank

Total 173.99 leave blank leave blank

Happily again, we can do a computation check to make sure that our Degrees of Freedom are correct since the sum of the
Model's df and the Error's df should equal the Total df. And since , we're doing well!

This gives us an obtained  statistic of 5.52, which we will now use to test our hypothesis.

Step 4: Make the Decision 

We now have everything we need to make our final decision. Our calculated test statistic was  and our critical value
was . Since our calculated test statistic is greater than our critical value, we can reject the null hypothesis because this

15.4.1

15.4.3

15.4.3

SS df MS F

 Example 15.4.6

15.4.3

15.4.4

SS df MS F

M = = = 44.62SM

SSM

dfM

44.62

1
F = = = 5.52

MSM

MSE

44.62

8.09

N −2 = 18 − 2 = 16 M = = = 8.09SE

SSE

dfE

129.37

16

N −1 = 18 − 1 = 17

1+16 = 17

F

= 5.52FCalc

= 4.49FCrit
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is still true:

Critical  Calculated  Reject null  There is a linear relationship. 

Critical  Calculated  Retain null  There is not a linear relationship. 

Write-Up: Reporting the Results 

We got here a sorta roundabout way, so it's hard to figure out what our conclusion should look like. Let's start by including the four
components needed for reporting results.

Use the four components for reporting results to start your concluding paragraph:

1. The statistical test is preceded by the descriptive statistics (means).
2. The description tells you what the research hypothesis being tested is.
3. A "statistical sentence" showing the results is included.
4. The results are interpreted in relation to the research hypothesis.

Solution

1. The average health score was 19.78. The average happiness score was 17.46.
2. The research hypothesis was that here will be a positive slope in the regression line for happiness and health.
3. The ANOVA results were F(1,16)=5.52, p< .05.
4. The results are statistically significant, and the positive Sum or Products shows a positive slope so the research hypothesis

is supported.

Let's add one more sentence for a nice little conclusion to our regression analysis: We can predict levels of happiness based on how
healthy someone is. So, our final write-up could be something like:

We can predict levels of happiness (M=17.46) based on how healthy someone is
(M=19.78) (F(1,16)=5.52, p< .05). The average health score was 19.78. The average
happiness score was 17.46. The research hypothesis was supported; there is a positive
slope in the regression line for happiness and health.

Yep, that's pretty clunky. As you learn more about regression (in future classes), the research hypotheses will make more sense.

Accuracy in Prediction 
We found a large, statistically significant relation between our variables, which is what we hoped for. However, if we want to use
our estimated line of best fit for future prediction, we will also want to know how precise or accurate our predicted values are.
What we want to know is the average distance from our predictions to our actual observed values, or the average size of the
residual ( ). The average size of the residual is known by a specific name: the standard error of the estimate ( ), which

is given by the formula

This formula is almost identical to our standard deviation formula, and it follows the same logic. We square our residuals, add them
up, then divide by the degrees of freedom. Although this sounds like a long process, we already have the sum of the squared
residuals in our ANOVA table! In fact, the value under the square root sign is just the  divided by the , which we know is
called the mean squared error, or :

 Note

< = = = p < .05

> = = = p > .05

 Example 15.4.7

Y − Ŷ S
(Y− )Ŷ

=S
(Y− )Ŷ

∑(Y − Ŷ )2

N −2

− −−−−−−−−−

√

SSE dfE
MSE

= =s
(Y− )Ŷ

∑(Y − Ŷ )2

N −2

− −−−−−−−−−

√ MSE
− −−−

√
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For our example:

So on average, our predictions are just under 3 points away from our actual values.

There are no specific cutoffs or guidelines for how big our standard error of the estimate can or should be; it is highly dependent on
both our sample size and the scale of our original  variable, so expert judgment should be used. In this case, the estimate is not
that far off and can be considered reasonably precise.

Clear as mud? Let's try another practice problem!

This page titled 15.4: Practice Regression of Health and Happiness is shared under a CC BY-NC-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.

13.5: Happiness and Well-Being by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.

= = = 2.84s
(Y− )Ŷ

129.37

16

− −−−−−
√ 8.09

− −−−
√

Y
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15.4.1: Practice with Nutrition
Let’s try a second example using the same nutrition data set from fast food restaurants from OpenIntro.org as the chapter on
correlations. If you grab your calculations and Sum of Products table from that practice with the nutrition data, you’ll be ahead of
the game!

Scenario 
When Dr. MO was on a low-carb diet, she noticed that things that were low in carbohydrates tended to be high in fat, and vice
versa. Our prior analysis found a strong correlation between fat and carbs, but not in the direction that Dr. MO expected! Now, we
will use our knowledge of this strong correlation to see if we can use the Total Fat in our sample chicken dishes from one fast food
restaurant to predict the Total Carbs in those same dishes.

Step 1: State the Hypotheses 

Because of trying to simplify regression, our hypotheses are still a little clunky, but hopefully you’ll see the value of regression
analyses in the end.

What could be a research hypothesis for this scenario? State the research hypothesis in words and symbols.

Solution

The research hypothesis should probably be something like, "There will be a positive slope in the regression line for Total Fat
and Total Carbs."

Symbols: 

In other words, we’re trying to construct a statistically significant (as determined by an ANOVA) regression line equation that
could use to predict Total Carbs from Total Fat.

What is the null hypothesis for this scenario? State the null hypothesis in words and symbols.

Solution

The null hypothesis is that there is no relationship between Total Fat and Total Carbs, so "The slope in the regression line for
Total Fat and Total Carbs will be zero." Neither variable can predict or explain the other variable.

Symbols: 

Step 2: Find the Critical Value 
Our critical value for regression will come from the Table of Critical Values of F, which shows that the appropriate critical value at
p=0.05 is .

Step 3: Calculate the Test Statistic 
Okay, here’s where the tedious part starts! Use the data in Table  to start your calculations!

Table : Raw Scores in Empty Sum of Products Table

Total Fat
Difference: Fat -

Mean
Fat Difference

Squared Total Carbs
Difference: Carbs -

Mean
Carbs Difference

Squared
Fat Diff * Carb

Diff

11   19    

12   30    

13   31    

17   28    

 Example 15.4.1.1

β > 0

 Example 15.4.1.2

β = 0

(1, 11) = 4.84FCritical
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Total Fat
Difference: Fat -

Mean
Fat Difference

Squared Total Carbs
Difference: Carbs -

Mean
Carbs Difference

Squared
Fat Diff * Carb

Diff

24   53    

24   26    

26   52    

28   47    

31   66    

31   56    

35   53    

44   81    

46   53    

To start filling in the Table , we’ll need to find the means again for Total Fat and Total Carbs. Since we did that in the last
chapter, let’s just put them in a Table .

Table - Descriptive Statistics of Nutrition Information

Mean Standard Deviation N

Total Fat 26.31 11.32 13

Total Carb 45.77 17.89 13

Now that we have the means, we can fill in the complete Sum of Products table.

Fill in Table  by finding the differences of each score from that variable's mean, squaring the differences, multiplying
them, then finding the sums of each of these.

Answer

Completed Sum of Products table:

Table : Completed Sum of Products Table

Total Fat
Difference: Fat -

Mean
Fat Difference

Squared Total Carbs
Difference: Carbs

- Mean
Carbs Difference

Squared
Fat Diff * Carb

Diff

11 -15.31 234.40 19 -26.77 716.63 409.85

12 -14.31 204.78 30 -15.77 248.69 225.67

13 -13.31 177.16 31 -14.77 218.15 196.59

17 -9.31 86.68 28 -17.77 315.77 165.44

24 -2.31 5.34 53 7.23 52.27 -16.70

24 -2.31 5.34 26 -19.77 390.85 45.67

26 -0.31 0.10 52 6.23 38.81 -1.93

28 1.69 2.86 47 1.23 1.51 2.08

31 4.69 22.00 66 20.23 409.25 94.88

31 4.69 22.00 56 10.23 104.65 47.98

35 8.69 75.52 53 7.23 52.27 62.83

∑ = 342.00 ∑ =? ∑ =? ∑ = 595.00 ∑ =? ∑ =? ∑ =?

15.4.1.1
15.4.1.2

15.4.1.2

 Exercise 15.4.1.1

15.4.1.1
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Total Fat
Difference: Fat -

Mean
Fat Difference

Squared Total Carbs
Difference: Carbs

- Mean
Carbs Difference

Squared
Fat Diff * Carb

Diff

44 17.69 312.94 81 35.23 1241.15 623.22

46 19.69 387.70 53 7.23 52.27 142.36

We can do a computation check to see if our difference scores each score minus the mean for that variable) were calculated
correctly by seeing if they each sum to nearly zero, which they do; yay! We could use the sum of those squares to calculate the
standard deviation for each variable, but that was already provided in Table .

So, we have what we need to complete this activity. But what is this activity? Ultimately, our goal is to predict Total Carbs using
Total Fat with a regression line equation ( ). So, we need to find the slope (b) and the intercept (a).

Here’s the formula for slope:

What this equation is telling us to do is pretty simple since we have the Sum of Products table filled out.

Calculate the slope for this scenario.

Solution

The result means that as Total Fat ( ) changes by 1 unit, Total Carb ( ) will change by 1.30. This is a positive relation.

Next, we use this slope (b = 1.30), along with the means of each variable, to compute the intercept:

Using the means and the slope (b) that we just calculated, calculate the intercept (a).

Solution

Now that we have all of our parameters estimated, we can give the full equation for our line of best fit: 

Construct the regression line equation for to predict Total Carbs (\(\widehat{y}).

Solution

Let’s look at that regression line on our scatterplot generated using statistical software.

∑ = 342.00 ∑ = 0.00 ∑ = 1536.77 ∑ = 595.00 ∑ = −0.01 ∑ = 3842.31 ∑ = 1997.92

15.4.1.2

= a+bxŷ

b= =
(Dif ×Dif )fx fy

Diff 2
x

(Dif ×Dif )fF fC

Diff 2
F

 Example 15.4.1.3

b= = 1.30
1997.92

1539.77

X Y

a= −(b× ) = −(b× )Xy
¯ ¯¯̄¯̄

Xx
¯ ¯¯̄¯̄¯

XC
¯ ¯¯̄¯̄¯

XF
¯ ¯¯̄¯̄¯

 Example 15.4.1.4

a= 45.77−(1.30 ∗ 26.31)

a= 45.77−(34.20)

a= 11.57

= a+bxŷ

 Example 15.4.1.5

= 11.57+1.30xŷ
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Figure : Scatterplot and Regression Line of Fast Food Nutrition Data (CC-BY-SA Michelle Oja via data from
OpenIntro.org)

It looks like our regression line is a pretty good match for our data! But to make sure, let’s make sure that we have a statistically
significant model using this regression line. Table  shows an ANOVA Summary Table with the Sum of Squares already
included from an analysis conducted using statistical software.

Table : ANOVA Summary Table with SS

Source

Model 1038.88    

Error 497.89    

Total     

Fill in the rest of the ANOVA Summary Table from Table .

Solution

Table : ANOVA Summary Table

Source

Model 1038.88 1

Error 497.889 N/A

Total 173.99 N/A N/A

We can do a computation check to make sure that our Degrees of Freedom are correct since the sum of the Model's df and the
Error's df should equal the Total df. And since 1 + 11 = 12, we're on the right track.

This gives us an obtained  statistic of 22.95, which we will now use to test our hypothesis.

Step 4: Make the Decision 
We now have everything we need to make our final hypothesis testing decision. Our calculated test statistic was  and
our critical value was . Since our calculated test statistic is greater than our critical value, we can reject the null
hypothesis because this is still true:

15.4.1.1

15.4.1.4

15.4.1.4

SS df MS F

 Example 15.4.1.6

15.4.1.4

15.4.1.5

SS df MS F

M = = = 1038.88SM
SSM

dfM

1038.88

1
F = = = 22.95

MSM

MSE

1038.88

45.26

N −2 = 13 − 2 = 11 M = = = 45.26SE
SSE

dfE

497.89

11

N −1 = 13 − 1 = 14

F

= 22.95FCalc

= 4.84FCrit
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(Critical  Calculated)  Reject null  There is a linear relationship. 

(Critical  Calculated)  Retain null  There is not a linear relationship. 

Write-Up: Reporting the Results 

Let’s use the four components needed for reporting results to organize our conclusions so far.

Add text hereDescribe the four components for reporting results for this scenario in complete sentences.

Solution

1. For our sample of 13 chicken dishes from one fast food restaurant, the average Total Fat was 26.31 and the average Total
Carb was 45.77.

2. The research hypothesis was that here will be a positive slope in the regression line for Total Fat and Total Carbs.
3. The ANOVA results were F(1,11)=22.95, p<.05, showing that our regression line could be used to make predictions.
4. The results are statistically significant, and the positive Sum or Products shows a positive slope so the research hypothesis

is supported.

Using Regression 

But really, what does that even mean? How is any of that useful? Well, it turns out that because our regression equation was found
to be statistically significant, we can use it to make predictions.

Imagine that you went to the fast food restaurant that this data is from, and they had a new chicken meal with even lower fat
than anything currently on their menu (10 grams of Total Fat). Use the regression line equation to estimate how many Total
Carbs would be in this new meal. Don’t forget to end with a complete sentence.

Solution

With this regression line equation:

We would replace the “x” placeholder with our new value of 10 grams of Total Fat to find:

The estimated Total Carbs of this new chicken meal with 10 Total Fat is 24.57 grams of carbohydrates.

That’s not what we hypothesized, but this is the whole point of regression, to use a variable (or variables) that we have to predict
variables that we don’t have. Knowing this, let’s try a final conclusion.

In our sample of 13 chicken dishes from one fast food restaurant, we found the average
Total Fat to be 26.31 and the average Total Carbs to be 45.77. This data was used to
create a statistically significant regression equation (F(1, 11)=22.95, p<.05), which
supports the research hypothesis that there would be a positive slope. If the fast food
restaurant came out with a new low-fat chicken dish (10 grams of fat), we can predict that
the Total Carbs of that dish would be 24.57 grams.

 Note

< = = = p< .05

> = = = p> .05

 Example 15.4.1.7

 Example 15.4.1.8

= 11.57+1.30xŷ

= 11.57+(1.30 ∗ 10)ŷ

= 11.57+(13.00)ŷ

= 24.57ŷ
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Accuracy in Prediction 

Wanna know how accurate that prediction is? Square root the Mean Square of the Error term from the ANOVA Summary Table. As
this formula shows, this is similar to the standard deviation formula because it follows the same logic:

But since we have the MS of the Error in Table , we can just square root 42.26:

So on average, our predictions will be almost 7 (6.73) grams away from the actual values. There are no specific cutoffs or
guidelines for how big our standard error of the estimate can or should be. What do you think? Is a variation around the prediction
of 7 grams of carbohydrates precise enough? There’s no right or wrong answer, just your thoughts and opinion!

Hopefully you saw how regression equations can be useful for making predictions about values that we don’t have yet based on
samples of two variables that we do already have data for. In the next section, you’ll learn how we can combine multiple variables
to predict one variable.

Contributors and Attributions 
Foster et al. (University of Missouri-St. Louis, Rice University, & University of Houston, Downtown Campus)

Dr. MO (Taft College)

This page titled 15.4.1: Practice with Nutrition is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

=S
(Y− )Ŷ
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15.5: Multiple Regression
Simple linear regression as presented here is only a stepping stone towards an entire field of research and application. Regression is
an incredibly flexible and powerful tool, and the extensions and variations on it are far beyond the scope of this chapter (indeed,
even entire books struggle to accommodate all possible applications of the simple principles laid out here).

Multiple Regression 
The next step in regression is to study multiple regression, which uses multiple  variables as predictors for a single  variable at
the same time. In other words, we can use regression to “predict” one score/variable from many other scores/variables, as well as
show which of the multiple variables contribute to the score on the target variable. This shows us, statistically, which variables are
most related to the changes of the variable that we’re trying to predict.

The general formula is pretty simple:

But the math of multiple regression is very complex but the logic is the same: we are trying to use variables that are statistically
significantly related to our outcome to explain the variance we observe in that outcome.

We can keep adding as many predictor variables as we have data for! Imagine that you’d like to know what all contributes to
getting an Associate degree in 2 years.

If my target variable was graduation rates, what variables could affect it?

The first variables that come to mind are how many hours a students works, how many kids in the student's household, and how
many units the student passes each semester. Did you think of others? Statistically, you throw all of the variables that you can think
of into the regression to try to predict graduation. Then, you use the regression equation to figure out which variables actually
contribute to graduation, and which don’t. You can see how this "simple" statistical can be a really powerful tool to help college
administrators make decisions. The tool can be used in any industry that has a modeling sample (a group of people who can
provide all of the variables).

And More! 
Other forms of regression include curvilinear models that can explain curves in the data rather than the straight lines used here, as
well as moderation models that change the relation between two variables based on levels of a third. The possibilities are truly
endless and offer a lifetime of discovery.

Before we wrap-up regression analyses, here are some practice exercises to see if you have the concepts down.

This page titled 15.5: Multiple Regression is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by Michelle
Oja.
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16.1: Introduction to Chi-Square
I don't know about you, but I am TIRED. We've learned SO MUCH.

Can you stay with me for one more chapter, though? See, we've covered the appropriate analyses when we have means for different
groups and when we have two different quantitative variables. We've also briefly covered when we have ranks or medians for
different groups, and when we have two binary or ranked variables. But what we haven't talked about yet is when we only have
qualitative variables. When we have things with names, and all that we can do is count them. For those types of situations, the Chi-
Square ( ) analysis steps in! It's pronounced like "kite" not like "Chicago" or "chai tea".

Let's practice a little to remind ourselves about qualitative and quantitative variables; it's been a minute since we first introduced
these types of variables (and scales of measurement)!

What type is each of the following? Qualitative or Quantitative?

1. Hair color
2. Ounces of vodka
3. Type of computer (PC or Mac)
4. MPG (miles per gallon)
5. Type of music

Answer
1. Hair color: Qualitative (it's a quality, a name, not a number)
2. Ounces of vodka: Quantitative (it's a number that measures something)
3. Type of computer (PC or Mac): Qualitative
4. MPG: Quantitative
5. Type of music: Qualitative

Do you use means to find the average of qualitative or quantitative variables?

Answer

Quantitative. Means are mathematical averages, so the variable has to be a number that measures something.

Instead of means, you use counts with qualitative variables.

Frequency counts: Counts of how many things are in each level of the categories.

Introducing Chi-Square 
Our data for the  test (the chi is a weird-looking X) are quantitative, (also known as nominal) variables. Recall from our
discussion of scales of measurement that nominal variables have no specified order (no ranks) and can only be described by their
names and the frequencies with which they occur in the dataset. Thus, we can only count how many "things" are in each category.
Unlike our other variables that we have tested, we cannot describe our data for the  test using means and standard deviations.
Instead, we will use frequencies tables.

Table : Pet Preferences

Cat Dog Other Total

Observed 14 17 5 36

Expected 12 12 12 36

χ2

 Exercise 16.1.1

 Exercise 16.1.2

χ2

χ2
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Table  gives an example of a contingency table used for a  test. The columns represent the different categories within our
single variable, which in this example is pet preference. The  test can assess as few as two categories, and there is no technical
upper limit on how many categories can be included in our variable, although, as with ANOVA, having too many categories makes
interpretation difficult. The final column in the table is the total number of observations, or . The  test assumes that each
observation comes from only one person and that each person will provide only one observation, so our total observations will
always equal our sample size.

There are two rows in this table. The first row gives the observed frequencies of each category from our dataset; in this example, 14
people reported liking preferring cats as pets, 17 people reported preferring dogs, and 5 people reported a different animal. This is
our actualy data. The second row gives expected values; expected values are what would be found if each category had equal
representation. The calculation for an expected value is:

Where  is the total number of people in our sample and  is the number of categories in our variable (also the number of
columns in our table). Thank the Higher Power of Statistics, formulas with symbols that finally mean something! The expected
values correspond to the null hypothesis for  tests: equal representation of categories. Our first of two  tests, the Goodness-of-
Fit test, will assess how well our data lines up with, or deviates from, this assumption.

This page titled 16.1: Introduction to Chi-Square is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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16.1.1: Assumptions of the Test(s)
All statistical tests make assumptions about your variables, data, and the distributions that they come from. Usually, it's not a huge
deal if your sample's data doesn't fit some of the assumptions. Chi-square is not one of those tests. For the chi-square tests
discussed so far in this chapter, the assumptions are:

Expected frequencies are sufficiently large. All of the expected frequencies need to be reasonably big for the statistics to use the
correction distribution in the background. How big is reasonably big? Opinions differ, but the default assumption seems to be
that you generally would like to see all your expected frequencies larger than about 5, though for larger tables you would
probably be okay if at least 80% of the the expected frequencies are above 5 and none of them are below 1 (meaning, no
categories are empty). However, from what Dr. Navarro has been able to discover , these seem to have been proposed as rough
guidelines, not hard and fast rules; and they seem to be somewhat conservative (Larntz, 1973).
Data are independent of one another. One somewhat hidden assumption of the chi-square test is that you have to genuinely
believe that the observations are independent. Here’s what I mean. Suppose I’m interested in proportion of babies born at a
particular hospital that are boys. I walk around the maternity wards, and observe 20 girls and only 10 boys. Seems like a pretty
convincing difference, right? But later on, it turns out that I’d actually walked into the same ward 10 times, and in fact I’d only
seen 2 girls and 1 boy. Not as convincing, is it? My original 30 observations were massively non-independent because I really
only had 3 observation. Obviously this is an extreme (and extremely silly) example, but it illustrates the basic issue. Non-
independence messes things up. Sometimes it causes you to falsely reject the null, as the silly hospital example illustrates, but it
can go the other way too. To give a slightly less stupid example, let’s consider what would happen if we asked 50 people to
select 4 cards. One possibility would be that everyone selects one heart, one club, one diamond and one spade. This is highly
non-random behavior from people, but in this case, I would get an observed frequency of 50 for all four suits. For this example,
the fact that the observations are non-independent (because the four cards that you pick will be related to each other) actually
leads to the opposite effect… falsely retaining the null.

If you happen to find yourself in a situation where independence is violated, it may be possible to use the McNemar test (which
we’ll discuss) or the Cochran test (which we won’t). Similarly, if your expected cell counts are too small, check out the Fisher exact
test (which we also won't discuss).

Our first stop in the tour of Chi-Square is the Goodness of Fit test. See you there!

Reference 
Larntz, K. Small-sample comparison of exam levels for Chi-Squared Goodness-of-Fit statistics. Journal of the American Statistical
Association, 73 (362), 253-263.
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16.2: Introduction to Goodness-of-Fit Chi-Square
The first of our two  tests, the Goodness of Fit test, assesses the distribution of frequencies into different categories of one
quantitative variable against any specific distribution. Usually this is equal frequency distributions because that's what we would
expect to get if categorization was completely random, but it can also be a specific distribution. For example, if Dr. MO wanted to
compare a specific class's frequency of each ethnicity to a specific distribution, it would make more sense to compare her class to
the ethnic demographics of the college rather than an assumption that all of the ethnic groups would have the same number of
students in the target class.

Hypotheses for Chi-Square 
All  tests, including the goodness-of-fit test, are non-parametric. This means that there is no population parameter we are
estimating or testing against; we are working only with our sample data. This makes it more difficult to have mathematical
statements for  hypotheses (symbols showing which group is bigger or whatever). The next section will walk through the
mathematical hypotheses. For now, we will learn how to still state our hypotheses verbally.

Research Hypothesis 

The research hypothesis is that we expect a pattern of difference, and then we explain that pattern of difference.

Using Dr. MO's sample class, she works at a college that is designated as a Hispanic-Serving Institution (HSI), so we would expect
a pattern of difference such that there will be more students who are Hispanic in her class than students from any other ethnic
group.

Null Hypotheses 

For goodness-of-fit  tests, our null hypothesis is often that there is an equal number of observations in each category. That is,
there is no pattern of difference between the frequencies in each category. Unless we're looking at the situation above in which we
have a distribution of frequencies that we are comparing our sample to, the null hypothesis is that each group will be the same size.

Degrees of Freedom and the  table 

Our degrees of freedom for the  test are based on the number of categories we have in our variable, not on the number of people
or observations like it was for our other tests. Luckily, they are still as simple to calculate:

Do you remember what "k" stood for when we discussed ANOVAs?

What does "k" stand for?

Answer

The letter "k" usually stands for the number of groups. In Chi-Square, this would be the number of different categories.

So for our pet preference example, we have 3 categories, so we have 2 degrees of freedom. Our degrees of freedom, along with our
significance level (still defaulted to ) are used to find our critical values in the  table, which is next, or can be found
through the Common Critical Value Tables at the end of this book.

This page titled 16.2: Introduction to Goodness-of-Fit Chi-Square is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.
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16.2.1: Critical Values of Chi-Square Table
A new type of statistical analysis, a new table of critical values!

Chi-Square Distributions 
As you know, there is a whole family of -distributions, each one specified by a parameter called the degrees of freedom ( ).
Similarly, all the chi-square distributions form a family, and each of its members is also specified by a its own . Chi (like "kite,"
not like "chai" or "Chicago") is a Greek letter denoted by the symbol  and chi-square is often denoted by . It looks like a wiggly
X, but is not an X. Figure  shows several -square distributions for different degrees of freedom.

Figure : Many  Distributions (CC-BY-NC-SA Shafer & Zhang)

Like all tables of critical values, this one provides the value in which you should reject the null hypothesis if your calculated value
is bigger than the critical value i the table. For chi-square, the null hypothesis is that there is no pattern of relationship, but the
process of Null Hypothesis Signficance Testing is the same as we've been learning.

(Critical  Calculated)  Reject null  There is a pattern of relationship. 

(Critical  Calculated)  Retain null  There is no pattern of relationship. 

Illustrated in Figure , the value of the chi-square that cuts off a right tail of area  is denoted  and is called a critical
value (Figure ).

Figure :  Illustration of Critical Values of Chi-Square. (CC-BY-NC-SA Shafer & Zhang)

Table of Critical Values for  
Table  below gives values of  for various values of  and under several chi-square distributions with various degrees of
freedom.

Table - Critical Values on the Right Side of the Distribution of Chi-Square

t df

df

χ χ2

16.2.1.1 χ

16.2.1.1 χ

 Note

< = = = p < .05

> = = = p > .05

16.2.1.2 c χ2
c

16.2.1.2

16.2.1.2 χ2
c

χ2
c

16.2.1.1 χ2
c c

16.2.1.1
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df p = 0.10 p = 0.05 p = 0.01df p = 0.10 p = 0.05 p = 0.01

1 2.706 3.841 6.635

2 4.605 5.991 9.210

3 6.251 7.815 11.345

4 7.779 9.488 13.277

5 9.236 11.070 15.086

6 10.645 12.592 16.812

7 12.017 14.067 18.475

8 13.362 15.507 20.090

9 14.684 16.919 21.666

10 15.987 18.307 23.209

11 17.275 19.675 24.725

12 18.549 21.026 26.217

13 19.812 22.362 27.688

14 21.064 23.685 29.141

15 22.307 24.996 30.578

16 23.542 26.296 32.000

17 24.769 27.587 33.409

18 25.989 28.869 34.805

19 27.204 30.144 36.191

20 28.412 31.410 37.566

100 118.498 124.342 135.807

Degrees of Freedom 

Like with the t-test and ANOVA, the degrees of freedom are based on which kind of analysis you are conducting.

 Goodness of Fit: 

k is the number of categories.
 Test of Independence: 

R is the number of rows
C is the number of columns

Kruskal-Wallis Test: 
k is the number of groups

This page titled 16.2.1: Critical Values of Chi-Square Table is shared under a CC BY-NC-SA 3.0 license and was authored, remixed, and/or
curated by Michelle Oja.

11.1: Chi-Square Tests for Independence by Anonymous is licensed CC BY-NC-SA 3.0. Original source:
https://2012books.lardbucket.org/books/beginning-statistics.

χ2
GoF k−1

χ2
ToI (R−1) ×(C −1)

k−1
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e…

16.2.2: Interpretation of the Chi-Square Goodness-of-Fit Test
This is a long section, but it really helps you understand where the the Chi-Square Goodness of Fit comes from and what it means.

Goodness of Fit Test 
The  Goodness of fit test is one of the oldest hypothesis tests around: it was invented by Karl Pearson around the turn of the
century (Pearson 1900), with some corrections made later by Sir Ronald Fisher (Fisher 1922a). To introduce the statistical problem
that it addresses, let’s start with some psychology…

Over the years, there have been a lot of studies showing that humans have a lot of difficulties in simulating randomness. Try as we
might to “act” random, we think in terms of patterns and structure, and so when asked to “do something at random”, what people
actually do is anything but random. As a consequence, the study of human randomness (or non-randomness, as the case may be)
opens up a lot of deep psychological questions about how we think about the world. With this in mind, let’s consider a very simple
study. Suppose I asked people to imagine a shuffled deck of cards, and mentally pick one card from this imaginary deck “at
random”. After they’ve chosen one card, I ask them to mentally select a second one. For both choices, what we’re going to look at
is the suit (hearts, clubs, spades or diamonds) that people chose. After asking, say, N=200 people to do this, I’d like to look at the
data and figure out whether or not the cards that people pretended to select were really random. The data on the card that people
pretended to select are shown in Table , called "Observed" for reasons that will become clear very soon:

Table - Observed Card Suits

Card Suit Pretended to
Choose:

Clubs ♣ Diamonds ♢ Hearts ♡ Spades ♠

Observed: 35 51 64 50

This is called a contingency table, and shows that frequency of the different categories. Looking at it, there’s a bit of a hint that
people might be more likely to select hearts than clubs, but it’s not completely obvious just from looking at it whether that’s really
true, or if this is just due to chance. So we’ll probably have to do some kind of statistical analysis to find out, which is what I’m
going to talk about in the next section.

Excellent. It’s also worth nothing that mathematicians prefer to talk about things in general rather than specific things, so you’ll
also see the notation O , which refers to the number of observations that fall within the i-th category (where it could be 1, 2, or 3, or
x, y, or z). This textbook has used these type of subscripts in the formulas, but then replaced them with letters relating to the name
of the groups in the practice. So, if we want to refer to the set of all observed frequencies, statisticians group all of observed values
into one variable, which we’ll refer to as O for Observed.

O=(O ,O ,O ,O )

or

O=(O ,O ,O ,O )

Again, there’s nothing new or interesting here: it’s just notation. If we say that O = (35,51,64,50) all we're doing is describing the
table of observed frequencies (i.e., Table ), but we're referring to it using mathematical notation.

Hypotheses 

Null Hypothesis 

We'll start with null hypotheses for Chi-Square Goodness of Fit test because the null hypothesis will help us understand our more
limited research hypothesis.

Our research question is whether people choose cards randomly or not. What we’re going to want to do now is translate this into
some statistical hypotheses, and construct a statistical test of those hypotheses. In this case, the null hypothesis in words is that
there is no pattern of relationship in the suits that participants pretended to choose; in other words, all four suits will be chosen with
equal probability.

Now, because this is statistics, we have to be able to say the same thing in a mathematical way. If the null hypothesis is true, then
each of the four suits has a 25% chance of being selected: in other words, our null hypothesis claims that PC=.25, P =.25, P =.25

χ2
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and finally that P =.25. However, in the same way that we can group our observed frequencies into a variable called O that
summarizes the entire data set, we can use P to refer to the probabilities that correspond to our null hypothesis. So if I let the P=
(P ,P ,P ,P ), or P = (PC, P  ,P  ,P  ) refers to the collection of probabilities that describe our null hypothesis, then we have

Null Hypothesis for 

In this particular instance, our null hypothesis corresponds to a probabilities P in which all of the probabilities are equal to one
another. But this doesn’t have to be the case. For instance, if the experimental task was for people to imagine they were drawing
from a deck that had twice as many clubs as any other suit, then the null hypothesis would correspond to something like P=(0.4,
0.2, 0.2, 0.2). As long as the probabilities are all positive numbers, and they all sum to 1, them it’s a perfectly legitimate choice for
the null hypothesis. However, the most common use of the Goodness of Fit test is to test a null hypothesis that all of the categories
are equally likely, so we’ll stick to that for our example.

Research Hypothesis 

What about our research hypothesis? All we’re really interested in is demonstrating that the probabilities involved aren’t all
identical (that is, people’s choices weren’t completely random). As a consequence, the “human friendly” versions of our research
hypothesis is that there is a pattern of relationship in the suits that participants pretended to choose. Another way to say this is that
at least one of the suit-choice probabilities isn’t 0.25. This leads to the mathematical research hypothesis of:

Research Hypothesis of 

The “Goodness of Fit” Test Statistic 
At this point, we have our observed frequencies O and a collection of probabilities P corresponding the null hypothesis that we
want to test. What we now want to do is construct a test of the null hypothesis. The basic trick that a Goodness of Fit test uses is to
construct a test statistic that measures how “close” the data are to the null hypothesis. If the data don’t resemble what you’d
“expect” to see if the null hypothesis were true, then it probably isn’t true. Okay, if the null hypothesis were true, what would we
expect to see? Or, to use the correct terminology, what are the expected frequencies. There are N=200 observations, and (if the null
is true) the probability of any one of them choosing a heart is P = 0.25, so I guess we’re expecting 200 x 0.25=50 hearts, right? Or,
more specifically, if we let E refer to “the number of responses from any one category that we’d expect if the null is true”, then

This test is pretty easy to calculate, and we'll cover in the next sections. But to focus on what's happening: if there are 200
observation that can fall into four categories, and we think that all four categories are equally likely, then on average we’d expect to
see 50 observations in each category, right?

Now, how do we translate this into a test statistic? Clearly, what we want to do is compare the expected number of observations in
each category (E ) with the observed number of observations in that category (O ). And on the basis of this comparison, we ought to
be able to come up with a good test statistic. To start with, let’s calculate the difference between what the null hypothesis expected
us to find and what we actually did find. That is, we calculate the “observed minus expected” difference score, E-O (Expected
minus Observed) for each category. In this scenario, the categories are the car suits. This is illustrated in the following table (Table 

).

Table - Contingency Table of Cards Pretended to Select

 Clubs ♣ Diamonds ♢ Hearts ♡ Spades ♠

Observed Frequency (O) 35 51 64 50

Expected Frequency (E) 50 50 50 50

Difference Score (O Minus
E) 15 -1 -14 0

It’s clear that people chose more hearts and fewer clubs than the null hypothesis predicted. However, a moment’s thought suggests
that these raw differences aren’t quite what we’re looking for. Intuitively, it feels like it’s just as bad when the null hypothesis
predicts too few observations (which is what happened with hearts) as it is when it predicts too many (which is what happened with
clubs). So it’s a bit weird that we have a negative number for clubs and a positive number for hearts. One easy way to fix this is to
square everything, so that we now calculate the squared differences, (E −O ) . Let's see what that looks like in Table .

S

1 2 3 4 D H S

P = (0.25, 0.25, 0.25, 0.25)

P ≠ (0.25, 0.25, 0.25, 0.25)

H 

E = N ×P
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Table -Contingency Table with Differences Squared

 Clubs ♣ Diamonds ♢ Hearts ♡ Spades ♠

Observed Frequency (O) 35 51 64 50

Expected Frequency (E) 50 50 50 50

Difference Score (O Minus
E) 15 -1 -14 0

Difference Score Squared

Now we’re making progress. What we’ve got now is a collection of numbers that are big whenever the null hypothesis makes a bad
prediction (clubs and hearts), but are small whenever it makes a good one (diamonds and spades). Next, for some technical reasons
that I’ll explain in a moment, let’s also divide all these numbers by the expected frequency E , so we’re actually calculating:

Since E=50 for all categories in our example, it’s not a very interesting calculation, but let’s do it anyway. The results are shown in
another table (Table )!

Table - Contingency Table with Observed, Expected, Difference, Difference Squared, and Divided by Expected

 Clubs ♣ Diamonds ♢ Hearts ♡ Spades ♠

Observed Frequency (O) 35 51 64 50

Expected Frequency (E) 50 50 50 50

Difference Score (O Minus
E) 15 -1 -14 0

Difference Score Squared

Diff  divided by Expected

In effect, what we’ve got here are four different “error” scores, each one telling us how big a “mistake” the null hypothesis made
when we tried to use it to predict our observed frequencies. So, in order to convert this into a useful test statistic, one thing we
could do is just add these numbers up. The result is called the Goodness of Fit statistic, conventionally referred to either as  r
GOF. What's cool about this is that it's easy to calculate if each of the Expected is a different amount of suits, too.

Intuitively, it’s clear that if  s small, then the observed data are very close to what the null hypothesis predicted expected values,
so we’re going to need a large  tatistic in order to reject the null. As we’ve seen from our calculations, in our cards data set
we’ve got a value of =8.44 . So now the question becomes, is this a big enough value to
reject the null? The simple answer is that we compare our calculated =8.44 to a critical values in the Critical Values of Chi-
Square Table. The longer answer is below.

The Sampling Distribution of the Goodness of Fit Statistic (advanced) 

To determine whether or not a particular value of X  is large enough to justify rejecting the null hypothesis, we’re going to need to
figure out what the sampling distribution for  would be if the null hypothesis were true. So that’s what I’m going to do in this
section. I’ll show you in a fair amount of detail how this sampling distribution is constructed, and then – in the next section – use it
to build up a hypothesis test. If you want to cut to the chase and are willing to take it on faith that the sampling distribution is a chi-
squared (  ) distribution with k−1 degrees of freedom, you can skip the rest of this section. However, if you want to understand
why the goodness of fit test works the way it does, read on…

Okay, let’s suppose that the null hypothesis is actually true. If so, then the true probability that an observation falls in the i-th
category is P  – after all, that’s pretty much the definition of our null hypothesis. Let’s think about what this actually means. If you
think about it, this is kind of like saying that “nature” makes the decision about whether or not the observation ends up in category
by flipping a weighted coin (i.e., one where the probability of getting a head is P). And therefore, we can think of our observed
frequency O by imagining that nature flipped N of these coins (one for each observation in the data set)… and exactly O  of them
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came up heads. Obviously, this is a pretty weird way to think about the experiment but makes sense if you remember anything
about the binomial distribution. Now, if you remember from our discussion of the central limit theorem, the binomial distribution
starts to look pretty much identical to the normal distribution, especially when N is large and when the probability isn’t too close to
0 or 1. In other words as long as N×P is large enough – or, to put it another way, when the expected frequency is large enough – the

theoretical distribution of O is approximately normal. Better yet, if O is normally distributed, then so is … since E is a

fixed value, subtracting off E and dividing by  changes the mean and standard deviation of the normal distribution; but that’s
all it does.

Okay, so now let’s have a look at what our Goodness of Fit statistic actually is. What we’re doing is taking a bunch of things that
are normally-distributed, squaring them, and adding them up. Wait. We’ve seen that before too!

When you take a bunch of things that have a standard normal distribution (i.e., mean 0 and standard deviation 1), square them, then
add them up, then the resulting quantity has a Chi-Square distribution. So now we know that the null hypothesis predicts that the
sampling distribution of the Goodness of Fit statistic is a Chi-Square distribution. Cool. There’s one last detail to talk about, namely
the degrees of freedom. What we’re supposed to be looking at is the number of genuinely independent things that are getting added
together. And, as I’ll go on to talk about in the next section, even though there’s k things that we’re adding, only k−1 of them are
truly independent; and so the degrees of freedom is actually only k−1. If you continue learning about statistics, it will be
explained.If you're interested, the next section describes why. However, it's fine to calculate the statistics, even to interpret them,
without fully understanding all of these concepts.

Degrees of Freedom 

Looking Figure  you can see that if we change the degrees of freedom, then the Chi-Square distribution changes shape
quite substantially.

Figure - Chi-Square Distributions with Different df's(CC-BY-SA- Danielle Navarro from Learning Statistics with R).
But what exactly is it? It’s the number of “normally distributed variables” that are being squared and added together. But, for most
people, that’s kind of abstract, and not entirely helpful. What we really need to do is try to understand degrees of freedom in terms
of our data. So here goes.

The basic idea behind degrees of freedom is quite simple: you calculate it by counting up the number of distinct “quantities” that
are used to describe your data; and then subtracting off all of the “constraints” that those data must satisfy. This is a bit vague, so
let’s use our cards data as a concrete example. We describe out data using four numbers, corresponding to the observed frequencies
of the four different categories (hearts, clubs, diamonds, spades). These four numbers are the random outcomes of our experiment.
But, my experiment actually has a fixed constraint built into it: the sample size. That is, if we know how many people chose hearts,
how many chose diamonds and how many chose clubs; then we’d be able to figure out exactly how many chose spades. In other
words, although our data are described using four numbers, they only actually correspond to 4−1=3 degrees of freedom. A slightly
different way of thinking about it is to notice that there are four probabilities that we’re interested in (again, corresponding to the
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four different categories), but these probabilities must sum to one, which imposes a constraint. Therefore, the degrees of freedom is
4−1=3. Regardless of whether you want to think about it in terms of the observed frequencies or in terms of the probabilities, the
answer is the same.

Testing the Null Hypothesis 

The final step in the process of constructing our hypothesis test is to figure out what the rejection region is. That is, what values of 
 would lead is to reject the null hypothesis. As we saw earlier, large values of X  imply that the null hypothesis has done a poor

job of predicting the data from our experiment, whereas small values of X  imply that it’s actually done pretty well. Therefore, a
pretty sensible strategy would be to say there is some critical value, such that if  is bigger than the critical value we reject the
null; but if  is smaller than this value we retain the null. In other words, to use the same language that we've been using! The chi-
squared goodness of fit test is always a one-sided test. Right, so all we have to do is figure out what this critical value is. And it’s
pretty straightforward. If we want our test to have significance level of α=.05 (that is, we are willing to tolerate a Type I error rate
of 5%), then we have to choose our critical value so that there is only a 5% chance that  could get to be that big if the null
hypothesis is true. That is to say, we want the 95th percentile of the sampling distribution. This is illustrated inFigure .

Figure - Illustration of how the hypothesis testing works for the chi-square goodness of fit test (CC-BY-SA- Danielle
Navarro from Learning Statistics with R).

So if our  statistic is bigger than 7.81 or so (7.815 from our Critical Values of Chi-Square Table, then we can reject the null
hypothesis. Since we actually calculated that before (i.e.,  = 8.44) we can reject the null. So, in this case we would reject the null
hypothesis, since p<.05. And that’s it, basically. You now know “Pearson’s  test for the goodness of fit”. Lucky you.

What do you think that the statistical sentence would look like for this scenario?

Solution

The statistical sentence would be 

Summary 
That is a lot of detailed information. If you like to know the "why" behind things, I hope that helped! If you just want the nuts and
bolts of how to calculate and then interpret a Chi-Square, I hope that you skimmed this prior section. You will learn how to use the
full formula next, and practice calculating and interpreting what it means!

This page titled 16.2.2: Interpretation of the Chi-Square Goodness-of-Fit Test is shared under a CC BY-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.

Current page by Michelle Oja is licensed CC BY-SA 4.0.
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12.1: The χ2 Goodness-of-fit Test by Danielle Navarro is licensed CC BY-SA 4.0. Original source: https://bookdown.org/ekothe/navarro26/.
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16.3: Goodness of Fit χ² Formula
The calculations for our test statistic in  tests combine our information from our observed frequencies ( ) and our expected
frequencies ( ) for each level of our qualitative variable. For each cell (category) we find the difference between the observed and
expected values, square them, and divide by the expected values. We then sum this value across cells for our test statistic. This is
shown in the formula:

This formula is telling us to find the difference, square it, then divide by the Expected value for that category, and then add together
that number for each categor.

Huh? Let's continue to use our pet preference data, shown in Table  to see what that means. We'll first use the table to do all
of the calculations described in the formula, then use the formula alone.

Table - Pet Preference Observations & Expectations

Cat Dog Other Total

Observed Frequencies 14 17 5 36

Expected Frequencies 12 12 12 36

Difference Score (E Minus
O)     

Difference Score Squared     

Diff  divided by Expected     

Let's look at Table  a little closer first. The Total column is the sum of the frequencies in that row. In this case, the Total is
also our N because each person could only choose one type of pet. To determine the Expected frequencies, we used to Total, and
divided it by how many groups we have (k = 3, which are Cats, Dogs, Other):

Okay, now that know where the numbers come from so far, fill in the rest of the table.

Calculate the formula to complete Table .

Solution

Table - Pet Preference Observations & Expectations

Cat Dog Other Total

Observed Frequencies 14 17 5 36

Expected Frequencies 12 12 12 36

Difference Score (E
Minus O) -2 -5 7 0

Difference Score Squared
(Diff ) 4 25 49 78

Diff  divided by Expected 0.33 2.08 4.08 6.49

What would this look like with our Chi-Square formula?

χ2 O

E

= ( )χ2 ∑
Each

(E −O) 2

E
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For each category's calculation, the expected value in the numerator and the expected value in the denominator are the same value
whether we used the table or the formula. As you have noticed, the result is also the same whether you use the table to do the
calculations, or did it all with the formula. The table is explaining each step of the formula, but they are exactly the same process.
It's Statisticians Choice how you would like to calculate Chi-Square (table of formula).

Let’s now take a look at an example from start to finish.

This page titled 16.3: Goodness of Fit χ² Formula is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

14.3: χ² Statistic by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
14.1: Categories and Frequency Tables by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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16.4: Practice Goodness of Fit- Pineapple on Pizza
There is a very passionate and on-going debate on whether or not pineapple should go on pizza. Being the objective, rational data
analysts that we are, we will collect empirical data to see if we can settle this debate once and for all. We gather data from a group
of adults asking for a simple Like/Dislike answer.

Step 1: State the Hypotheses 
We start, as always, with our hypotheses. Chi-Square focuses on patterns of relationship, so that's what the hypotheses in words
should talk about. Let's go through research hypothesis to see how this all works out.

What is the research hypothesis in words for this scenario? Make sure to list which group you think will have a higher
frequency.

Solution

Research hypothesis in words: There will be a pattern of difference such that there will be more people who dislike
pineapple on their pizza than people who like pineapple on their pizza.

The hypotheses in symbols focus on probabilities, but because of how Chi-Square works, we can only say that the probabilities will
not be equal.

Reseach hypothesis in symbols: 

The probability of 0.50 (which means a 50% chance) was found by knowing that we only have two options: Like or Dislike. All

probabilities add up to 100% chance, so with only two options, we find  which means that the P (probability) is 0.50.

If this research hypothesis in symbols doesn't make sense, it might be easier to start with a null hypothesis in words and symbols,
then figure out how that works out for the research hypothesis.

What is the null hypothesis in words and symbols for this scenario?

Solution

Null hypothesis in words: There is no pattern of difference based on liking pineapple on pizza.
Null hypothesis in symbols: 

Let's move on to an easier step!

Step 2: Find the Critical Value 

Per usual, we will leave  at its typical level of 0.05. You can find the Critical Values of Chi-Square Table earlier in this chapter, or
look for the link in the Common Critical Values page at the end of this book.

What is the critical value for this scenario?

Answer

We have two options in our data (Like or Dislike), which will give us two categories (k=2). The Degrees of Freedom is
found through k-1, so we will have 1 df (k-1=2-1=1). From our  table of critical values, we find a critical value of 3.841
for our  of p=0.05.

See, that was easy! How, the slightly-less-easy-but-not-that-hard step of calculating the Chi-Square test statistic.
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Step 3: Calculate the Test Statistic 

The results of the data collection are presented in Table .

Table : Results of Data collection

Like Dislike Total

Observed 19 26 19+26=45

First, let's find the Expected values, then we'll fill have what we need to complete the full calculation.

With two categories and 45 scores, what is the Expected frequency?

Solution

We can use the Observed and the Expected frequencies to calculate our  statistic either through a table or individually in the
equation:

The first example will use the table.

Complete the calculations labeled to fill in Table .

Table - Table to Complete Chi-Square Formula

Like Dislike Total

Observed 19 26 45.00

Expected 22.50 22.50 22.50+22.50=45.00

Difference Score (E Minus O)    

Difference Score Squared    

Diff  divided by Expected    

Solution

Table - Table to Complete Chi-Square Formula

Like Dislike Total

Observed 19 26 45.00

Expected 22.50 22.50 45.00

Difference Score (O Minus E) 22.50-19=3.50 22.50-26=-3.50 N/A

Difference Score Squared N/A

Diff  divided by Expected 0.54+0.54=1.08

You might have noticed that there are still two empty cells. You can add up the Difference Scores (they equal zero in this
example) and the squared Difference Scores (they equal 24.50), but we don't use them for the  formula, so you can save
some time and not calculate them.
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Also, if you used a spreadsheet, the final sum of ; those darn rounding differences!

What would this look like in the Chi-Square formula?

Use the  formula with the Observed frequencies and Expected frequencies to calculate the test statistic for :

Solution

Using the table to calculate the  and using the formula resulted in the same result (because you are doing the same things
mathematically). It's your choice which option that you prefer. It seems easier to use the formula when there are so few categories
(k), but the table seems easier to use when there are more categories. The table is also easier to use if you're using a spreadsheet.

Now that we have the calculated , we can make the decision!

Step 4: Make the Decision 
Our observed test statistic had a value of 1.08 and our critical value was 3.84. What do we do if this is still true?

Slightly modified from earlier versions to fit the hypotheses, but the idea is the same:

(Critical  Calculated)  Reject null  There is a pattern of relationship. 

(Critical  Calculated)  Retain null  There is no pattern of relationship. 

Based on this note...

Do we retain or reject the null hypothesis?

Solution

Because our critical value is larger than our calculated value, we retain the null hypothesis.

The debate rages on.

What would our results look like in the statistical sentence?

Answer

(1)=1.08, p>.05

Write-Up 

How might we write this up? We can't quite fulfill the four requirements for reporting results because there are no means to
include. Instead, let's include the Observed frequencies.
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Diff 2

E

 Example 16.4.5

χ2 χ2

= ( )χ2 ∑
Each

(E −O) 2

E

= + = 0.54 +0.54 = 1.08χ2 (22.50 −19)2

22.50

(22.50 −26)2

22.50

χ2

χ2

 Note

< = = = p < .05

> = = = p > .05

 Example 16.4.6

 Exercise 16.4.2

χ2

https://libretexts.org/
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://stats.libretexts.org/@go/page/22174?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/02%3A_Mean_Differences/08%3A_One_Sample_t-test/8.04%3A_Reporting_Results#4Report


16.4.4 https://stats.libretexts.org/@go/page/22174

Report the results in a concluding paragraph that includes the four requirements (but use Observed frequencies instead of
descriptive statistics).

Solution

The research hypothesis was that there would be a pattern of difference such that more people would dislike pineapples on
pizza than like pineapples on pizza. This research hypothesis was not supported ( (1)=1.08, p>.05). There does not seem to
be a pattern of difference; of our 45 participants, 19 people like pineapple on pizza, and 26 people dislike pineapple on pizza.

That's it! If you want more practice, check out this blog post about the frequency of the different colors of M&Ms.

We now move on to the other kind of Chi-Square analysis, the Test of Independence.

This page titled 16.4: Practice Goodness of Fit- Pineapple on Pizza is shared under a CC BY-NC-SA 4.0 license and was authored, remixed,
and/or curated by Michelle Oja.

14.4: Pineapple on Pizza by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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16.5: Introduction to Test of Independence
The Goodness of Fit test is a useful tool for assessing a single categorical variable. However, what is more common is wanting to
know if two categorical variables are related to one another. This type of analysis is similar to a correlation, the only difference
being that we are working with qualitative data (nominal scale of measurement), which violates the assumptions of traditional
correlation analylses. Although we learned in the correlation chapter that there is a type of correlation (Phi correlation) when there
are two binary variables (two variables that each only have two options), the  test for independence comes in handy when the
variables have more than two categories or levels. The  test performed when there are two variables is known as the Test of
Independence. In this analysis, we are looking to see if the values of each qualitative variable (that is, the frequency of their levels)
is related to or independent of the values of the other qualitative variable.

As noted previously, our only description for qualitative data is frequency, so we will again present our observations in a
contingency table showing frequencies. When we have two categorical variables, each combination of levels from each categorical
variable are presented. This type of called a contingency table because it shows the frequency of each category in one variable,
contingent upon the specific level of the other variable.

How are contingency tables different from factorial design tables?

Solution

The difference is what's in the cells. In factorial design squares, the variables are crossed and the means for each cell (and the
margins) are what we're interested in. For contingency tables, what's in the cells is the actual frequencies (not means).

An example contingency table is shown in Table , which displays whether or not 168 college students watched college sports
growing up (Yes/No) and whether the students’ final choice of which college to attend was influenced by the college’s sports teams
(Yes – Primary, Yes – Somewhat, No):

Table : Contingency Table of College Sports and College Decision

College Sports Primary Affect Somewhat Affected Did Not Affect Decision Total

Watched 47 26 14  =  
87

Did Not Watch 21 23 37  =  
81

Total  = 68  = 49  = 51  = 168

Within our table, wherever our rows and columns cross, we have a cell. A cell contains the frequency of observing it’s
corresponding specific levels of each variable at the same time. The top left cell in Table  shows us that 47 people in our
study watched college sports as a child AND had college sports as their primary deciding factor in which college to attend.

Cells are numbered based on which row they are in (rows are numbered top to bottom) and which column they are in (columns are
numbered left to right). We always name the cell using R for Rows and C for Columns, with the row first and the column second. A
quick and easy way to remember the order is that R/C Cola exists but C/R Cola does not. Based on this convention, the top left cell
containing our 47 participants who watched college sports as a child and had sports as a primary criteria is cell 1,1 or R1,C1. Next
to it, which has 26 people who watched college sports as a child but had sports only somewhat affect their decision, cell is 1,2 or
R1,C2, and so on.

We only number the cells where our categories cross. We do not number our total cells, which have their own special name:
marginal values. Ooh, that sounds familiar! Marginal values are the total values for a single category of one variable, added up
across levels of the other variable. In Table , these marginal values have been italicized for ease of explanation, though this is
not normally the case. We can see that, in total, 87 of our participants (47+26+14) watched college sports growing up and 81
(21+23+37) did not. The total of these two marginal values is 168, the total number of people in our study. Likewise, 68 people
used sports as a primary criteria for deciding which college to attend, 50 considered it somewhat, and 50 did not use it as criteria at
all. The total of these marginal values is also 168, our total number of people. The marginal values for rows and columns will
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always both add up to the total number of participants, , in the study. If they do not, then a calculation error was made and you
must go back and check your work. Yay for calculation checks!

Expected Values of Contingency Tables 

Because these crossed contingency tables have more data, we don't usually start out with the Expected values in any row or column
like we included in the Goodness of Fit tables. However, the expected values for contingency tables are based on the same logic as
they were for frequency tables, but now we must incorporate information about how frequently each row and column was observed
(the marginal values) and how many people were in the sample overall ( ) to find what random chance would have made the
frequencies out to be. Specifically:

in which RT stands for Row Total and CT stands for Column Total. This allows for calculating an Expected frequency for each cell.
Using the data from Table , we can calculate the expected frequency for cell R1,C1, the college sport watchers who used
sports at their primary criteria, to be:

We can follow the same math to find all the expected values for all of Expected frequencies in each cell.

Use the Observed frequencies from Table  to find the Expected frequencies for each combination of the two qualitative
variables.

Solution

Table : Table of EXPECTED Frequences of College Sports and College Decision

College Sports Primary Affect Somewhat Affected Did Not Affect Decision Total

Watched  =  
87

Did Not Watch 32.79 23.63 24.59  =  
81

Total  =  
68

 = 49  = 51  =  
168

Notice that the marginal values still add up to the same totals as before. Crazy! This is because the expected frequencies are
just row and column averages simultaneously. Our total  will also add up to the same value.

These Observed and Expected frequencies can be used to calculate the same  statistic as we did for the Goodness of Fit test.
Before we can do that, though, we should look at the hypotheses and the critical value table.

This page titled 16.5: Introduction to Test of Independence is shared under a CC BY-NC-SA 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.

14.5: Contingency Tables for Two Variables by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
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16.6: Practice Chi-Square Test of Independence- College Sports
We will be using the frequencies of watching college sports and how much college sports teams affect the choice of college
attendance again, so here is the contingency table of the Observed frequencies and the table with the Expected frequencies that
have been presented before. They are being presented again so that you don't have to go back and forth to find all of the data.

Here's the contingency table with the Observed frequencies:

Table : Contingency Table of College Sports and College Decision

College Sports Primary Affect Somewhat Affected Did Not Affect Decision Total

Watched 47 26 14 87

Did Not Watch 21 23 37 81

Total 68 49 51 168

and the Expected frequencies:

Table : Table of EXPECTED Frequencies of College Sports and College Decision

College Sports Primary Affect Somewhat Affected Did Not Affect Decision Total

Watched 35.21 25.38 26.41 87

Did Not Watch 32.79 23.63 24.59 81

Total 68 49 51 168

Now we're ready to follow the same 4-step procedure that you've come to know.

Step 1: State the Hypotheses 

Chi-Square tests on patterns of relationship, and this doesn't change when we have more than one variable. The research hypothesis
does not need to specify how each cell relates to each other like in a factorial ANOVA because we generally don't do pairwise
comparisons for Chi-Square analyses. Instead, you can describe a general pattern of relationship between the two variables.

What is the research hypothesis in words for this scenario? Make sure to describe a general pattern.

Solution

Research hypothesis in words: There will be a pattern of difference such that there will be more people whose college
decision was affected by college sports AND who watched college sports.

Remember, the hypotheses in symbols we can only say that the probabilities will not be equal. To determine that, let's figure out
what the probability would be if all of the cells were equal. To find that out, we would divide a probability of 100% by the number
of cells. There are six cells (Affected Decision=3; Watched=2; ).

So the probability that any random participant will fall into a specific cell is 0.167 for each cell.

What is the research hypothesis in symbols for this scenario?

Solution

Research hypothesis in symbols: .
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If this research hypothesis in symbols doesn't make sense, it might be easier to start with a null hypothesis in words and symbols,
then figure out how that works out for the research hypothesis. But honestly, it's not a huge deal if you don't get the probability part
of the hypotheses. The important point is that you are testing the null hypothesis that all frequencies will be similar (no pattern of
relationship), but that you actually expect a particular pattern (research hypothesis).

What is the null hypothesis in words and symbols for this scenario?

Solution

Null hypothesis in words: There is no pattern of difference in watching college sports affect college decisions.
Null hypothesis in symbols: .

Before we move on to an easier step, let's stop and remind ourselves that, just like correlations, Chi-Square tests cannot show that
watching sports caused people to choose their college differently. This scenario is set up to make you think that the IV is watching
college sports and the DV is the person's choice of college, but a Chi-Square can't test whether one thing causes another; these
statistical analyses can only show if there's a pattern of relationship or not. The design of the experiment (how we collect the data
to rule out alternative causes) is how we can show that one variable causes changes in another. This scenario is basically asking the
participants if they think that college sports affected their choice of college. It's a small distinction, but an important one.

Step 2: Find the Critical Value 

Okay, moving on from the "correlation doesn't equal causation" rant applied to Chi-Square!

Our critical value will come from the same table that we used for the Goodness of Fit Chi-Square test, but our degrees of freedom
will change. Because we now have rows and columns (instead of just columns) our new Degrees of Freedom use information on
both. This is described at the bottom of the Critical Value of Chi-Square Table page, and looks like this:

 Test of Independence: 
R is the number of rows
C is the number of columns

What this means is that the number of rows minus one is multiplied by the number of columns minus one. In our example:

What is the critical value for this scenario from the p = 0.05 column?

Answer

With our df = 2 ( ), the critical value is 5.991.

Step 3: Calculate the Test Statistic 

You probably won't believe it, but you finally have caught a break in learning formulas. The formula for Chi-Square's Goodness of
Fit test is the same formula for the Chi-Square Test of Independence!

If you find a way to combine Table  and Table  with the Differences, Differences Squared and divided by the Expected
frequences into one table, then you are a data visualization wizard! For now, we'll create a new table for each step of the formula.

 Example 16.6.3

= 0.167PEachCell

χ2
ToI (R−1) ×(C −1)

df = (2 −1)(3 −1) = 1 ×2 = 2

 Exercise 16.6.1

df = (2 −1) ∗ (3 −1) = 1 ×2 = 2

= ( )χ2 ∑
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Use the previous two tables (Table  and Table  ) to create a table of differences by subtracting the Observed
frequencies from the Expected frequencies for each cell.

Solution

Here is a table of differences:

Table : Table of Difference of Observed & Expected Frequencies of College Sports and College Decision

College Sports Primary Affect Somewhat Affected Did Not Affect Decision Total

Watched 35.21-47=-11.79 25.38-26=-0.62 (or -0.63) 26.41-14=12.47 0

Did Not Watch 32.79-21=11.79 23.63-23=0.63 24.59-37=-12.41 0

Total 0 0 (or 0.01) 0 0 (or 0.01)

Notice that the row and column Totals are zero (or nearly so, depending on rounding). This is another good calculation check!

So far, we've accomplished the part in the parentheses of the formula:

What is the next step in this formula?

Square the difference scores in each cell of Table .

Solution

Table : Table of Squared Differences of Observed & Expected Frequencies of College Sports and College Decision

College Sports Primary Affect Somewhat Affected Did Not Affect Decision

Watched 139.00 0.38 154.01

Did Not Watch 139.00 0.40 154.01

The row and column for the Total was removed because those sums aren't used for anything. You can calculate them for
completeness, but it won't help you finish the formula. Unless it helps you not get lost!

Now we've finished the numerator of the formula:

What is the next step?

Using the squared differences in Table :, complete the formula by dividing each cell by it's own Expected frequency
(found in Table ). Then, add up all of the Total rows and columns to get the calculated .

Solution

Table : Table of Squared Difference of Observed & Expected Frequencies of College Sports and College Decision Divided by
Expected Frequencies

College Sports Primary Affect Somewhat Affected Did Not Affect Decision Total

 Example 16.6.4

16.6.1 16.6.2

16.6.3
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E
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Watched

Did Not Watch

Total

The Total for summing the Totals for the columns is the same as the sum of the Totals for the rows, so we did it correctly!

Okay, let's see if, for the Test of Independence, doing your calculations in the formula might be easier.

Use the Chi-Square formula to calculate the  statistic

Solution

Using the information in Table  and Table , we find:

What do you think? Was it easier to do the calculations in five different tables, or do it all in one formula? There's no right answer
for this, it really is what's easier for you.

But now, we're ready to make a decision!

Step 4: Make the Decision 

What is the final decision?

Should the null hypothesis be retained or rejected?

Answer

Our calculated =20.31, and the critical  was 5.991, so we would reject the null hypothesis. Our calculated value is so
extreme that we would expect it less than 5% of the time if there really was no pattern of relationship between the two
qualitative variables.

So what would the statistical sentence look like?

What would our results look like in the statistical sentence?

Answer

(2)=20.31, p<.05

= 3.95
139

35.21
= 0.01

0.38

25.38
= 5.83

154.01

26.41
= 9.79∑Row

= 4.24
139

32.79
= 0.02

0.40

23.63
= 6.26

154.01

24.59
= 10.52∑Row

= 8.19∑Column = 0.03∑Column = 12.09∑Column

= 20.31∑Column

= 20.31∑Row
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Let's use all that we've done to let people know what we found in...

The Write-Up 

Can you write this up with the four requirements for reporting results but without descriptive statistics? You can include all of the
Observed frequencies, but that gets clunky. A good way around that is to refer to the original table of Observed frequencies.

Report the results in a concluding paragraph that includes the four requirements.

Solution

The research hypothesis was that there will be a pattern of difference such that there will be more people whose college
decision was affected by college sports AND who watched college sports A pattern of difference was found ( (2)=20.31,
p<.05). As can be seen in Table , this research hypothesis was not supported. People who watched college sports seem to
believe that they used that to choose their college, and people who didn't watch college sports seem to believe that they did not
use college sports to make their decision about which college to choose.

Did you notice all of the "seems like" and "they believe" in that concluding paragraph? Yeah, that's how scientists write. Because
science is cumulative, each of one us adds one piece of evidence to a pile that supports one idea. In this case, the idea was that
people thought that their choice of college was affected by whether they watched college sports or not. In the Goodness of Fit
example, the idea that was supported was that there are about the same amount of people who like and dislike pineapples on pizza.
But one study is never conclusive. Instead, many, many scientists conduct many, many studies. Some of them show reality, but
some of them (p<.05) find results from their sample that do not match the reality in the population. It can be hard for non-scientists
because they might just see us being wishy-washy about our results when we are really following the guidelines of the null
hypothesis significance testing procedure.

Let's try one more example so that we've got this Chi-Square thing down.

This page titled 16.6: Practice Chi-Square Test of Independence- College Sports is shared under a CC BY-NC-SA 4.0 license and was authored,
remixed, and/or curated by Michelle Oja.

14.7: College Sports by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
14.5: Contingency Tables for Two Variables by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
14.4: Pineapple on Pizza by Foster et al. is licensed CC BY-NC-SA 4.0. Original source: https://irl.umsl.edu/oer/4.
11.1: Chi-Square Tests for Independence by Anonymous is licensed CC BY-NC-SA 3.0. Original source:
https://2012books.lardbucket.org/books/beginning-statistics.
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16.6.1: Practice- Fast Food Meals
This example again uses data from fast food restaurants from OpenIntro.org. We will be looking at all of the non-chicken meals this
time, and frequencies of sandwich type with the two categories being hamburgers (hamburgers, cheeseburgers, and sliders) or
sandwich (sandwiches, wraps, or rolls) by whether they are considered a kids/juniors meal or for adults Table  shows a
contingency table with the Observed frequencies:

Table : Table of Frequencies of Sandwich Type and Meal Type

Number of Meals Adult Meal Kids Meal Total

Hamburger 74 6 80

Sandwich 98 5 103

Total 172 11 183
183

We’re cutting it close to violating the assumptions of this type of analysis with only five meals for kids that are sandwiches, but we
have the minimum that is required.

Step 1: State the Hypotheses 

We’ll start with the research hypothesis. Look at Table . In general, what kind of meal is more common (Adult or Kids) for
which sandwich type (hamburger or sandwich)? Use that to determine the research hypothesis.

What is the research hypothesis in words for this scenario? Make sure to describe a general pattern.

Solution

Research hypothesis in words: There will be a pattern of difference such that there will be more kids meals with
hamburgers than with sandwiches.

The research hypothesis in symbols is that the probabilities will not be equal to each other. To determine that, let's figure out what
the probability would be if all of the cells were equal. To find that out, we would divide a probability of 100% by the number of
cells. There are four cells (Sandwich Type = 2; Meal Type = 2; ).

So the probability that any random participant will fall into a specific cell is = 0.25 for each cell. This works out to be:

Research hypothesis in symbols: .

Sometimes it’s easier to start with a null hypothesis in words and symbols, then figure out how that works out for the research
hypothesis.

What is the null hypothesis in words and symbols for this scenario?

Answer
Null hypothesis in words: There is no pattern of difference by type of meals and type of sandwich.
Null hypothesis in symbols: (P_{EachCell} = 0.25\)

Step 2: Find the Critical Value 
Let’s find the critical value, the easiest step in our process!

16.6.1.1

16.6.1.1

=∑Row

=∑Row

=∑Column =∑Column

=∑Row

=∑Column

16.6.1.1

 Example 16.6.1.1

2 ×2 = 4

= 25.00
100

4

≠ 0.25PEachCell
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Using the Critical Value of Chi-Square Table page (or found in the Common Critical Value Tables page at the back of this
book), determine the critical value for this scenario from the p = 0.05 column.

Answer

To determine the critical value, we much first find the correct Degrees of Freedom. The formula (found on the bottom of
the page for the Critical Values of Chi-Square Table)

Degrees of Freedom (df) for  Test of Independence: 

Since each group has two levels, that’s: 

With our df=1, the critical value is 3.841.

Step 3: Calculate the Test Statistic 
We will again calculate the  statistics through the use of multiple tables, and then again by filling in the formula for each
category:

If you prefer one way to calculate over the other, feel free to skip the one that you don’t like!

Calculating with Tables 

We will start with the method using tables. To complete the  formula:

We first need to find the difference between the Expected frequency and the Observed frequency. In case you forgot, that’s
calculated by multiplying the row total by the column total, then dividing by the total N for each cell:

Find the Expected frequencies for the Observed frequencies in Table .

Solution

Table : Table of Expected Frequencies of Sandwich Type and Meal Type

Number of Meals Adult Meal Kids Meal Total

Hamburger 80

Sandwich 103

Total 172 11 183
183

Make sure to compute the row and column totals. They should be the same as the Totals in Table . If they are not, then you
made a computation mistake. It’s easier to fix it now than after the whole process when you figure out that your final answer isn’t
the same as everyone else’s.

Based on the formula, what would we do next?

 Exercise 16.6.1.2

χ2 (R−1) ×(C −1)

df = (2 −1) ×(2 −1) = 1 ×1 = 1
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Right, E-O, which means to subtract the Observed frequency from each cell from the Expected frequency from that same cell. If
you’re doing this all on your calculator, it might be easier to do the following step at the same time. Based on the formula, what
would we do after subtracting the Observed from the Expected frequencies?

So in the following table, you can do the subtraction and squaring in the same table.

Find the difference scores by subtracting the Observed frequencies from the Expected frequencies for each cell, then square
each of those difference scores.

Solution

Table : Table of Differences Squared

Number of Meals Adult Meal Kids Meal

Hamburger

Sandwich

How come all of the differences scores are the same?! Maybe that happens when one group has so few frequencies? Maybe
that happens when there’s so little difference between at least two of the cells? It’ll be interesting to see what that means for the
final calculation!

If you complete two separate tables, one for the subtraction and one for the squaring, the row and column Totals for the differences
(subtraction) would be zero. Dr. MO did separate tables on her own, and that’s what she found!

Looking at the formula, we’ve now completed all of the calculations for the numerator. Can you see what the next step is?

Complete the formula by dividing each cell by its own Expected frequency, then, add up all of the Total rows and columns to
get the calculated .

Solution

Table : Final Table Calculating Chi-Square

Number of Meals Adult Meal Kids Meal Total

Hamburger 80

Sandwich 103

Total 172 11 183
183

The Total for summing the Totals for the columns is the same as the sum of the Totals for the rows, so we did it correctly!

Ooh, that looks small. Let’s see if we use the formula for the calculations gets the same answer.

Calculating with the Formula 

= ( )χ2 ∑
Each

(E−O) 2

E

 Example 16.6.1.3

16.6.1.3

75.19–74 = = 1.421.192 4.81–6 = − = 1.421.192
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Use the Chi-Square formula to calculate the  statistic.

Solution

Using the information in Table  and Table , we find:

The good news is that both methods of calculation got us the same answer! Now, we're ready to make a decision about the null
hypothesis.

Step 4: Make the Decision 
What do you think when this is still true:

(Critical  Calculated)  Reject null  There is a pattern of relationship. 

(Critical  Calculated)  Retain null  There is no pattern of relationship. 

Should the null hypothesis be retained or rejected? What should the statistical sentence look like?

Answer

Our calculated =0.56 is much smaller than the critical  of 3.841, so we would retain the null hypothesis. This leads to
the statistical sentence of (1)=0.56, p>.05.

We have all we need to write-up a conclusion now.

The Write-Up 

Report the results in a concluding paragraph with the four requirements for reporting results but refer to Table : for the
Observed frequencies since we don’t have descriptive statistics.

Solution

The research hypothesis was that there will be a pattern of difference such that there will be more kids meals with hamburgers
than with sandwiches. This was not supported; there is no statistically significant pattern of difference ( (1)=0.56, p>.05). As
can be seen in Table , although there were more kids meals with hamburgers than sandwiches, there was about the
same amount of kids meals with hamburgers as there were with sandwiches.

And that’s it! That’s Pearson’s Chi-Square Test of Independence! Not so scary, right? One last type of Chi-Square, and then we’ll
talk about choosing the appropriate statistical test again.
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16.7: RM Chi-Square- The McNemar Test
Suppose you’ve been hired to work for the Generic Political Party (GPP), and part of your job is to find out how effective the GPP
political advertisements are. So, what you do, is you put together a sample of N=100 people, and ask them to watch the GPP ads.
Before they see anything, you ask them if they intend to vote for the GPP; and then after showing the ads, you ask them again, to
see if anyone has changed their minds. Obviously, if you’re any good at your job, you’d also do a whole lot of other things too, but
let’s consider just this one simple experiment. One way to describe your data is via the following contingency table:

Table - Voting and Advertisement Counts

Voting and Ads Before After Total

Yes Vote 30 10 40

No Vote 70 90 160

Total 100 100 200

At first pass, you might think that this situation lends itself to the Pearson  Test of Independence. However, a little bit of thought
reveals that we’ve got a problem: we have 100 participants, but 200 observations. This is because each person has provided us with
an answer in both the before column and the after column. What this means is that the 200 observations aren’t independent of each
other: if voter A says “yes” the first time and voter B says “no” the first time, then you’d expect that voter A is more likely to say
“yes” the second time than voter B. The consequence of this is that the usual  test won’t give trustworthy answers due to the
violation of the independence assumption (found in the section on Assumptions of Chi-Square tests). Now, if this were a really
uncommon situation, I wouldn’t be bothering to waste your time talking about it. But it’s not uncommon at all: this is a standard
repeated measures design, and none of the tests we’ve considered so far can handle it. (You might immediately think about the Phi
correlation, Dr. MO certainly did! But according to MathCracker. com, Phi is a  but with an extra step, so it would have the same
assumptions as all Chi-Square analyses- no dependent data).

Eek.

The solution to the problem was published by McNemar (1947). The trick is to start by tabulating your data in a slightly different
way:

Table - Rearranged Voting and Advertisement Counts

 Before: Yes Before: No Total

After: Yes 5 5 10

After: No 25 65 90

Total 30 70 100

This is exactly the same data, but it’s been rewritten so that each of our 100 participants appears in only one cell. Because we’ve
written our data this way, the independence assumption is now satisfied, and this is a contingency table that we can use to construct
an  Goodness of Fit statistic. However, as we’ll see, we need to do it in a slightly nonstandard way. To see what’s going on, it
helps to label the entries in our table a little differently:

Table - Cells Labeled

 Before: Yes Before: No Total

After: Yes a b a+b

After: No c d c+d

Total a+c b+d n

Next, let’s think about what our null hypothesis is: it’s that the “before” test and the “after” test have the same proportion of people
saying “Yes, I will vote for GPP”. Because of the way that we have rewritten the data, it means that we’re now testing the
hypothesis that the row totals and column totals come from the same distribution. Thus, the null hypothesis in McNemar’s test is
that we have “marginal homogeneity,” meaning that the row totals and column totals have the same distribution: P +P =P +P , and

16.7.1

χ
2

χ
2

χ
2

16.7.2

χ
2

16.7.3

a b a c

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/22178?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/03%3A_Relationships/16%3A_Chi-Square/16.07%3A_RM_Chi-Square-_The_McNemar_Test
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/03%3A_Relationships/16%3A_Chi-Square/16.01%3A_Introduction_to_Chi-Square/16.1.01%3A_Assumptions_of_the_Test(s)
https://mathcracker.com/phi-coefficient-calculator


16.7.2 https://stats.libretexts.org/@go/page/22178

similarly that P +P =P +P . Notice that this means that the null hypothesis actually simplifies to P =P . In other words, as far as the
McNemar test is concerned, it’s only the off-diagonal entries in this table (i.e., b and c) that matter! After noticing this, the
McNemar test of marginal homogeneity is not that different to a usual  test.

Since the calculation is so similar to  we won't be going over it. If we ran a McNemar’s test to determine if people were just as
likely to vote GPP after the ads as they were before hand, we would find statistically significant difference ( (1)=12.04,p<.001),
suggesting that the groups were not just as likely to vote GPP after the as as before. But look closely before you recommend
dumping money into the advertising budget! It looks like the ads had a negative effect: people were less likely to vote GPP after
seeing the ads. (Which makes a lot of sense when you consider the quality of a typical political advertisement.)

As always, if you are doing statistics for graduate school or your job, you'll have software that will do all of this for you. For now,
you are learning the formulas for two reasons:

1. The formulas show you what is happening (mathematically) so that you understand the results better.
2. Being able to work through a formula helps with your logic, reasoning, and critical thinking skills.

Speaking of critical thinking, let's get to the final section of this chapter: Choosing the Correct Statistical Analysis!

Reference 
McNemar, Q. (1947) Note on the sampling error of the difference between correlated proportions or percentages. Psychometrika,
12, 153-157.

This page titled 16.7: RM Chi-Square- The McNemar Test is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.

12.8: The McNemar Test by Danielle Navarro is licensed CC BY-SA 4.0. Original source: https://bookdown.org/ekothe/navarro26/.
Current page by Michelle Oja is licensed CC BY-SA 4.0.
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16.8: Choosing the Correct Test- Chi-Square Edition
We've discussed which test to choose previously (after learning about t-tests, and again after learning about ANOVAs), and we will
again soon! This section is just to help decide which Chi-Square analysis to use when you only have qualitative variables.

Which Chi-Square? 
You have seen the  test statistic used in two different circumstances. The bulleted list is a summary that will help you decide
which  test is the appropriate one to use.

Goodness-of-Fit: Use the goodness-of-fit test to decide whether a population with an unknown distribution "fits" a known
distribution. In this case there will be a single qualitative survey question or a single outcome of an experiment from a single
population. Goodness-of-Fit is typically used to see if the population is uniform (all outcomes occur with equal frequency), the
population is normal, or the population is the same as another population with a known distribution. In short:

Use the  Goodness of Fit when you only have one qualitative variable, and when
You are testing if the pattern of frequencies is about equal in all of the categories.

Independence: Use the test for independence to decide whether two qualitative variables (factors) are independent or
dependent. In this case there will be two qualitative survey questions or experiments and a contingency table will be
constructed. The goal is to see if the two variables are unrelated (independent) or related (dependent). In short:

Use the  Test of Independence when you only have two or more qualitative variables, and when
You are testing if the pattern of frequencies is about equal in all of the combined categories.

In sum, the Goodness of Fit test is typically used to determine if data fits a particular distribution while the Test of Independence
makes use of a contingency table to determine the independence of two factors.

Practice 

Which test do you use to decide whether an observed distribution of frequencies of a qualitative variable is the same as an
expected distribution?

Answer

Goodness of Fit test

Which test would you use to decide whether two qualitative factors factors have a pattern of relationship?

Answer

Test of Independence

On to some practice problems, then a wrap-up of everything that you've learned! You should be so impressed with yourself. I know
that I am!

This page titled 16.8: Choosing the Correct Test- Chi-Square Edition is shared under a CC BY 4.0 license and was authored, remixed, and/or
curated by Michelle Oja.

11.6: Comparison of the Chi-Square Tests by OpenStax is licensed CC BY 4.0. Original source:
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17.1: Introduction to Wrapping Up
You’ve learned the what, how, and why of introductory behavioral statistics! You’ve done so great to get so far! Before you move
on to your next class, there are a couple things that we’ll reinforce in this chapter.

The first thing that we’ll reinforce is how to decide which statistical test to run. Then, you can practice interpreting reported results
just like you would see a research article. We’ll end by circling back to why you took this class in the first place.

This page titled 17.1: Introduction to Wrapping Up is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
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17.2: Choosing the Test
You might remember that we already talked about which statistical test to run at the end of the chapters on ANOVA. In that section,
Dr. MO said that there are three things about your variables that determined which statistical analysis is most appropriate; these
were:

The type of DV (qualitative or quantitative or ranked/ordinal)
The number of groups
Whether the groups are independent or dependent or the population

In an Example, you described what types of variables (based on these three descriptions) fit all of the analyses that we had covered
at that point:

One-Sample t-test
DV: Compares means, so quantitative
Number of Groups: Compares a sample to the population
Type of Group: The population

Two-sample independent t-test
DV: Compares means, so quantitative
Number of Groups: Compares two samples
Type of Group: Independent (unrelated)

Two-sample dependent t-test
DV: Compares means, so quantitative
Number of Groups: Compares two samples
Type of Group: Dependent (related)

Between Groups ANOVA
DV: Compares means, so quantitative
Number of Groups: Compares two or more levels of an IV
Type of Group: Independent (unrelated)

Repeated Measures ANOVA (also called Within Groups ANOVA)
DV: Compares means, so quantitative
Number of Groups: Compares two or more levels of an IV
Type of Group: Dependent (related)

Mann-Whitney U
DV: Ranked data, or we assume that the distribution is NOT normally distributed.
Number of Groups: Compares two groups
Type of Group: Independent (unrelated)

Wilcoxon Match-Pair Signed-Rank test
DV: Ranked data, or we assume that the distribution is NOT normally distributed.
Number of Groups: Compares two groups
Type of Group: Dependent (related)

Kruskal-Wallis One-Way ANOVA

DV: Ranked data, or we assume that the distribution is NOT normally distributed.
Number of Groups: Compares two or more groups
Type of Group: Independent (unrelated)

Friedman’s test
DV: Ranked data, or we assume that the distribution is NOT normally distributed.
Number of Groups: Compares two or more groups
Type of Group: Dependent (related)
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But since then, we’ve also learned about correlations, regression, and Chi-Squares. What we learned about regression is mostly
focused on extending what we learned about correlations, so we won’t look at them again right now. However, regression is one of
the most powerful predictive tools that statisticians have, so you will learn a LOT more about this type of analysis if you take more
advanced statistic courses. For now, let’s look at describe the three characteristics for each of the correlations and Chi-Square
analyses that we have learned about.

Identify the three criteria (type of DV, number of groups, and type of group) for the following analyses:

Pearson’s Correlation
Spearman’s Rank Correlation
Phi Correlation
Chi-Square Goodness of Fit
Chi-Square Test of Independence
McNemar Test

Solution

Pearson’s Correlation
DV: Two quantitative variables (not two levels of one IV, they are two entirely different variables).
Number of Groups: Compares two groups
Type of Group: We are testing to see if they are linearly related.

Spearman’s Rank Correlation
DV: Two ranked (ordinal) variables.
Number of Groups: Compares two groups
Type of Group: We are testing to see if they are related.

Phi Correlation

DV: Two binary variables.
Number of Groups: Compares two groups
Type of Group: We are testing to see if they are related.

Chi-Square Goodness of Fit
DV: One qualitative variable with two or more levels
Number of Groups: Compares two or more groups or categories
Type of Group: Independent

Chi-Square Test of Independence
DV: Two qualitative variables (not two levels of one IV, they are two entirely different variables).
Number of Groups: Compares two groups, each with two or more levels or categories.
Type of Group: Independent

McNemar Test

DV: Two qualitative variables (not two levels of one IV, they are two entirely different variables).
Number of Groups: Compares two groups, each with two or more levels or categories.
Type of Group: Dependent

Another way to think about choosing the most appropriate test is through a flow chart or decision tree. A flow chart or decision tree
could cover the three basic questions about the variables, and branch out depending on the answer.

You might consider drawing a flow chart yourself with only the statistical tests that your professor has focused on.

For now, you can check out this PDF of a � Decision Tree Handout created by Dr. MO to see what this flow chart might look like
with most of the analyses that we’ve covered so far. Here is the link to the interactive website to help you practice when to use

 Example 17.2.1

 Note
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which kind of statistical analysis that was provided in that previous ANOVA chapter. To start, click on the kinds of analyses that
you want to be tested on, then hit Submit.

You might think that you don’t need to learn about these things because statistical software will know which analysis to run. This is
both true and not true. Sometimes, the software won’t let you run the analysis with the wrong type of variables. For example, if you
try to have SPSS run a Chi-Square with quantitative variables, it will say that it can’t. But, if you try to run a Chi-Square with
qualitative variables that are related, it will. But we know that one of the basic requirements of Chi-Square is that the groups must
be independent (meaning that the same people can’t be in both groups, the groups can’t be related). So, you can’t trust the software
to know what’s it’s doing. You have to be the one who knows what you’re doing!

What the software definitely won’t do is tell you what it means. Let’s turn to that idea next.

Next, let's finish the textbook by revisiting why you had to take this class. This will also be a great refresher on all that you've
learned!

This page titled 17.2: Choosing the Test is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by Michelle Oja.

https://libretexts.org/
https://creativecommons.org/licenses/by-sa/4.0/
https://stats.libretexts.org/@go/page/21983?pdf
https://stats.libretexts.org/Courses/Taft_College/PSYC_2200%3A_Elementary_Statistics_for_Behavioral_and_Social_Sciences_(Oja)/04%3A_Wrap_Up/17%3A_Wrap_Up/17.02%3A_Choosing_the_Test
https://creativecommons.org/licenses/by-sa/4.0
https://www.facebook.com/DoctorOja/


17.3.1 https://stats.libretexts.org/@go/page/21984

17.3: Why did you take this class?

Why did you take this class? 

Do you remember, way back, months and months ago, when you first read Chapter 1? There was a whole section about why this
course might be required for your major or helpful for you. In this section, we’ll review those ideas to see if you agree that you
learned the information and it might be important.

First reason that you are taking a statistics class: Understanding statistics will help make
you better in your future career.

Second reason that you are taking a statistics class: You will need to report evidence to
show that what you are doing helps your clients/patients/customers.

Do you think that you might be better at your career because you can understand any statistics that you come across related to your
field? In particular, you now can calculate, interpret, and report descriptive statistics and graphs, and statistically compare means or
find relationships. Let’s break that apart a little.

Descriptive statistics include measures of central tendency, measures of variability, and graphs.

What are the three typical measures of central tendency? What is the typical measure of variability?

Solution

The three typical measures of central tendency are the mean, median, and mode. The typical measure of variability is the
standard deviation, although the range can also be useful.

Do you remember how to calculate them? We won’t be testing on this because that’s what the first unit was all about, but you can
go back to some of the practice pages or exercises in the first unit to make sure that you understand the formulas. That would also
be a great way to show yourself how much you’ve learned! It will also support Dr. MO’s belief that you now understand statistics
and can report them.

Hopefully you can see that reporting the descriptive statistics of your clients/patients/customers can be useful in any career to take a
“temperature check” on how things are going now. The next step is to make some changes and use these statistical analyses to
compare group means, or find relationships between variables to decide what changes might meaningfully affect your outcome
variable (DV).

Understanding Statistics 

Now, here’s the clincher. If you were provided (or calculated) descriptive statistics for a topic in your (future) career field, do you
think that you could use them to understand the topic? Again, we won’t be testing on this, but hopefully you can see how useful it
is to understand what descriptive statistics are tell you.

The next part of understanding statistics is about statistically comparing means (t-tests or ANOVAs) or finding relationships
(correlations, regression, Chi-Square). Although we definitely won’t be seeing if you remember how to calculate all of those, let’s
see if you remember how to interpret them! We’ll start with t-tests.

For future managers: Manager often want to use surveys to understand the thoughts and behaviors of their clients. Although it
is cheaper to use online surveys because it saves on printer costs, does it provide as much data as in-person surveys? As a
future manager, you might want to know which type of survey provides the most responses. Using the surveys that your
agency has implemented in the last three years (three online surveys and three in-person surveys, all aiming for 100
respondents, you find that t(4)=6.78, p<.05, with the average number of responses for online surveys is 22 and the average
number of responses for the in-person surveys is 88. In the future, would you use online or in-person surveys? Why or why
not?

 Example 17.3.1

 Example 17.3.2
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Solution

In-person surveys should be the primary method of surveying clients because the average number of responses is statistically
significantly higher. .

That was an independent samples t-test.

What is the t-test with two samples, other than an independent samples t-test?

Answer

There are three kinds of t-tests:

One-sample (compares a sample to a population)
Independent samples (compares two independent samples)
Dependent samples (compares two dependent samples)

So the other kind of t-test with two samples is dependent samples t-test.

Let’s try interpreting the results of a dependent samples t-test.

For future therapists: Sleep deprivation is a serious issue that affects physical health, memory, and safety. Some non-
pharmaceutical solutions include meditation or exercises. Imagine that a therapist had 50 clients suffering from insomnia, so
the therapist had half of the clients try meditating for 10 minutes every day for two weeks, and then those same clients stopped
meditating and exercised for 30 minutes every day for two weeks. The other have of the clients started with the exercise
condition for two weeks, then stopped exercising and meditated for two more weeks. The time it took the to fall asleep was
measured at the end of each two week period for all clients so that we can see which method worked best. If t(49)=1.23, p>.05,
with it taking an average of 65 minutes for all clients to fall asleep after the meditation condition and about 58 minutes, on
average, for all clients to fall asleep after the exercise condition, which method to treat insomnia would you recommend, and
why?

Solution

This is sort of a trick question because there is no statistical difference between the two groups, so there is not enough
information to recommend either method.

The next set of examples will use the results for hypothetical ANOVAs.

For future health care workers: Medical professionals, like doctors and nurses, often admonish their patients to lose weight. If
you were a medical professional and read a study that compared weight loss for three groups (exercise, low-fat diet, both
exercise and low-fat diet) that found F(2,87) = 6.78, p<.05, with the average weight loss being:

Exercise: 3.6 pounds
Low-Fat Diet: 2.4 pounds
Exercise & Low-Fat Diet: 11.1 pounds,

What would you recommend to your patients as a good way to lose weight?

Solution

Ack, another trick question! We don’t have the pairwise comparisons to know which means are different from one another!
Although it might be tempting to say that the combination works best, we can’t know whether there’s a difference between any
of the conditions, but especially the other two conditions, without further information.

 Exercise 17.3.1

 Example 17.3.3
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Let’s turn the insomnia example into a repeated measures ANOVA.

For the future therapists again: The therapist has 50 clients suffering from insomnia. The order of the conditions didn’t seem to
matter, so this time all of the clients meditated for 10 minutes every day for two weeks, and then those same clients stopped
meditating and exercised for 30 minutes every day for two weeks. The time it took to fall asleep was measured at the beginning
of the study (before either treatment was started), end of the first set of two weeks, then at the end of the second set of two
weeks. If F(2,98)=2.31, p>.05, with it taking an average of 72 minutes to fall asleep before any of the treatments, 56 minutes to
fall asleep after the meditation condition, and an average of 65 minutes to fall asleep after the exercise condition, which
method to treat insomnia would you recommend, and why?

Answer

This is a double trick question! There is no statistical difference between the three groups, so neither method can be
recommended. If the ANOVA’s null hypothesis had been rejected, we still wouldn’t know which condition was statistically
better because the pairwise comparisons were not analyzed. Maybe meditation worked better than the other conditions for
this sample, but we can’t be sure unless we statistically compare the mean of each group to each other group.

Factorial designs and regression equations are difficult to interpret, especially when the results are presented in such short
paragraphs, so we’ll move on to looking at relationships between variables.

For future criminal justice professionals: Crime rates declined in U.S. cities for many decades, but are slowly increasing. What
has also been increasing is wealth disparity (the difference between the highest earners and the lowest earners). If these two
things seemed to be linearly related, we might be able to decrease crime by decreasing wealth disparity. Based on this
hypothetical result looking at crime rates and wealth disparity (measured as the difference between the top 1% and the bottom
1% of U.S. households) r(48)=0.32, p>.05, would looking at decreasing wealth disparity be one way to reduce crime rates?

Solution

Yes, based on the statistically significant positive correlation, as crime rates increase so does wealth disparity. You might be
politically averse to decreasing wealth disparity, but based on the statistical results it might be a way to decrease crime rates.

Let’s try this one on your own:

For students and future teachers: As a way to improve grades, some students re-write their notes while other students watch
educational videos. Which one seems to work better at passing (or not) their classes if you conducted a study that found 

(1)=4.83, p<.05, with more people passing who re-wrote their notes than the number of people passing how watched
educational videos (and more people failed who watched videos than people who failed who re-wrote their notes)?

Answer

Since there seems to be a pattern of relationship between passing and type of studying such that those who re-wrote their
notes were more likely to pass (than fail) compared to those who watched educational videos, it looks like re-writing notes
is the best way to study!

use null hypothesis significance testing in your future career.

Dr. MO also wrote: “Finally, some of you will fall in love with statistics, and become a researcher for a living!” This won’t happen
to all of you, or even most of you, but there’s always one or two students who realize that they can help people but not in the way
that they imagined (like being a therapist or nurse). Was this you?

 Exercise 17.3.2

 Example 17.3.5

 Exercise 17.3.3

χ
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"Research shows that..." 

The first chapter also had a short section on research studies. This section described how research hypotheses with measured IVs
and DVS and representative samples tell you more accurate information than any other type information. Now that we’ve gone
through many, many examples, hopefully this idea makes a little more sense.

Learn How to Learn 
In closing out this whole adventure in behavioral statistics, Dr. MO hopes that not only did you learn how to calculate and interpret
statistical analyses, but that you also learned a little how to learn. If you ended up not learning as much as you’d like, here is a
summary of information presented in chapter 1 of what you can do in your next class (or your next attempt at this class).

(Re-)Watch this five-part video series from cognitive psychologist Dr. Chew, for how best to learn (and what to do if you fail:

Part 1: Beliefs that Make You Fail
Part 2: What Students Should Know about How People Learn
Part 3: Cognitive Principles for Optimizing Learning
Part 4: Putting the Principles of Optimizing Learning into Practice
Part 5: I Blew the Exam, Now What?

In his videos, Dr. Chew emphasizes how important time and effortful thinking is for learning; if it was easy, everyone would be
learning a lot! This article by Zanardelli Sickler (2017) provides more activities that you can do before, during, and after the lecture
to make sure that you learn and understand the material. Here are even more ideas for what to do during the time you spend
studying before or after class:

Use the Exercises in this book as practice.
Weekly meetings with a tutor or time in your schools math lab.
Work in pairs to check each others’ work.

You can also decide what kinds of activities might work best to do on your phone (reading), and what activities you might want to
wait until you have a bigger screen (quizzes) or have more space to write (practice problems).

College courses are hard, especially behavioral statistics (which combines math and English skills!), and you probably have more
than just this one class and many other responsibilities. Be proud of yourself for what you’ve learned! And if you didn’t quite make
it this time, use the tips provided to learn the material for your next go around. Dr. MO has taught this class for years, and has
never met a student that couldn’t pass it (There have been a lot of students who didn’t pass, but none who just didn’t have the
ability to pass it). That bears repeating: No students lacked the ability to pass. If you haven’t passed yet, try putting more time into
studying, and studying in ways that require more effortful thinking. You can do this! And if you did pass this class, you will
undoubtedly hit a class or a work activity that is more challenging for you, so try to remember:

More time
More effortful thinking

And finally, correlation doesn’t mean causation!

And with that, we’re out!

This page titled 17.3: Why did you take this class? is shared under a CC BY-SA 4.0 license and was authored, remixed, and/or curated by
Michelle Oja.
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Common Formulas
The following formulas are in the order in which you learn about them in this textook. Use the Table of Contents to look for a
specific equation.

Descriptive Statistics 

Mean 

Standard Deviation 

Which is also: 

Some instructors prefer this formula because it is easier to calculate (but more difficult to see what's happening):

z-score 

To find the z-score when you have a raw score: 

To find a raw score when you have a z-score: 

t-tests 

One-Sample t-test 

These are the same formulas, but formatted slightly differently.

Confidence Interval 

Independent Sample t-test 

Unequal N 

You can always use this formula:

=X̄
∑X

N
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s =
∑(X−X

¯ ¯¯̄
)2

N −1

− −−−−−−−−−

√ (2)
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Equal N 

You should only use this formula when your two independent groups are the same size (N), meaning the same number of people in
each group.

Dependent Sample t-test 

Conceptual Formula (symbols) 

Full Formula 

ANOVA 

Sums of Squares for Between Groups Designs 

Between Groups 

Within Groups 

Total 

Tukey's HSD for Pairwise Comparison 

Sums of Squares for Repeated Measures Designs 

Between Groups 

Same as above.
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Participants 

Within Groups (Error) 

Total 

Same as above.

Pearson's r (Correlation) 

The following formulas are the same. Use the first one when you already have the standard deviation calculated.

These are paired data, so N is the number of pairs.

SD Already Calculated: 

SD Not Calculated: 

Regression Line Equation 

a (intercept): 

b (slope): 

In which "Diff" means the differences between each score and that variable's mean.

Pearson's  (Chi-Square) 

Expected Frequencies 

Goodness of Fit: 
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Test of Independence: 

In which RT = Row Total and CT = Column Total

=EEachCell

RT ×CT

N
(24)
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Common Critical Value Tables
Although you can find most of these tables online somewhere, each version of each table is slightly different, so it's best to use the
ones provided to all students in this textbook or by your professor.

Critical Values for Z 
You can use this table from Wikimedia Commons (website address: https://commons.wikimedia.org/wiki/File:Tabla_z.png) to find
the proportion (multiply the p by 100) of a normal distribution that is more extreme than the z-score. You can also use the tables on
a page in the chapter on z-scores, which has the percentages included. Use the table that is easiest for you! They all have the same
numbers.

Critical Values for t 

The table, degrees of freedom, and other information for the t-tests described in this textbook can be found on a page in the chapter
that first covered t-tests (one-sample t-tests).

Critical Values for F 

The table, degrees of freedom, and other information for the ANOVAs described in this textbook can be found on a page in the
chapter that first covered ANOVAs (Between Groups ANOVAs).

Table of q-values 

The table of q-values needed to complete Tukey's HSD pairwise comparison by hand can be found at this Real-Statistics.com
webpage.

Critical Values of Pearson's r (Correlation) 
The table of critical values and degrees of freedom for Pearson's r can be found on a page in the chapter that covered correlations.

Critical Values for Chi-Square 
The table, degrees of freedom, and other information for the Chi-Square described in this textbook can be found on a page in the
chapter on Chi-Square.
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Glossary
Absolute value | Any number converted to a
positive value [CC-BY-SA Mattew J. C.
Crump]
Binary variable | A binary variable is a variable
that only has two options (yes or no). Binary variables
can be considered quantitative or qualitative. [CC-BY-
Michelle Oja]

Dependent Variable | The variable that you think
is the effect (the thing that the IV changes). The DV is
the outcome variable, the thing that you want to
improve. [CC-BY Michelle Oja]

Descriptive Statistics | Used to describe or
summarize the data from the sample. [CC-BY
Michelle Oja]

Dichotomous variable | A dichotomous variable
is a variable that only has two options (yes or no).
Binary variables can be considered quantitative or
qualitative. [CC-BY- Michelle Oja]

Frequency Distribution | A distribution of data
showing a count of frequency (how many) for each
score or data point. [CC-BY Michelle Oja]

Frequency Table | Table showing each score in the
“x” column, and how many people earned that score in
the “f” column. The “x” stands in for whatever the
score is, and the “f” stands for frequency. [CC-BY
Michelle Oja]

Independent Variable | The variable that the
researcher thinks is the cause of the effect (the DV).
The IV is sometimes also called a "predictor" or
"predicting variable". [CC-BY Michelle Oja]

Inferential Statistics | Used to make
generalizations from the sample data to the population
of interest. [CC-BY Michelle Oja]

Interaction | How the levels of two or more IVs
jointly affect a DV; when one IV interacts with the
other IV to affect the DV. [CC-BY Michelle Oja]

Interval | Created numerical scale of measurement;
type of variable that is measured, and the intervals
between each measurement are equal (but zero does
not mean the absence of the measured item). [CC-BY
Michelle Oja]

Kurtosis | A measure of the “tailedness” of the
distribution of data (how wide or broad the distribution
is) [CC-BY Michelle Oja]

Leptokurtic | A tall and narrow distribution of data.
[CC-BY Michelle Oja]

Main Effect | Any statistically significant
differences between the levels of one independent
variable in a factorial design. [CC-BY-SA Mattew J. C.
Crump]

Mesokurtic | A medium, bell-sharped distribution
of data. [CC-BY Michelle Oja]

Negative Correlation | When two quantitative
variables vary in opposite directions; when one
variable increases, the other variable decreases. [CC-
BY Michelle Oja]

Negative skew | The scores are bunched to the
right, and the thin tail is pointing to the left. [CC-BY
Michelle Oja]

Nominal | Scale of measurement that names the
variable's levels; type of variable that has a quality or
name, but not a number that means something. [CC-
BY Michelle Oja]

Non-Parametric Analysis | Statistical analyses
using ranked data; used when data sets are not
normally distributed or with ranked data [CC-BY
Michelle Oja]

Null Hypothesis | A prediction that nothing is
going on. The null hypothesis is always: 1. There is no
difference between the groups’ means OR 2. There is
no relationship between the variables. [CC-BY
Michelle Oja]

Ordinal | Scale of measurement in which levels have
an order; a type of variable that can be put in
numerical order. The variables are in ranks (first,
second, third, etc.). [CC-BY Michelle Oja]

Outlier | An extreme score, a score that seems much
higher or much lower than most of the other scores
(There is a technical way to calculate whether a score
is an outlier or not, but you don't need to know it.)
[CC-BY Michelle Oja]

Parameter | Statistic describing characteristics of
the population (usually mean and standard deviation of
the population) [CC-BY Michelle Oja]

Platykurtic | A wide and flat distribution of data.
[CC-BY Michelle Oja]

Population | The biggest group that your sample
can represent. [CC-BY Michelle Oja]

Positive Correlation | When two quantitative
variables vary together in the same direction; when
one increases, the other one also increases (and when
one decreases, the other also decreases) [CC-BY
Michelle Oja]

Positive skew | The scores are bunched to the left,
and the thin tail is pointing to the right. [CC-BY
Michelle Oja]

Qualitative variable | Type of variable that has
different values to represent different categories or
kinds This is the same as the nominal scale of
measurement. [CC-BY Michelle Oja]

Quantitative variable | Type of variable that is
measured with some sort of scale that uses numbers
that measure something. [CC-BY Michelle Oja]

Range | The difference between the highest score and
the lowest score in a distribution of quantitative data.
[CC-BY Michelle Oja]

Ratio | True numerical scale of measurement; type of
variable that is measured, and zero means that there is
none of it. [CC-BY Michelle Oja]

Research Hypothesis | A prediction of how
groups are related. When comparing means, a
complete research hypothesis includes:

1. The name of the groups being
compared. This is sometimes
considered the IV.

2. What was measured. This is the DV.
3. Which group are we predicting will

have the higher mean.

[CC-BY Michelle Oja]
Robust | A term used by statisticians to mean
resilient or resistant to [CC-BY-NC-SA Foster et al.]

Sample | People who participate in a study; the
smaller group that the data is gathered from. [CC-BY
Michelle Oja]

Skew | A distribution in which many scores are
bunched up to one side, and there are only a few scores
on the other side. [CC-BY Michelle Oja]

Statistic | The results of statistical analyses [CC-BY
Michelle Oja]

Statistical analysis | Procedures to organize and
interpret numerical information [CC-BY Michelle Oja]
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