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Abstract

Can algorithms enhance the work of bureaucrats in developing countries? Developing economies
are often data-poor environments, where bureaucrats have substantial discretion over key deci-
sions, such as selecting taxpayers for audits. Exploiting a trove of newly digitized micro-data,
we conduct an at scale field experiment in Senegal whereby half of the annual audit program is
selected by tax inspectors and the other half by a transparent risk-scoring algorithm. We find
that inspector-selected audits are 18 percentage points more likely to be conducted and detect
89% more evasion. Algorithm-selected audits are less cost-effective and do not generate less cor-
ruption. Even an ex-post machine learning algorithm trained might only have raised aggregate
detected evasion moderately compared to the inspector selection. These results are consistent

with the inspectors’ high skills, the complexity of the task, and the imperfection of current data.
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1 Introduction

Lower-income countries are often data-poor environments, where many policy decision have tradi-
tionally been taken in a discretionary rather than data-driven manner. For instance, individual gov-
ernment bureaucrats may decide which taxpayers to audit, which water treatment facilities to inspect,
and for which manufacturing plants to monitor pollution (Khwaja et al., 2011; OECD, 2023). In high-
income countries, such decisions are often data-driven, with limited input from individual agents.
Data-driven decision models leverage all available information in a systematic manner and are non-
arbitrary in theory, but require high-quality data. Discretionary decisions, on the other hand, leverage

bureaucrats’ private information and experience, but could open the door to bias and corruption.

This paper studies whether a data-driven algorithm applied at scale can improve tax audit selection
compared to discretionary case selection by tax inspectors. Our setting is the yearly tax audit program
in Senegal, which aims to target firms with high amounts or high rates of tax evasion. Three features
make Senegal a uniquely suitable context for this study. First, tax inspectors have traditionally en-
joyed discretion in selecting cases for audits, typically without having to provide a rationale for their
selection. Second, it only collects around 15% of its GDP in taxes and evasion is high, estimated to
be at least 30% of true tax liabilities. The potential to improve tax compliance through enforcement
actions such as audits is thus large. Third, Senegal recently made important investments in its data
infrastructure, e.g. mandating electronic tax returns and digitizing third-party data sources. The infor-
mation basis for a data-driven audit selection mechanism has hence improved substantially. Senegal’s
experience in exploiting the new data for enforcement is broadly relevant for other developing coun-

tries where donors are pushing for similar tax digitization efforts.

In collaboration with the Senegalese tax authority, we designed a risk-scoring algorithm, to identify
firms with high evasion amounts or high evasion rates. This collaboration is the first effort to system-
atically leverage all available data for tax enforcement at scale. The algorithm draws on taxpayers’
self-assessment declarations for various taxes and on third-party records from customs, public pro-
curement, and firm-to-firm transaction reports. The design of the algorithm had to contend with two
constraints: it had to be simple and transparent to communicate, and it could not draw on historical
audit data, which was unavailable in digital format at the onset of the project. In lower-income coun-
tries, audit outcome data is usually stored outside of the tax administration’s main IT system, often in
paper format. Thus, the risk-scoring algorithm is not a trained machine-learning algorithm, but rather

built on compliance risk concepts and best practices, exploiting the data as thoroughly as possible.

For each taxpayer (firm), the algorithm calculates a risk score, composed of multiple indicators that
aim to proxy for tax evasion. One class of indicators flags inconsistencies, for instance, when a
firm’s self-declared sales are lower than its third-party reported sales. Another class of indicators

flags anomalies, such as abnormally low profit rates compared to other firms of the same size group



and sector. The choice of risk indicators is based on discussions with expert advisors, e.g. from the

International Monetary Fund (IMF) and tax administrations in high-income countries.

The audit selection algorithm was implemented at scale across tax audit offices in Senegal in the years
2018-2020. Each January, the tax administration sets an annual audit program that, in theory, should
be fully conducted by the audit offices during the year. We refer to the audit program for a tax office
and year as an audit /ist. To experimentally evaluate the algorithm, half of the cases on each list were
selected by tax inspectors at discretion, and half were selected by the risk-scoring algorithm. Within
each list, the ordering of cases was randomized to minimize the possibility that cases were treated
differently because of how they were selected. By design, inspectors knew how a case was selected.

Overlap between the inspector selection and algorithm selection was possible but limited in practice.

To quantify the relationship between the case selection method and audit outcomes, we run a horse
race between algorithm-selected audits and inspector-selected audits within each list. Concretely, we
use an OLS regression of audit outcomes on an indicator variable for algorithm selection and audit list
(i.e. office by year) fixed effects. The outcome measures come from three different data sources. First,
we digitized the universe of audit results records which report the audit start and end date, inspectors
working on the case, infractions uncovered, and additional tax to pay. Second, we surveyed a subset
of audited firms to capture firms’ perceptions of the audit process and corruption experiences. Finally,
we use survey data on inspector characteristics, skills and experience. This allows us to examine how
human resources are deployed, since for both inspector-selected and algorithm-selected full audits,

office managers decided how to allocate inspector teams to audit cases.

We document four sets of results. First, we examine audit outcomes. Despite the protocol requiring
full program implementation, the overall execution rates of the annual audit programs are low. Only
53% of selected firms are actually audited. This adds an additional margin of selection: from the
list of planned audit cases, inspectors pick a subset for implementation. Inspectors have a preference
for auditing cases which they selected: the audit execution rate is 18 percentage points lower for
algorithm-selected audits. This is partly due to the fact that algorithm-selected and inspector-selected
firms differ on several dimensions: algorithm-selected firms are smaller, older and less profitable. Yet
even after controlling for firm characteristics, an audit execution gap of 14 percentage points between
the two audit case types remains. Conditional on implementation, almost 90% of audits uncover tax
evasion and the detection rate does not vary between inspector-selected and algorithm-selected cases.
However, conditional on detection, inspector-selected cases yield 89% higher assessments of taxes
evaded on average. The results are robust across subsamples and time periods. A silver-lining for the
use of the algorithm is that algorithm-selected firms are 13 percentage points less likely to dispute
the audit result, compared to a mean share of 84% of firms that dispute and obtain a reduction in the
amount of confirmed evasion. The lower dispute rate reduces but does not close the gap in confirmed

evasion amounts between selection methods.



The second part of our analysis puts the audit process under the microscope. Using the detailed ad-
ministrative data, we find that algorithm-selected audits use less manpower, are implemented faster by
various measures, and are conducted by more junior teams. The implementation of algorithm-selected
audits is evaluated less positively by firms, as captured by their perceptions of auditors’ profession-
alism, competency and efficiency. We do not detect any significant difference in the incidence of
corruption, as reported by taxpayers, and can reject that corruption is more than 0.2 standard devia-
tions lower in algorithm-selected cases. Combining the amount of evasion uncovered and measures
of audit costs into a measure of productivity, we find that algorithm-selected audits are on average

significantly less productive than inspector-selected audits.

Third, we examine the reasons for the execution and detection gaps between inspector-selected and
algorithm-selected audits. We can rule out two pre-specified hypotheses for why inspectors might
prefer their own selection: that the risk score is not predictive of evasion, and that inspectors lack in-
formation on the risks to look for in algorithm-selected audits. In particular, we document that the risk
score strongly predicts audit implementation and evasion for inspector selected cases, which confirms
that it contains information relevant for audit outcomes. We also show via a cross-randomized in-
formation treatment in the desk audit program that providing inspectors with additional information,
i.e. risk flags and excel sheets with the microdata, does not increase their likelihood of implementing
an audit. We ex-post train a random forest model to predict audit execution, conditional on selection
method, using the data on outcomes from all full audits conducted between 2018 and 2020. The
model’s main predictors for case execution are very different depending on the selection method,
hinting that inspectors use different heuristics to decide which of the cases to actually audit depend-
ing on if they selected the case or if the risk-score algorithm did. Yet, we also find that inspectors’
choice of which firms to audit is strategic. To show this, we train a random forest to predict eva-
sion amounts, using the sample of all executed audits. Applying the model to all programmed audits
(including those not implemented), we find that the realized execution rate increases strongly with
predicted evasion: conditional on a level of predicted evasion, the execution rate between algorithm
and inspector-selected cases is the same. This suggests that inspectors are not penalizing the risk-

score selection, but rather acting strategically by equating the marginal returns on audits.

Finally, we train a random forest model to predict evasion and estimate the potential revenue gains
from optimal audit execution among selected cases. Recall, that when designing the risk-score, we
worked under two constraints: transparent selection parameters (i.e. disclosing simple risk flags)
and no baseline audit outcome data. Ex-post we can lift these constraints, and predict evasion for all
firms in the audit program based on pre-existing observables. Using the model’s predicted evasion, we
rank firms within each tax office, and pick the top cases such that the number of cases implemented by
each office equals the realized number of audits. We find that this ex-post machine-learning algorithm
could have raised aggregate revenue by 18%. These potential revenue gains are moderate, and smaller

than the returns from successful machine-learning applications in other contexts, as we discuss below.



Overall, the results highlight the difficulty of improving bureaucratic decision-making via algorithms
in lower-income countries, when bureaucrats are highly skilled and engage in a complex task. The
simple risk-scoring algorithm, designed without recourse to comprehensive audit outcome data, falls
behind the performance of inspector-selected tax audits, and even the machine-learning algorithm

might only improve audit performance moderately.

The risk-scoring selection of firms performed poorly despite our best efforts to draw on international
best-practice, all available digital data, to fine-tune the risk-score in three subsequent years based on
the lessons learned; and despite the fact that inspectors in practice chose which algorithm-selected
cases to execute, de-facto adding their skill to the algorithm selection. Given the close collaboration
with and endorsement from senior management at the tax administration, we believe that the results
are unlikely to be driven by inspectors’ desire to derail the algorithm. In fact, inspectors reported being
highly motivated to use an algorithm for audit selection at the start of the program: in the survey, 80%
of the respondents agreed with the statement that audit case selection should be automated and data-
driven. Inspectors also have strong financial incentives to uncover evasion, as they receive bonuses

proportional to the uncovered evasion.

Inspectors might in fact be better than the risk-score at identifying high-evasion cases. Tax inspectors
are among the top civil servants, highly trained, experienced and incentivized.! The data used for
the algorithm, however, is imperfect: match rates between datasets are incomplete, key variables
are likely measured with noise, and outcome data to train the algorithm, was not available at the
onset, and will remain limited: although the intervention is implemented at scale in a medium-sized
country, only 500 full audits were conducted during 2018-2020. Thus the size of the training data
for a machine-learning algorithm is small, while the number of predictors is large, given the amount
of variables in administrative tax declarations. In addition, in light of the small number of audits
and the high stakes involved, randomly sampling corporate audits to obtain unbiased training data is

unpractical. This implies selection of any training dataset, and an unclear out-of sample extrapolation.

As in any experiment, the specific design choices we made imply limits to the breadth of our analysis.
The empirical design intended to capture the difference in audit outcomes between algorithm-selected
and inspector-selected cases. The baseline hypothesis was that the likelihood that an audit detects eva-
sion and the detected evasion amount could be increased. As such, our design does not provide direct
evidence on (welfare-)optimal audit selection, which would need to consider the evasion uncovered
from audits, the real and deterrence effect of audits on audited taxpayers in the medium term, and
the potential real and compliance spillovers of audits on non-audited firms. We discuss and provide
a back of the envelope calculation on the size-dependent deterrence spillovers needed for the risk-
score to ex-ante yield higher compliance, compared to the inspector selection. We assume that firms

know their size-dependent audit probabilities and that the only difference across selection method is

! Anecdotally, as of 2025, both the current president and prime minister of Senegal are former tax inspectors.



a reshuffling of audits along the firm size distribution (the algorithm selects smaller firms). Given the
high concentration of revenue among the largest firms, we find that the inspector size schedule is also

preferred for aggregate deterrence, unless the deterrence elasticity is much larger for smaller firms.

This paper is organized as follows. Section 1.1 reviews the literature. Section 2 discusses the context
and data. Section 3 presents the design of the intervention. Section 4 shows results on audit outcomes.
Section 5 presents results on the audit process. Section 6 evaluates potential mechanisms. Section 7

tests an ex-post optimized algorithm. Section 8 discusses policy implications and concludes.

1.1 Related Literature

Our work contributes to rapidly growing literature on how algorithms can complement or substitute
for human decision-making (see Table A.1 for an overview). Machine-learning algorithms have been
shown to improve decision-making and welfare in a variety of settings, including judicial bail deci-
sions (Kleinberg et al., 2017), the targeting of health, safety and water quality inspections (Johnson
et al., 2023; Glaeser et al., 2016; Hino et al., 2018), hiring decisions for teachers and police officers
(Chalfin et al., 2016), and the targeting of tax rebates or public credit guarantees to firms (Andini
et al., 2018, 2022).2 These examples are mainly from high-income countries. Our contribution is to
test the performance of an algorithm in a low-income country context, at scale, and on a complex
task. As in previous studies, the agents in our context (tax inspectors) are white-collar workers, but
the skill difference between them and the other worker in the economy seems larger than in previous

studies. This might explain why the agents in our setting perform so well compared to the algorithm.

In the context of tax audit selection specifically, machine-learning algorithms have shown promise
in Italy and the US (Battaglini et al., 2024; Black et al., 2022). In high-income countries, audit out-
comes and potential predictors of these outcomes are usually available in digital format. High-income
countries can also afford to have a share of their audit program selected randomly. In lower-income
settings, in contrast, audit outcomes are rarely available in digital format, the number of audits is
smaller and audits are usually not randomized.? In contrast to applications focused on machine learn-
ing, we hence test the performance of a risk-scoring algorithm as a potentially more suitable tool for
lower-income contexts. Our study connects with another experiment in Senegal by Knebelmann et al.
(2024) who show, in the context of property taxation, that a simple rule to assess tax liabilities leads to

more accurate assessments than bureaucrat discretion. A likely explanation for why our results differ

The evidence is not unequivocally positive. For instance, algorithms can exhibit biases (Obermeyer et al., 2019), and
some tasks, such as employee feedback, are better achieved by humans than by algorithms (Margalit and Raviv, 2024).

3 An exception is Pakistan, where a legal vacuum lead to the randomization of audits, which Best et al. (2021) exploit
to show that audits had no causal effect on medium-term compliance. This finding contrasts with Advani et al. (2023) who
documents a positive compliance impact of audits in the UK, and Kotsogiannis et al. (2024) who find positive medium-
term effects for audits in Rwanda. For audits of individuals, the welfare impacts can be large, especially at the top of the
income distribution (Boning et al., 2023). This finding connects with the evidence from Senegal, where inspectors have a
preference for auditing large firms and maximizing detected evasion amounts rather than detected evasion rates.



is that the tax inspectors we study are elite government agents engaging in a complex task. In contrast,
property tax assessors are relatively low-skilled temporarily hired workers with limited performance
incentives, delivering a more mechanical task which can be more easily automated. Our findings also
differ from Haseeb and Vyborny (2022), who show that using a proxy means test instead of discre-
tion in allocating cash transfers to poor households in Pakistan improved targeting and welfare. The
decision-making agents in their setting are lower-level elected officials, subject to political pressures

and with no particular training in identifying the poor.

In addition, our analysis is relevant for the environmental literature that studies how the targeting
of inspections and the allocation of inspectors to cases affect pollution. Duflo et al. (2018) show
that discretionary targeting lowers pollution by more than random targeting, as random inspections
found fewer extreme polluters than discretionary inspections. Building on this finding, we examine
whether data-driven targeting can further improve upon discretionary targeting. Furthermore, Duflo
et al. (2013) show that, if inspected firms pick their inspectors (or vice versa, as in the context of
Senegal), a conflict of interest emerges which can significantly bias audit outcomes. Reliance on an

algorithm may hence influence audit outcomes by removing this potential conflict of interest.*

Finally, our work contributes to the literature on state capacity and development. One strand has doc-
umented the value of information for improving tax compliance (Kleven et al., 2011; Naritomi, 2019;
Pomeranz, 2015) and has studied the potential for new technologies to generate and process infor-
mation for tax enforcement purposes, with sometimes mixed results (Okunogbe and Santoro, 2022;
Okunogbe and Tourek, 2024; Brockmeyer and Saénz Somarriba, 2025).> Another strand of this liter-
ature has focused on the power of tax administration (Basri et al., 2021) and the role of bureaucrats
in building state capacity (Besley et al., 2022; Finan et al., 2017). This strand has documented the
value of discretion or autonomy for bureaucrat performance (Bandiera et al., 2021; Rasul and Rogger,
2018), but it has also highlighted the risks associated with discretion, e.g. favoritism (Szucs, 2023).
For tax collectors specifically, the literature has quantified the impact of performance incentives (Khan
et al., 2015, 2019) and the value of local information on taxpayers (Balan et al., 2022; Dzansi et al.,
2022). Our study pushes the frontier by comparing the systematic use of observable and digitized
data (in the form of the algorithm) with the value of the tax inspectors’ own knowledge and expe-
rience. Unlike the lower-level tax collectors studied in previous papers, whose performance could
be enhanced through the provision of information, the inspectors in our setting outperform even the

systematic use of all available information, consistent with their high qualifications and experience.

“We also connect to another strand of the environmental literature which studies the adoption of new technologies such
as satellite imagery to detect infractions, e.g. illegal mining (Saavedra, 2023) and deforestation (Assungdo et al., 2023).

3Other studies have shown how technology can help governments manage expenditure and prevent leakages and waste
(Muralidharan et al., 2016; Banerjee et al., 2020).



2 Context and Data

2.1 Tax Policy

Senegal has low tax revenue and experiences widespread tax evasion. Tax revenue as a share of GDP
is around 15%, as in most other low and middle-income countries. Evasion is substantial, suggesting
that improved enforcement could have high returns. The World Bank estimates a tax gap of 5-6%
of GDP for Senegal, which is relatively stable since 2017 (World Bank 2024). Senegal’s Ministry of
the Economy estimates evasion rates of 35% for the personal income tax, 30% for VAT and 26% of
the corporate income tax (Faye et al. 2022). Importantly, these estimates are based on the share of
evasion that is realistically detectable through enforcement, not on a full-compliance scenario, which

would yield much higher evasion estimates.

Senegal’s tax structure is typical of a lower middle-income country (see Table B.1). The Value Added
Tax (VAT) is the largest source of revenue, representing slightly more than 29% of total tax revenue
in 2022, followed by corporate and personal income taxes (29% of total tax revenue) and customs
duties (15%). The VAT applies monthly at a standard rate of 18%, with a reduced rate for selected
activities (e.g. tourism). The Corporate Income Tax (CIT) is paid annually at a rate of 30% of profits
or 0.5% of turnover, whichever is larger. Small firms with a yearly turnover of under 50 million
CFA Francs (about 100,000 USD) are eligible for a simplified tax (Contribution Globale Unique,
CGU) on turnover, which replaces the previously mentioned taxes and has rates varying from 1% to
8% depending on economic sectors and turnover. As in other countries, firms withhold the personal

income tax (PIT) at source for their employees, also referred to as Paye-As-You-Earn (PAYE).

2.2 Tax Enforcement

The tax administration (Direction Générale des Impots et des Domaines, or DGID) is tasked with en-
forcing the tax code. Its main enforcement tool is the annual audit program. Audits are implemented
by 26 different tax offices, with taxpayers segmented by size, region and sector (Figure B.1). Audits
are either full audits, carried out by a team of inspectors at the taxpayer’s premises, or desk audits,

conducted remotely using the firm’s tax returns and third-party data. All audits are targeted at firms.

At the beginning of each calendar year, audit offices are provided with a target number of audits to
complete, and prepare a list of taxpayers to audit. This list is reviewed and approved by tax office

management and by senior management, usually with very minor changes.

Before our intervention, the selection of cases for tax audits was discretionary in that it did not follow
an explicit rule. No rationale was required for desk audit selection. For full audit selection, some
offices required a justification, e.g. a review of the firm’s audit history or a summary of relevant

indicators such as total sales and the profit margin. However, justifications could take different forms



and were not systematically required. Thus, the criteria used for case selection varied across units.

Figure B.2 illustrates the steps in the audit process. After examining a case, inspectors list the detected
irregularities and associated penalties and communicate them to the taxpayer in an initial notification.
They can also request additional information from the taxpayer. Upon receiving the notification,
taxpayers have 30 days to respond.® The inspector then examines the response and has 60 days to
prepare and send a confirmation with the confirmed irregularities and penalties and the final amount
to pay. The inspector then generates a revenue order for the tax collection unit, which requires the

taxpayer to make a payment within ten business days.

2.3 Data

During the last decade, DGID invested in digitizing its tax information and required taxpayers to file
electronically. As a result, data availability has expanded substantially. Our study draws on data from
three administrative sources and two surveys. The administrative data include the self-assessment
declarations filed by taxpayers, third-party reports, and audit reports. The tax declarations and third-
party data were used in the calculation of the risk scores and had just been digitized at the onset of
the project. The audit reports were hand-collected and digitized by our research team after the end
of the intervention, in 2021 and 2022. To study how audits were implemented, we complement the
administrative data with a tax inspector survey and a taxpayer survey, designed by the research team.

Only aggregated results from these surveys were shared with the tax administration.

Tax Declarations. Table 1, Panel A, provides an overview of the available tax declarations. Our
primary sources of information are the declarations for the CIT, VAT and PAYE declarations, covering
the period of 2014-2019. The CIT data covers about 5,000-7,000 firms per year, and the VAT data
twice as many.” The PAYE data provides the number of employees and the aggregate wage bill for
each firm. Around 2,000 firms file tax under the simplified regime CGU. Less than 150 financial

institutions pay the Taxe sur les Activités Financiéres (TAF), a VAT-substitute for the financial sector.

Third-Party Reports. Table 1, Panel B, describes the information about taxable transactions and activ-
ities that we obtain from third parties. Imports and exports are recorded by the customs authority, pro-
curement from state institutions is recorded by the treasury, and firm-to-firm transactions are recorded
in VAT annexes that firms file digitally since 2017. While these data are provided at the transaction

level, we aggregate them at the firm-year level to merge with the tax declarations.

Audit Reports. We collect audit process and results data in two ways (Table 1, Panel C). First, we
digitized all audit result reports for 2017-2020. The reports cover all process steps from audit an-

nouncement to notification, confirmation, and payment request. They contain the name(s) of the

®Failure to respond is interpreted as the taxpayer agreeing with the inspector’s findings.
"The number of VAT filers is higher than the number of CIT filers because self-employed individuals and unincorpo-
rated firms may file VAT but not CIT.



inspector(s) who conducted the audit, the taxes verified in the audit, infractions detected, evaded
amounts, applicable penalties, and the dates of each step in the audit process. In addition, we asked
inspectors to report audit information in an excel sheet pre-filled with their list of audit cases. These
excel files contain information on audit cases that is not directly observed in the administrative audit

reports, such as the number of days that an inspector spent working on a case.

Tax Inspector Survey. In 2017, prior to our intervention, we conducted a detailed survey among 97
tax inspectors involved in conducting audits, capturing information about their demographics, em-
ployment history, perceptions of the audit function, methods for audit selection, and use of different
sources of information. The sample includes almost all tax inspectors involved in tax audits at the
time, except for those who were unavailable throughout December 2017 and January 2018. Descrip-

tive statistics are presented in Section 2.4.

Taxpayer Survey. After the completion of the 2018 and 2019 audit programs, we surveyed 742 firms
in the Dakar region, most of which had been selected for audit as part of the program. We conducted
the survey in two waves, from October to December 2020 and from March to May 2021. The survey
allowed us to elicit taxpayers’ experience with the audit process, including perceptions of corruption,
audit risk, and their view of the tax administration. The first survey wave focused on the 2018 audit
program. We sampled all full audit cases of our program; a matching number of desk-audit cases,
randomly sampled and stratified across offices to preserve the relative distribution of planned audits
across offices; and a matching number of non-audited cases, similarly stratified. This yielded a total
of 1226 targeted firms. For the second survey wave, we targeted an additional 702 firms, all selected
by stratified random sampling. We asked surveyors to prioritize interviews of full audit cases (27% of

the sample), and the response rate for these cases was slightly higher (42% vs 37% for other cases).

2.4 Tax Inspectors

The bureaucrats central to the tax enforcement process are tax inspectors and their managers, who
are usually former tax inspectors themselves. Tax inspectors form an elite corps in the public admin-
istration and often proceed to hold influential political roles. At the time of writing, both Senegal’s
president and the prime minister are former tax inspectors. Selection into the tax administration
function is highly competitive. Most inspectors have completed a Master’s degree from the Ecole
Nationale d’Administration (ENA), and over 60% hold a PhD. According to our survey, the mean
and median inspector has ten years of professional experience. Over 70% of inspectors report being

satisfied with their work at DGID, and a similar fraction report being motivated by their work.

Tax inspectors are very well-paid. Annual base salaries were typically 5-6 Million FCFA in the period
we study, and stand at 7-8 Million FCFA (approximately 12,000 to 13,500 USD) in 2024. In addition,
inspectors receive a bonus that depends on the amount of evasion uncovered in audits and that is

usually higher than the base salary. The median (mean) bonus for inspectors in our data was 7 million

10



FCFA (10.6 million FCFA). The size of the bonus varies across inspectors (e.g. with seniority), but
quantifying the exact strength of incentives is difficult, as it depends on the endogenous assignment
of inspectors to cases. There is no institutional reason for incentives to be correlated with the case

selection mechanism. Appendix B.3 discusses the bonuses and performance evaluation in more detail.

When selecting cases for audits, inspectors typically start from a long list of cases to consider, roughly
half of which are chosen randomly, i.e. without a particular reason or suspicion. Inspectors then
examine the long-listed cases to derive a short list. Figure 1, Panel A, shows the objectives that
inspectors pursue in audit selection. The most commonly named objective was 1) a diversity of audits
(i.e. a desire to create the perception of a non-zero audit probability for most taxpayers, which we
interpret as an interest in the deterrence function of audits), 2) the detected evasion amount, and 3) the
detected evasion rate.® Panel C shows that there is a clear ranking in the types of information used in
audit selection. The most commonly used data sources (over 90% of all cases) are the self-assessment
declarations, closely followed by third-party data (60-80% of cases), with soft information being the
distant third data source (around 40% of cases). Over 60% of inspectors report finding quantitative
information more useful than soft information, while 22% prefer soft information, and the remaining
respondents consider the two sources equally important. Most inspectors use excel or other softwares
to analyze taxpayers’ quantitative information. In response to the survey’s open-ended question about
proxies of evasion, frequently-mentioned indicators include low turnover compared to other variables,
frequent losses, and high VAT credits. Respondents almost unanimously agree that turnover is the

single most important variable they consider.

Inspectors are critical of their status quo audit selection method and keen to improve. In our survey,
55% of respondents consider that they do not have sufficient data for audit selection, and almost
all want more advice on how to select cases. Concretely, 85% of respondents agree that a more
systematic analysis of data would be beneficial to audit selection and 70% think that an automated

selection based on risk indicators would be a good idea.’

To summarize, tax inspectors are highly-trained elite civil servants, strongly incentivized via bonus
payments to detect evasion through audits, and motivated to use new tools to improve audit selection

and hence audit performance.

8Panel B illustrates the trade-off inspectors face between maximizing the detectable evasion amount and the evasion
rate. Roughly 45% of inspectors prefer to audit larger firms, even if they yield lower detected evasion amounts and evasion
rates, but a similar fraction of inspectors trade off these two objectives.

9This is consistent also with the fact that inspectors spend a non-trivial share of their time, 27%, to decide which
cases to audit, while they spend 52% of their time on the actual audits, and the remainder on administrative tasks and
complaints. An “effortless” selection via the algorithm would free more time to conduct audits.
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3 Experimental Design

3.1 Intervention: Risk-Based Audit Selection

Given demand for a more systematic audit selection method from tax inspectors and DGID manage-
ment, we collaborated with DGID to design and introduce a risk-scoring algorithm for audit selection.
The objectives of the algorithm were a) to ensure that audit selection followed objective and quantifi-
able criteria, and b) to increase the detected evasion amounts (plus associated penalties and fines) and

detected evasion rates.

We faced two types of constraints in designing the algorithm. First, the algorithm needed to be
intuitive, transparent, and easy to communicate to policymakers and tax inspectors. Second, the
algorithm could not be trained on past audit data, as outcome data was only available for a small and
selected subset of audits. Accessing and systematically digitizing all paper records of audit results,
which were held in individual folders in each tax office, came in a variety of formats, and were
considered sensitive information by the administration, took several years and a substantial investment
of time and resources by the research team. Given these constraints, we designed an algorithm based
on intuitive indicators discussed with and validated by the tax administration. The choice of indicators
drew on technical assistance work done by the World Bank in Pakistan and Turkey, best practices
shared by the tax administration in Denmark, and feedback from experts at the World Bank and the
IMF. Our strategy is broadly applicable in other lower-income countries where similar constraints on

audit selection are likely to bind.

Our algorithm generates a risk score for each firm that allows us to rank firms within a tax office. The
risk score combines two classes of risk indicators at the firm level: inconsistencies and anomalies.
Inconsistencies are within-firm indicators that flag taxpayers with inconsistent information across dif-
ferent datasets. For example, an inconsistency arises if the self-reported turnover is lower than the
third-party reported turnover constructed as the sum of exports, procurement contracts, and purchases
declared by other firms. In contrast, anomaly indicators are across-firm indicators that flag outly-
ing behaviors potentially associated with tax evasion relative to the firm’s peers. For example, one
anomaly indicator flags firms with a low profit margin relative to firms of the same economic sec-
tor and similar size. Each inconsistency and anomaly is captured in the form of a ratio. We assign
“points” from 1 to 10 based on the deciles of the ratio, to take into account the severity of the irreg-
ularity. We then aggregate the points using importance weights which we assigned. We weighted
inconsistencies higher than anomalies as we were more confident that inconsistencies reflect non-
compliance, while anomalies could also reflect temporary economic difficulties or poor management.

Appendix C describes the risk scoring algorithm in detail.

12



3.2 Study Design

To evaluate the performance of the risk-scoring algorithm, we introduced algorithm-selected audits
in all audit lists. We asked each office to report the total number of planned audits for the year.
Inspectors were then tasked to select half this number of cases following their discretionary method,
while the algorithm selected the other half of cases. To obtain the algorithm selection, we ranked
firms by risk score within a tax office and selected the top cases on the list until the required number
of cases was reached. We had access to the inspector-selected cases before running the algorithm

selection, allowing us to tag overlapping cases selected by both methods.

An alternative research design would have been to randomize the use of the algorithm across tax of-
fices. This was infeasible in our context, given political constraints and the small number of tax offices
conducting audits (26), most of which joined our program only in the third year. The combination
of both selection methods is also the more realistic policy, as fully replacing discretionary selection
risks reducing revenue and can breed resistance among inspectors. Instead, with our design, both in-
spectors and managers were initially enthusiastic to use the algorithm, as evidenced in workshops we
held with all tax offices.'” Our design effectively allows us to study the combination of algorithm se-
lection with inspector selection. Indeed, although the annual audit program was supposed to be fully
implemented, in practice inspectors enjoyed discretion to pick which firms on the annual program list

to audit. We discuss this incomplete execution in more detail in Section 4.

We randomized the order of case types displayed on each list and asked inspectors to adhere to the
proposed ordering. We intended to ensure that both case types were treated similarly in terms of tim-
ing and effort exerted to complete the audit.!! Inspectors were provided with a protocol emphasizing

the importance of conducting all audit cases with the same rigor.

The intervention started with the four large and three medium taxpayer offices in 2018 and included
four regional tax offices in 2019 and 2020. The remaining regional tax offices joined the program
in 2020, but we were not able to digitize audit outcome data for these offices. Our evaluation is
hence focused on the eleven offices with complete data. Each year, the algorithm’s indicators and
weights were slightly updated. Tables C.6 and C.7 displays the number of cases selected by year,
tax office and selection method. By design, the number of inspector-selected and algorithm-selected
cases was approximately the same for most years and tax offices, with some deviations. We discuss

these deviations in Section 4.4 and show that our results are not sensitive to them.

19Tndeed, although our project ran only from 2018 to 2020, DGID still asked us to generate the algorithm selection in
2021 and 2022.

Specifically, the order of cases was randomized across all selected cases for an office/inspector in 2018. In 2019
and 2020, the first case on each list was inspector-selected, with subsequent cases alternating between the two selection
methods. Cases were randomly allocated to slots on the list. For desk audits, where each inspector selects their own list,
the algorithm-selected cases were randomly distributed across inspectors in a tax office.
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3.3 Additional Treatments for Desk Audits

Desk audits are more numerous than full audits, and are conducted by individual inspectors (and
sometimes by pairs of inspectors), such that there is no endogenous assignment of inspectors to cases.
We took advantage of these features to introduce two additional treatments in desk audit lists. First, in
the years 2018 and 2019 we selected some cases at random (within the pool of firms of the respective
tax office) and included them in the audit lists. These random cases serve as a benchmark to assess the
quality of the algorithm because inspectors were unaware that these cases were randomly selected.
Instead, both randomly and algorithm-selected cases were presented as having been selected by the
“new method”. This approach avoids the possibility that inspectors ignore randomly selected cases,
deeming them low-return. At the same time, it may lower inspectors’ enthusiasm for algorithm cases

if the random cases were consistently worse in terms of audit yields.

Second, the desk audit program is accompanied by an “information treatment” cross-randomized
across all case types (inspector, algorithm, and random). The treatment consisted in providing inspec-
tors with case-specific information for two-thirds of desk audits: for one-third of the cases, inspectors
received a summary report containing the three main risks flagged by the algorithm (e.g. abnormally
low profit rate, turnover lower than third-party reported turnover); for another one-third of cases, they
received the same information plus an excel spreadsheet with the firm’s tax declarations and third-
party data for the last four years (i.e. the data used by the algorithm); and for the remaining third
of cases they received no additional information. With this intervention, we aimed to test whether

providing high-quality, readable information improves audit implementation and performance.

3.4 Empirical Strategy

To assess the implementation and performance of algorithm-selected cases, we compare the outcomes
of these cases to those of inspector-selected cases within the same audit list. Concretely, we estimate

the following model via Ordinary Least Squares:

Yie =PBo + BrAlgorithm, + BoOverlap; + B3 Randomie + e + €, (D

where 1;, is the outcome of an audit for firm ¢ selected in audit list ¢, the dummies Algorithm,,
Overlap;; and Random,, indicate algorithm-selected, overlap and randomly-selected cases, 7, de-
notes the list fixed effects and ¢;, is a conditional mean zero error term. The audit lists are tax
office-year specific for full audits, and can be inspector-year specific for desk audits. The dummy for
random selection is applicable only for desk audit cases. Note that overlap cases appeared on the lists
sent to inspectors as inspector-selected cases. The list fixed effects allow us to control for any office

and year-specific factors, such as the identity of the office manager, the fact that more experienced in-
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spectors are more likely to be assigned to the large and medium taxpayers offices, or that inspectors in
regional offices spend a larger share of their time on non-audit administrative tasks, such as taxpayer

service and information campaigns. We use robust standard errors to perform inference.

The main coefficient of interest is (3;, which captures the difference in audit outcomes between
algorithm-selected cases and inspector-selected cases, the omitted category. A fair comparison be-
tween the two selection methods requires that a) the number of cases selected with both methods
is equal and b) inspectors’ performance incentives were the same for both case types. We have no
reason to believe that condition b) was violated in our context. Our study design attempted to ensure
that condition a) is met. While there are some deviations from this condition, we demonstrate below

the robustness of our results to additional tests for audit lists that did not meet the condition.

Nonetheless, any difference in audit outcomes between algorithm-selected and inspector-selected
cases we observe can be due to a combination of a change in the type of taxpayer selected and a
possible change in inspector type or skill set. This is because tax office managers assign full audit
cases to teams of inspectors. Although we emphasized that all audit cases should be treated in the
same way, we cannot preclude the possibility that managers take into account the case type when

assigning inspectors with different skill sets to cases. We investigate this further below.'?

3.5 Descriptive Statistics of Firms Selected for Audits

Table 3 examines the characteristics of firms selected for a full audit. Across all tax offices, about
150 firms per year were selected by inspectors for a full audit, and a similar number was selected by
the algorithm.'®> Panel A compares the characteristics of firms selected by inspectors to the general
population of firms, pooling the years 2018-2020. Inspector-selected firms are orders of magnitude
larger than the average firm appearing in the administrative tax data (columns 1 and 2), more likely
to engage in import or export (column 4), and older (column 6). Inspector-selected firms do not

significantly differ from other firms in their location (columns 5).

Panel B compares firms selected by the algorithm to those that were selected by inspectors, us-
ing equation 1. Algorithm-selected firms are smaller than firms selected by inspectors, though still
much larger than the average formal firm (columns 1-2).!"* They also exhibit a lower profit rate than
inspector-selected firms, but are more likely to engage in international trade (columns 3 and 4). The
difference in profitability appears by construction, as one of the indicators for our risk score is low
profitability compared to other firms in the same sector and size group. Our survey data also indicate

that algorithm-selected firms have a higher share of sales in cash than inspector-selected firms (col-

12Taxpayers were not systematically informed how they were selected for audit, and we have no evidence that inspectors
shared this information with them. We thus do not expect a change in taxpayer behavior.

I3Table C.10 shows the characteristics of firms selected for desk audits. The number of firms selected for desk audits
is more than twice as high.

Figure C.1 provides a graphical illustration of the gradient between firm size and audit selection within tax offices.
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umn 8). The algorithm is blind to this firm characteristic unobserved in the administrative data, but
inspectors may be able to asses or proxy for it. A high perceived share of cash sales may lead them to

avoid auditing a firm, as it would be hard to detect and document tax evasion on cash sales.

4 Audit Outcomes

We now examine the association between algorithm selection and audit outcomes. First, we consider
the association between the selection mechanism and audit execution, given that only a part of the
programmed audits were implemented. Second, we analyze evasion detection, evasion amount, and

taxpayer dispute. Finally, we examine the robustness of our results.

4.1 Audit Execution

Based on the inspectors’ audit reports, we can observe which cases on the list were started and which
ones were not. We consider an audit as executed if the case was started, even if it did not lead to a
fine. Overall, only 53% of cases selected for full audits and 33% of cases selected for desk audits
are actually audited. The implementation rates vary slightly across years but are not systematically
lower in later years.!”> Hence, the incomplete implementation is not due to the fact that some audits
are implemented in later years than they were scheduled. We consider all audit data reported until the
end of 2021, and merge this information with audit program lists for 2018, 2019 and 2020.

Table 4 summarizes our main results. Full audit cases selected by the algorithm are 18 percentage
points less likely to be implemented than inspector-selected cases, corresponding to a 34% reduction
compared to the mean implementation rate (column 1). “Overlap” case, which were selected by both
the inspectors and the algorithm (but which appeared as “Inspector selected” on the lists) were 15

percentage points more likely to be implemented than cases selected only by inspectors. '

The results for the desk audit program are qualitatively similar, but the differences are much smaller
(columns 2 and 3). Algorithm-selected desk audits were about 4 percentage points less likely to be
implemented, which corresponds to 13% of the mean. Our preferred specification is the one control-

ling for inspector fixed effects (column 3). Overlap cases are again more likely to be implemented,

15As shown in Section 4.4, implementation rates are higher in 2019, when the project team invested more resources
in monitoring implementation and adherence to the experimental protocol, and lower in 2020, when the COVID-19
pandemic temporarily disrupted implementation. Despite the incomplete implementation of the 2018 audit program, the
tax administration emphasized their goal to fully implement each annual program. As a result, in 2019, the number of
audit cases was lowered by a third for the large taxpayer office and by 20% for the medium taxpayer offices (Table C.6).

160n the other hand, replacement cases, which appeared at the bottom of the list sent to inspectors and which were
explicitly marked as replacements for algorithm-selected cases that turned out to be void (e.g. taxpayers that had become
inactive or were not reachable) were 47% less likely to be implemented than other algorithm-selected cases (coefficients
not shown). These cases were labeled as replacement cases (rather than algorithm x replacement) on the list sent to
inspectors, but DGID audit lists did not previously include replacement cases. So it is reasonable to assume that inspectors
perceived these cases as algorithm-selected cases of lower priority ranking, given their role as a replacement.
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though the coefficient is not statistically significant. Random cases are no less likely to be imple-
mented than algorithm-selected cases, likely because the two case types appeared in the same way to

inspectors (as selected by “new methods™).

4.2 Audit Yield

Table 4, columns 4-6, show the relationship between the selection method and the probability of
evasion detection, conditional on implementation.17 Overall, 89% of full audits and 73% of desk
audits detect some evasion. For full audits (column 4), algorithm-selected cases are 4 percentage
points more likely to detect evasion, and overlap cases are 8 percentage points more likely. Only the

point estimate on overlap cases is economically meaningful and marginally statistically significant.

For desk audits (column 6), algorithm-selected cases are 4 percentage points less likely to detect eva-
sion, and overlap cases are 8 percentage points less likely to do so, although neither of these differ-
ences is statistically significant. The point estimates on random and replacement cases are relatively
precisely estimated zeros, suggesting that inspector selection does not perform better than random
selection. Overall, these results indicate that there is no meaningful relationship between the case
selection method and the likelihood that an audit detects evasion. However, conditional on positive
detection, we find that algorithm-selected full audits detect significantly smaller amounts of tax eva-
sion plus fines (columns 7-9), though this result is not significant for desk audits once we control for

inspector fixed effects (column 9).'8

As the analysis in columns 4-6 and 7-9 is conditional on audit execution and detection of evasion,
respectively, it is unclear what the results would look like in the full sample if all planned audits
had been conducted. To examine whether our results are affected by sample selection, we conduct a
Lee (2009) bounds analysis. When the outcome is the binary detection dummy, we randomly trim a
share of cases among the algorithm-selected firms with detection (without detection) to obtain a lower
(upper) bound. When the outcome is the log(evasion), we rank cases by the outcome variable among
algorithm-selected cases, and trim log(evasion) at the top (bottom) cases to obtain the lower (upper)
bound estimates. The share of cases to trim is list-specific, calculated based on the the list-specific
attrition rates. The bounds are noted in square brackets below the main point estimate on algorithm
selection and are consistent with our main results. We cannot reject the null of no correlation between
the selection method and detection of evasion, but we find a negative and statistically significant

association between algorithm-selection and the amount of evasion for full audits.

To summarize, we find that algorithm-selected audits are less likely to be implemented, but similarly

likely to yield a detection of evasion when implemented. Conditional on detection, algorithm audits

7Intent-to-treat analysis that do not condition on audit implementation are shown in Table D.1.
18Similarly, we do not detect statistically significant differences in the detected evasion rate, measured either as a share
of liability or as a share of the firm’s mean turnover across several years, by selection method (results in Table D.4).
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are associated with smaller amounts of evasion. In general, results are starker for full audits compared
to desk audits. This is consistent with the fact that full audits are more costly and involve higher stakes

for both the administration and the taxpayer.

4.3 Dispute of Audit Outcomes

Once an audit concludes with a detection of tax evasion, the taxpayer receives a notification and the
possibility to dispute the audit results. After dispute and negotiation with the tax administration, a
confirmation of the audit results is issued. The confirmed amount of evasion is usually lower than the
notified amount. This may indicate errors in how the audit was conducted, uncertainty over the exact

amount evaded, or collusive behavior between taxpayers and inspectors to alleviate the penalties.

Algorithmic case selection might reduce uncertainty and collusive behavior. To test this hypothesis,
we express the confirmation amount as a share of the notification amount, and plot its distribution for
inspector- and for algorithm-selected cases, separately for full and desk audits (Figure 3).!° For most
audits, the confirmation amount is substantially lower than the notification amount. The confirmation
amount matches the notification amount in only 22% of completed full audits and 29% of desk audits.
For full audits, the mean and median of the confirmation/notification share are 40% and 18% respec-
tively. For desk audits, these figures are 62% and 58%, indicating slightly less pushback against the
notification amount. For full audits, the figure suggests that inspector-selected cases are subject to

more pushback against the notification amount than algorithm-selected cases.

Table D.5 shows these results in regression format. Among full audits for which both a confirmation
and a notification is present in our data, algorithm audits are 13 percentage points more likely to
have matching confirmation and notification amounts. This difference in dispute also has an impact
on the final difference in the detected evasion amount between the algorithm and inspector-selected
audits. For full audits, algorithm audits have a 35% lower notified amount and only a 19% lower
confirmed evasion amount than inspector-selected audits (columns 3 and 5).?° These results suggest
that the lower likelihood of disputes for algorithm audits slightly improves the relative return of al-
gorithm-selected audits, but does not fully close the gap in detected evasion between algorithm and

inspector-selected audits.

4.4 Robustness Tests

We examine the robustness of the results across subsamples. This allows us to show that the results

are not driven by discrepancies in the number of algorithm versus inspector-selected cases within

19The figure excludes cases with no confirmation, which represent about a third of these cases.

20The result is similar when we control for firm size. For desk audits, there are no significant differences in dispute of
outcomes between inspector and algorithm-selected audits. The point estimates in this section are slightly different from
those in Table 4, which does not impose the requirement that all audit cases have both a notification and a confirmation.

18



audit lists, and that there is little heterogeneity in the results across tax offices and time periods.

First, we tackle the issue that the number of inspector-selected and algorithm-selected cases in a list
sometimes deviated from the intended 50-50 split. The most important deviation occurred in the
Large Taxpayers Office, where in 2019 and 2020 the tax administration decided that 30% of the full
audit cases would be selected by the algorithm, instead of 50%. Other deviations occurred when
managers adjusted the number of cases selected at discretion slightly upwards or downwards. If both
inspectors and the algorithm had ranked cases by perceived risk and had selected cases following the
rank order, the average riskiness of selected cases would be higher when a smaller number of cases
was selected. We hence rerun our results for the following sub-samples: a) lists with an identical
number of inspector-selected and algorithm-selected cases (as they appear to the researcher), b) lists
with an identical number of inspector-selected and algorithm-selected cases (as they appear to the tax
inspectors), and c) lists in which the number of algorithm cases is weakly smaller than the number of
inspector-selected cases. The latter subsample is less restrictive than the first two, but also less clean

from an identification perspective, as it may give the algorithm cases an advantage.?!

Second, we recognize that there is wide heterogeneity across tax offices and years. The Large Tax-
payer Unit has the best inspectors and the lowest number of firms per inspector. Although large firms
are more complex than smaller firms, inspectors are more familiar with them. Large firms are also
expecting an audit every four to five years. The association between audit selection method and out-
comes may thus be different in the LTU than in other tax offices which concentrate many more firms

per inspector. We hence rerun our analysis excluding the Large Taxpayers Unit.

Third, the experiment’s implementation differed in each of the three years. The year 2018 was the
first one, and inspectors may have felt the cost of the novelty of the algorithm. In 2020, both firms
and tax inspectors were affected by the pandemic. The 2019 implementation is the cleanest from a
research perspective, as we carefully prepared and tightly monitored the execution of the intervention,
including by asking inspectors to report audit execution steps in pre-filled excel files. We thus re-

estimate the results for the 2019 program only.

Figure 2 depicts the coefficients on the algorithm selection indicator from Equation 1 for the three
main outcomes: the probability of starting the audit, the probability of detecting positive evasion,
and the amount of detected evasion (plus fines, in log points). Panel A is for full audits, and Panel
B for desk audits. The two panels show the baseline coefficient with two types of standard error

computation, and the various subsamples as discussed above and in the legend.

2I'The difference between sub-samples a) and b) comes from a methodological change over time in how overlap cases
(chosen by both the inspector and the algorithm) were dealt with. In 2018, we ran the algorithm to select a number of
cases equal to the number of inspector-selected cases, allowing for overlap cases. The overlap cases appear to inspectors
as inspector-selected cases. Thus, the number of “pure” algorithm cases appearing on their list is weakly lower than the
number of inspector-selected cases. In 2019 and 2020, we corrected for this by adding an additional algorithm case for
each overlap case. Overlap cases still appear on the inspectors’ lists as inspector-selected cases.
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The figure shows that the point estimates are stable across subsamples, and that the findings are qual-
itatively and quantitatively robust. For full audits, algorithm cases are less likely to be conducted,
equally likely to detect evasion (though point estimates are always positive), and conditional on de-
tection uncover significantly smaller evasion amounts. For desk audits, however, the point estimates
are almost always small and statistically indistinguishable from zero. The negative association be-
tween algorithm selection and audit execution is only present in the full sample, but disappears when
we limit the analysis to lists with more comparable numbers of algorithm and inspector-selected ob-
servations. Our inability to detect statistically significant differences for desk audits is not due to a
lack of power. In fact, the number of desk audits is higher and the variation of outcomes among these

cases smaller than for full audits. Our experimental design also allows a within-inspector comparison.

5 The Audit Process

5.1 Time and Human Resource Costs

We next examine how human resource costs and the length of audits vary by selection method. Table
5, Panel A1, shows the results for the number of inspectors working on a case and for various proxies
for audit length, using the sample of implemented full audits (Table E.1 shows similar results for desk
audits). The most accurately captured measure of audit cost is the number of inspectors working on
an audit, which is reported in the administrative data for all cases. Column 1 shows that algorithm-
selected full audits are composed of teams that are almost 10% smaller than the average team of 2.9
inspectors. In addition, teams for algorithm-selected audits have lower seniority, as measured by their

age and length of service (Table E.2).2?

Columns 2-4 of Table 5, Panel A1, show the association between audit selection and three different
measures of audit length. Overall, all measures suggest that algorithm-selected full audits are shorter.
In column 2, the outcome is the audit duration as reported by firms subject to a full audit from the
taxpayer survey. The mean duration is 28.2 days and algorithm-selected audits are approximately
nine days shorter on average, which is an economically large difference. In column 3, we use the
audit duration as measured by the difference between the date of notification and the audit start date.
This measure captures the length of an audit but not the time inspectors actively spend working on
the case, as they typically work on several cases simultaneously.>® The average full audit takes 160

days until notification. Algorithm-selected audits are completed 25 days faster.

22These differences in team composition are consistent with the fact that, for desk audits, we find that inspectors
with above-median experience have lower execution rates and are less likely to favor the use of an algorithm for audit
selection (Table E.3). Estimating inspector-quality fixed effects, we find substantial heterogeneity in inspector skills
(Figure E.1), suggesting the algorithm may be more beneficial to low-skilled inspectors. We do not detect any correlation
between overall list-level execution rates and algorithm execution rates (Figure E.2). However, we find that the number
of inspectors on a (full) audit team mediates the association between algorithm selection and audit outcomes (Table E.4).
23 As discussed above, a dispute of audit results can extend the duration between notification and confirmation.
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Finally, in column 4, the outcome is the self-reported number of days that inspectors work on a case.
For full audits, we multiply the reported number of days by the number of inspectors working on a
case. In this measure, full audits are completed in 188 inspector-days on average. Although the point
estimates on the algorithm dummy are negative, the difference between algorithm and inspector cases
is not statistically significant. This is not surprising, given the reduced sample size and the presence

of measurement error.>*

The audit duration measures in columns 2-4 are not consistently available for all executed cases. For
example, the self-reported number of days working on a case was only filed by a subset of inspectors.
However, we show in Panel A2 that the probability of reporting the data does not differ significantly

across selection methods.?

In addition to the detected evasion amount, audit reports indicate the specific year of the infraction and
a short description.?® To test if the scope of inspections varied by selection method, we run regressions
using as outcomes the number of years covered in the audit report, the number of detected infractions,
and the share of fines to evasion amount, which indicates the severity of detected infractions. The
results show that in algorithm cases, inspectors systematically reported fewer years with any infraction
and fewer infractions, both for full and desk audits (Table E.5, columns 1-4). All differences are highly
statistically significant. There is little evidence for systematic differences in the fine-evasion ratios,
as indicated both by the small coefficients and the fact that the point estimate for full audits is not

statistically significantly different from zero (Table E.5, columns 5-6).?’

5.2 Audit Productivity

Given the large differences in audit outcomes and audit process measures, the question of whether
algorithm-selected audits may be more cost-effective than inspector-selected audits arises. Table 5,
Panel B1, show the results for our main specification in Equation 1, using audit productivity measures
as outcomes, as indicated in the column titles (similar results for desk audits are again found in Table
E.1). We consider the log of the ratio of uncovered evasion over the different audit cost measures
used in Panel Al: the number of inspectors working on a case (column 5), the audit length in num-
ber of days from the survey data (6), the number of days from opening to closing a case from the
administrative data (7), and the self-reported number of days the inspectors worked on the case (8).
In all estimations, the association between algorithm selection and audit productivity is negative. The

coefficient on algorithm selection is statistically significant when using the number of inspectors as a

24For full audits, the outcome is only reported for 51 cases, and it is unclear whether inspectors were referring to their
own time investment or to that of the full team.

23The results in Table 5 are almost unchanged when we control for turnover.

2By Senegalese law, an audit can investigate tax declarations up to four years prior to the audit start date.

?Table E.6 shows that there are no statistically significant differences between algorithm and inspector-selected audits
on a range of other outcomes that capture the severity of the detected infractions.
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cost measure or the number of days from the administrative data. Together, these results imply that,
although algorithm audits use fewer resources, the difference in evasion is larger than the difference in
audit cost, leading to lower productivity for algorithm audits. Panel B2 again examines the availabil-
ity of the outcome measures across audit selection methods, finding only one small and marginally

significant difference in column (7).

The averages captured by the regression coefficients in Table 5, Panel B1, mask substantial hetero-
geneity across cases. Figure E.3 shows distributions of the three main audit productivity measures, for
algorithm-selected cases and for inspector-selected cases. The productivity distribution for inspector-
selected cases is shifted slightly to the right for all measures. For our preferred measure of productivity
— the evasion amount divided by the number of agents working on a case — the two distributions are
also statistically significantly different as per the Kolmogorov-Smirnov test statistic, consistent with
the results in Table 5. Yet there is substantial overlap between the two distributions, suggesting that
many algorithm-selected cases have higher productivity than the marginal inspector-selected case.
This rationalizes the fact that implementation of the inspector-selected set of audits is incomplete and

some algorithm audits are implemented.

Audit productivity is positively correlated with firm size, consistent with the preference given to larger

firms in audit selection and execution (Figure E.4).

5.3 Taxpayers’ Perceptions

An alternative measure of inspectors’ effort and performance comes from the taxpayer’s point of view.
We surveyed around 600 firms that had been selected for audits, and asked them about their percep-
tions of interactions with the tax authority. The objective was to consider the taxpayer’s perspective
of the auditing process, in terms of efficiency and incidence of corruption, as well as their beliefs

concerning what behaviors might trigger an audit and the capabilities of the tax administration.

We construct two indices to capture respectively the perceived efficiency of audits and the perceived
incidence of corruption of audits. Each index is built by combining three questions following the
procedure in Anderson (2008). To measure efficiency, we combine the questions on taxpayers’ as-
sessment of the auditor’s (i) technical knowledge, (ii) efficiency during the audit, (iii) capacity to
uncover all evaded taxes. For corruption, we combine the questions on the perception of (i) the audi-
tor’s dishonesty during the audit, (ii) the frequency of bribes paid to inspectors among firms similar

to the respondent’s, (iii) a preferential treatment for firms connected with the tax administration.

Obtaining information on the incidence of corruption is challenging (Sequeira, 2012). Yet, taxpayers
report that bribes are paid in 16% of audits (64% response rate), and 27% of respondents think that
connected firms receive preferential treatment (89% response rate). Inspectors obtain an average score

of 6.4/10 on honesty, lower than their knowledge score of 7.3/10, but equal to their efficiency score.
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Table 6 shows the regression results for the taxpayers’ responses, conditional on the selection method
that led to their audit. Panel A uses the sample of all interviewed firms that were also in the audit
selection and reported a recent audit, while Panel B conditions on firms that were audited as per our
audit reports.”® Columns (1) to (3) show results of taxpayers’ evaluation concerning the efficiency of
the audit. For full audits (column 1) firms selected by the algorithm report a significantly lower audit
efficiency score, compared to firms selected by inspectors. The magnitude is large: the efficiency
index score is 0.38 standard deviation lower for algorithm selected cases. The coefficient is less
negative when we condition on firms that were actually audited as part of the program, and no longer
significant (Panel B). Firms selected by both inspectors and the algorithm reported higher evaluation
grades of inspectors. The lower efficiency of audits does not apply to desk audits, maybe due to the

more limited interactions (column 2).

Columns (4) to (6) display the association between audit selection and the perceived incidence of
corruption. We do not find evidence of differential corruption perception across selection methods
(Column 4). For full audits, we can reject that the algorithm improved corruption incidence perception
by more than 0.2 standard deviations, both for firms reporting an audit and for firms receiving an audit

based on the administrative data.

The taxpayer survey results are consistent with the notion that inspectors were less invested in algo-
rithm cases. Given that the questions asked about interactions in “full audits”, it is not surprising that
the coefficients among firms selected for desk audits are mostly small and statistically insignificant.?

Yet, they do not lend support to algorithmic selected cases facing a different incidence of corruption.

5.4 Could Compliance Spillovers Justify the Algorithm Selection?

To maximize revenue collection, the tax administration might take into account two main effects of
audits: their amount of tax evasion detected and their deterrence effect due to firms fearing an audit
(i.e. compliance spillovers). The former improves ex-post compliance for the audited firm, while the
later improves ex-ante compliance of all firms which perceive a higher audit threat. Yet, perceived
audit probabilities are notoriously difficult to measure (Bergolo et al. (2023)). In simulations in XXX,
we try to answer a simpler question: how large would the deterrence effect need to be for the risk-

score selection to improve revenue collection compared to the inspector selection?
We focus on a specific dimension firm size and make a few hypothesis XXX

First, with a homogeneous deterrence elasticity by firm-size, auditing larger firms is always preferred,

Z8Firms that were actually audited as per the administrative audit data account for about a half of firms reporting having
been audited. This could mean either that firms perceive routine interactions with the tax administration as audits, or that
the administrative data is incomplete, maybe because inspectors break protocol and fail to report cases with no infraction.

2For the same reason, it is difficult to explain the significant negative coefficient found for corruption among conducted
desk audit cases selected by the algorithm (Panel B, Column 5).
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given the very high concentration of tax revenue at the top of the firm-size distribution: XX% of taxes

are.

Thus, the inspector selection should also be preferred based on deterrence grounds over the risk-
score selection. Second, with a size-dependent deterrence elasticity (smaller firms reacting more
to audit threats than larger firms), there is a range of parameters for which the algorithm selection
schedule improves the ex-ante revenue collection. We try to empirically estimate if these parameters
are plausible by doing XX and YY. In our main estimation the deterrence effects from the algorithm

selection remains preferable to that of the inspector selected.

Thus, it seems that ex-ante deterrence effects of audits might be another reason for inspectors to
prefer the discretionary selection over the algorithm. We note, however, the large uncertainty around

plausible deterrence effects size, and that our experiment was not geared to measure these effects.

6 Mechanisms

The previous sections show that algorithm-selected audits were less likely to be implemented, and,
when implemented, detected lower evasion. At the same time, algorithm-selected audits consumed
less human resources, took less time, and their results were less often disputed by taxpayers. We now
examine the reasons for why algorithm-selected cases display a lower execution rate. We hypothesize
that inspectors are strategic in their choice of cases to implement, prioritizing cases that they expect,

based on the firms’ characteristics they observe, to yield a high amount of evasion.

First, we show that the risk score is predictive of tax evasion, thus ruling out that inspectors would
not want to use it due to its low performance. Second, we show that providing additional information
(risk flags and micro data) for algorithm audits does not raise their execution rates, suggesting that
inspectors’ hesitance to implement algorithm cases is not due to a lack of information. Third, we
predict execution based on observable characteristics: only a third of the execution gap between
algorithm and inspector-selected audits can be explained by firms’ characteristics as observed by the
econometrician. Instead, we show in the final subsection that inspectors use different criteria when
deciding whether to implement an inspector-selected audit versus an algorithm-selected audit, but
are highly strategic: for both case types, the execution rate is strongly increasing in the predicted
detectable evasion. We conclude that algorithm-selected cases are executed at lower rates because

inspectors consider that they have a lower average expected returns than inspector-selected cases.

6.1 The Risk Score Predicts Audit Performance

A necessary though not sufficient condition for inspectors to conduct algorithm-selected audits is that

the risk score predicts audit outcomes, i.e. the detection of evasion, the evasion amount or evasion
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rate. To test whether this is the case, Table 7 reruns our main estimation (Table 4, column 1), adding
the risk score as an additional regressor. We allow the association between the risk score and audit
outcomes to differ between inspector-selected and algorithm-selected cases, as by construction the
variation in risk scores is high for inspector-selected cases, but limited for algorithm-selected cases,
which all have a high risk score. We find that inspector-selected cases with a higher risk score are
more likely to be audited (column 1), and are slightly but not statistically significantly more likely to
yield a detection of evasion (columns 3 and 4), and that they exhibit a much higher recovered evasion
amount (columns 5 and 6). For both full and desk audits, a one standard deviation increase in the
risk score is associated with 38% more tax evasion detected. For algorithm-selected cases, there is no
detectable association between the risk score and audit outcomes. This is not surprising given that all

cases have high risk scores by construction in this sample and there is thus limited variation.

The results for inspector-selected cases, especially the association with evasion amounts, could be
driven by the weighting of risk scores with turnover, which mechanically increases the risk score for
larger firms. However, the results are almost unchanged when we control for baseline turnover (Table

F.1) or use the unweighted risk score as the regressor (Table F.2).%

6.2 Providing Information does not Increase Audit Performance

Another factor that may determine whether or not inspectors implement an audit is the information
they have about the case. Inspectors may have better information about the cases they selected them-
selves. They may have limited information about the compliance risks among algorithm-selected
cases, and hence struggle to start and implement algorithm-selected audits. To test this hypothesis,
we conducted a randomized information treatment among desk audit cases. For about a third of cases,
inspectors were provided with the risk flags from the algorithm. For another third of cases, inspec-
tors were provided with both the risk flags and with a user-friendly spreadsheet containing the full
information available from the firms’ tax declarations and third-party data. For the remaining cases,

inspectors were not provided with any additional information by the research team.*!

To test the effect of the information treatment, we add an indicator variable for the treatment to our
main regression specification (Equation 1). We also add an interaction between the information treat-
ment and the algorithm selection dummy, to consider the possibility that the additional information is
more valuable for algorithm cases, which inspectors are less familiar with. Table F.4 shows that the
information treatment did not affect the probability of starting a case, nor subsequent audit outcomes.

Columns 1-3 bundle the two treatments into one treatment indicator, while columns 4-6 show the

30Table F.3 shows that the association between individual risk score components and audit outcomes largely have
the expected sign, but given the small number of observations and noise in the data, we cannot detect with statistical
confidence which components of the risk score are most predictive of audit outcomes.

31Table C.9 shows that taxpayer characteristics were balanced across treatment groups. For full audits, inspectors were
provided with the risk flags for all algorithm-selected cases.
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effects of the two sub-treatments “risk indicators only” and “risk indicators and data spreadsheet”.
Columns 1-3 show that the negative association of algorithm selection with the main audit outcomes
remains significant, whereas the interaction with the information treatment has a small and statis-
tically insignificant coefficient. Columns 4, 5, and 6 show that neither of the treatments had any
statistically or economically meaningful effect on audit outcomes. This is true for both algorithm
and inspector-selected cases.> We conclude that a lack of information about algorithm-selected cases

does not contribute to explaining low execution rates among these cases.

6.3 Observable Characteristics do not Explain the Execution Gap

We now examine whether the observable characteristics of firms selected by the algorithm help ex-
plain why these taxpayers were less likely to be audited. First, we rerun our main analysis of the
association between algorithm selection and audit execution rates (Table 4, column 1) after adding
firm characteristics as regressors. We show the results in Table 8, Panel A. In the first column, we
reproduce our main result on audit execution as a benchmark: algorithm-selected audits are 18 per-
centage points less likely to be executed. In column 2, we control for firm size (log turnover), which
reduces the execution gap between algorithm and inspector-selected cases, but the gap still remains
highly statistically significant and large at 13 percentage points.* In columns 3-5, we add the profit
rate, firm productivity and other firm characteristics, including the distance to the tax office in travel
time (as per google maps, weekday average), and the Euclidian distance to the tax office in meters
as additional regressors. Adding these regressors does not substantially reduce the remaining audit

execution gap, nor does it increase the R2 of the estimation.*

While the results suggest that a simple OLS model cannot rationalize the execution gap based on ob-
servable characteristics, it is possible that there are non-linearities and interactions in the association
between firm characteristics and audit execution. We hence turn to more flexible prediction models.
As average execution rates vary substantially across tax offices and years, we first demean both the
execution rate and all potential predictors by the list-level average, where a list is a tax office x year.
This allows us to use data from all tax offices but focus on the role of firm characteristics in pre-
dicting within-office variation in execution rates. As predictors of execution, we consider three lags
of turnover, productivity (turnover/wage bill), the profit rate, firm age and distance to the tax office.
We estimate (train) a model to predict audit execution in the sample of inspector-selected cases us-

ing three different approaches: a flexible OLS, a double-lasso and a random forest (Breiman, 2001).

32The null result also holds in a simplified estimation where we only add the information treatment dummy to Equation
1, without interacting it with the mode of audit selection.

33Similarly, when we use only firms’ turnover ranking to predict execution, the simulated choice of case to execute is
still far from the realized execution choice, as shown in Table F.6.

34Panels B and C in Table 8 show similar results when the outcome variable is the detection of evasion conditional on
audit execution (Panel B) or the evasion amount (Panel C). In both cases, the association between algorithm selection and
the audit outcome changes little when we add firm characteristics as controls in the estimation.
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When using the OLS or double-lasso approach, we discretize all predictors into deciles to allow for

non-linearity.

Concretely, we estimate (train) the following model on inspector-selected cases:
Jie = BX; + € (2)

where v,y = y;y — y¢ and ¢ indicates a tax office by year list.

The results are shown in Figure F.1, for full audits in Panel A and for desk audits in Panel B. Focusing
on the left part of the panel, the black solid line marks the realized execution rate for inspector-
selected cases, compared to the tax-office-year mean. The black markers show the average of the
prediction using different models, and the box plot illustrates the range of these predictions, when
using 100 randomly selected 70% subsamples to re-estimate the model. All estimates within the p5
to p95 range suggest that the execution rate among inspector-selected cases is significantly higher
than the office-year mean, and the p5-p95 range is tightly centered around the realized execution
rate. This shows that the models perform well when predicting audit execution out-of-sample among
the inspector-selected cases. The mean squared prediction errors printed below each box plot also
suggest that, at the individual level, the random forest yields more accurate predictions than the OLS

and Lasso, consistent with the fact that it allows for interactions among the predictors.

However, when we use the same models (trained on the sample of inspector-selected cases) to predict
execution in the sample of algorithm-selected cases, we cannot match the realization. The right part
of Panel A shows that predicted execution rates (grey markers) are far higher than realized execution
rates (grey solid line). The predicted execution rates are similar to those for the inspector-selected
cases, and around 18 percentage points higher than the realized execution rates for algorithm-selected
cases. While turnover is an important predictor of execution, and would suggest lower execution
rates for algorithm-selected firms which are smaller on average than inspector-selected firms, other

firm characteristics work in the opposite direction.®

Hence, even a flexible modeling approach based on observable characteristics cannot help explain the
audit execution gap between inspector and algorithm-selected cases. Instead, the evidence suggests
that inspectors use different (mental) models when deciding whether to audit inspector-selected cases
versus algorithm-selected cases. To see this more directly, consider the importance score attached to
different predictors in the random forest model. When running the model on inspector-selected cases,

the five most important predictors for execution are lagged log turnover, followed by log distance in

35We have also reversed the exercise and used the algorithm sample to train the model, applying it then to the sample
of inspector-selected cases. In this case, the predicted execution rates in the sample of inspector-selected audits are
similar to the realized execution rate for algorithm-selected audits and much lower than the realized execution rate for
inspector-selected audits.
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meters (93% relative importance), lagged profit rate (93%), firm age (89%) and lagged productivity
(86%). In contrast, when estimating the same model on algorithm-selected cases, log distance in
meters ranks first among the predictors, followed by lagged log turnover (with only 86% relative

importance), lagged productivity (84%), duration of a trip in minutes (84%) and firm age (81%).%°

6.4 Inspectors’ Audit Execution Decisions are Strategic

Finally, we test the hypothesis that inspectors are strategic and maximize detectable evasion when
deciding which audits to implement. To do this, we train a random forest model to predict the amount
of detected evasion, in the sample of all cases that were audited. In addition to the predictors dis-
cussed in the previous section, we include a dummy indicating whether the case was selected by the
algorithm. This means that we allow for observable characteristics to map into detectable evasion in

different ways for algorithm-selected and inspector-selected cases.

We then use the model to predict the hypothetically detectable evasion amount for cases that inspec-
tors chose not to audit. Figure 4, Panel A, plots the results for full audits. For cases that were audited,
the distribution of the predicted and realized evasion amounts are very similar, suggesting that the
model yields reasonable predictions. (We assess the quality of the prediction in more detail in the
next section.) The distribution of the expected detectable evasion for non-audited cases, however, is
shifted leftwards, indicating that these cases have lower potential on average.®’ The figure also shows
that the realized execution rate is clearly upward-sloping in predicted evasion amounts. Panel B shows
that the level and slope of the realized execution rate in predicted evasion is very similar for algorithm
and inspector-selected cases. Hence, conditional on the amount of predicted evasion, inspectors do
not prioritize inspector-selected cases. The higher implementation rate of inspector-selected cases is
due to the fact that the distribution of detectable evasion is shifted out compared to the distribution

for algorithm-selected cases.

We conclude that, regardless of the mental model that inspectors apply to decide on audit execution
(which is different for inspector and algorithm cases), inspectors are strategic in their choice of audits
to implement, prioritizing cases based on expected detectable evasion. The results also imply that,
although the risk score has some power to predict audit outcomes as we showed in Section 6.1, the

inspectors are on average better than the risk-score in identifying high-evasion cases.

3Table F.5 shows the point estimates on the predictors in a linear prediction model, similarly evidencing the fact that
the size and size-ranking of point estimates are different for inspector-selected cases and algorithm-selected cases. Table
F.6 shows that an execution strategy that simply relies on ranking firms by turnover also yields a better match with the
realized execution pattern.

37The same holds also when considering inspector-selected audits and algorithm-selected audits separately (Figure F.2).
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7 Performance of an Alternative Machine-Learning Algorithm

The analysis has shown that our risk-scoring algorithm cannot outperform inspectors’ case selection.
An open question is whether a better algorithm, trained on audit outcome data to predict detectable
evasion, could have improved audit performance. To answer this question, we lift the two constraints
faced at the onset of the project: that the mechanism for audit selection needed to be transparent and
simple, which led us to focus on a set of risk flags, and that audit outcome data was not available for

training purposes.

We now leverage our random forest prediction of evasion and simulate the revenue potential of au-
dits selected according to this machine-learning algorithm. Concretely, we take the following steps.
First, we train our two-stage random forest to predict evasion on the sample of implemented audits,
with higher weights for cases in the top quartile of the evasion distribution. These weights allow us
to match aggregate revenue (detected evasion and fines) more accurately than an unweighted predic-
tion.*® Second, we apply the resulting model to predict detectable evasion for all firms in the annual
audit programs, i.e. those that could have potentially faced an audit. Third, we calculate predicted
aggregate revenue from several case execution scenarios, holding the total number of audits per tax

office constant.

Table 9 presents the results for our preferred simulations. Panel A, column 1 shows the realized
aggregate revenue from full audits, across all tax offices in our study, for 2018-2020. Column 2
shows the predicted aggregate revenue from the same audit program. This means that we sum up
the predicted revenue from all audit cases that were in reality implemented, using the prediction of
our random forest model. The prediction is close to but still slightly below the realized aggregate
revenue. We hence compare the results of our simulations to the predicted revenue in column 2.
Column 3 shows the potential revenue gain from simulation 1, in which we re-optimize across all
cases that were selected for the annual audit program, either by inspectors or by the risk-scoring
algorithm. Concretely, we rank program cases based on their predicted evasion within each tax office
and select the top-ranked N cases, where N is the realized number of audits. Aggregate revenue is
predicted to increase by only about 18%. Note that this is likely an overly optimistic estimate, as it
could be achieved only if inspectors fully adhered to the proposed case selection. The experience of

our intervention, however, suggests that this is unlikely.*

38 Alternative ways of specifying the weights do not achieve as close a match between the realized and predicted
aggregate revenue. After setting the weights, we tune a set of hyperparameters (node size, number of features in split,
number of trees) using semi-structured grid search, and choose the parameters that maximize the out-of-sample RMSE,
which are also those that minimize the out-of-sample R2 (5, 7, 300). Table G.2 and Figure G.1 document the performance
of our prediction models.

¥'We do not conduct the optimization exercise across all firms, as it would require us to predict evasion for the popula-
tion of all firms, which is very different in characteristics from the audit program sample. In addition, data missing would
be a bigger problem in the population, and we would not be able to use the selection year as a predictor for evasion.
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Panel B shows that the revenue gains in both simulation scenarios are higher for desk audits than for
full audits. This is consistent with inspectors investing less in desk audit selection and selecting part
of their cases at random. For the risk-score algorithm, too, desk audit selection might be further away
from the optimum. This is because firms with the highest risk score are selected for full audits; firms
with medium risk-scores would be selected for desk audits. Firms with relatively lower risk scores
are likely a mix of firms that are truly less risky and firms with poor or missing data. Table G.1 shows
the results by tax office. Consistent with the fact that the lowest skilled inspectors work in the small

taxpayer offices, the revenue gains from optimization are highest in these offices (panel D).

While the revenue gains from optimizing with a machine-learning algorithm are not negligible, they
are far smaller in our context than in most other machine learning applications (see Table A.1). Our
limited optimization gains are consistent both with the inspectors’ skills and incentives and with the
challenges to building a machine-learning algorithm in our context. Inspectors are highly trained
and experienced civil servants, and receive strong financial incentives to maximize detected evasion.
The algorithm, however, has to be trained on just a few hundred audit cases per year, while the list
of potential predictors includes over a hundred variables from the tax returns and third-party data.*’
This is contrary to an ideal machine-learning application, which would rely on a large training dataset

with a limited number of predictors (Athey and Imbens, 2019).

In addition, Senegal’s newly digitized tax data still faces quality issues, such as missing identifiers or
missing firm names, which prevent matching across datasets (or lead to erroneous matches). Some
data sources, such as the contract registry as well as business-to-business payment and withhold-
ing records were digitized only after our intervention. Czajka (2023) has shown the usefulness of
these data for enforcement purposes. It is hence possible that the inclusion of these data could have

strengthened the algorithm.

8 Conclusion

This paper studied whether an algorithm run on newly digitized micro data improves tax audit out-
comes in a developing country context. We find that it is difficult to build a simple and transparent
algorithm able to outperform tax inspectors in selecting firms with the highest amounts of evasion.
Inspectors prefer to conduct the audits they select themselves, rather than those selected by a risk-
scoring algorithm, and inspector-selected audits perform better on most dimensions. We rule out a
number of pre-specified explanations for inspectors’ differential execution decisions, and show that
inspectors behave strategically, prioritizing audits of firms with higher amounts of predicted evasion.
Ultimately, even an ex-post optimized algorithm trained on outcome data might only have increased

aggregate evasion detection moderately, compared to the set of cases the inspectors chose to audit.

40As the list of potential predictors is very large compared to the size of the training dataset, we manually selected
predictors from the list for our random forest. Figure G.2 shows the importance ranking of predictors.
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Our findings contrast with a growing literature that demonstrates a large potential for machine-
learning algorithms to improve upon or replace the work of humans. Our analysis points to the
importance of contextual features in shaping the potential for machine-learning-based enhancement.
The corporate tax audits we study are complex and multi-dimensional tasks that require knowledge
of law, accounting, data science, and context-specific information. The agents whose performance we
attempted to enhance are elite civil servants, highly trained and strongly incentivized to perform. The
high performance of tax inspectors in Senegal is consistent also with evidence from other contexts
on the powerful role of tax administration (Basri et al., 2021). On the other hand, the data which
our algorithm is fed with face quality limitations, as is the case for most administrative datasets in
lower-income countries. In addition, even in a relatively sizable country such as Senegal and working
at scale, audit outcome data would have to be collected over an extended period to build a sufficiently

large training dataset, especially when considering the large number of potential predictors of evasion.

Although our findings cannot directly quantify the value of improved data quality, they nonetheless
suggest that data infrastructure investments can broaden the applicability of modern machine learning
techniques for public policy design in lower-income countries. Our results also highlight the benefits
of bureaucrat discretion and autonomy. In other contexts, agent discretion has limited the perfor-
mance of algorithms, as agents may pursue different objectives than the algorithm (Kim et al., 2024;
Stevenson and Doleac, 2024). In our setting however, agent discretion has likely limited the damage

caused by an under-performing risk-scoring algorithm.

The fact that overlap cases, selected by both inspectors and the risk-scoring algorithm, generally
performed better than the average inspector-selected case suggests that there is valuable information
in the intersection of inspector and algorithm selection. How to best combine bureaucrat skills and the
analysis of available data is an important question for future research. In addition, given the demand
for algorithms and the hopes placed in them, more work is needed to understand for which tasks and

in which settings algorithms can enhance the performance of organizations.
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Tables

Table 1: Number of Firms by Data Source (Digitized Data)

2014 2015 2016 2017 2018 2019 2020
CIT 5136 5969 6218 6594 6720 7233 6817
VAT 11181 11901 12699 13352 13969 14213 13538
A Self reported PAYE 7061 7518 7870 8513 8782 9005 8621
CGU 1581 1827 2026 2203 2650 2671 2801
TAF 86 105 112 122 121 111 118
Imports 8963 12427 13068 11859 13551 13677 10591
B Third party Exports 1398 1724 1881 1824 1697 1659 1538
Procurement 809 735 1380 1340 1903 1897 1684
VAT annexes 6 9 21 805 3606 3209 NA
C Audits data Digitized NA NA 1 3294 2753 2946 3714
Self-reported (Excel) NA NA NA 102 561 664 51

Notes: This table shows the number of unique taxpayers (firms) by year of available data in digital format, in the
main datasets used to construct the risk scoring algorithm and analyze its performance. The available data covers
the years 2014 to 2020, and the experiment was conducted in the years 2018, 2019, and 2020. The self-reported
data (A) include the self-assessment declarations for the Corporate Income Tax (CIT), Value-Added Tax (VAT), Pay-
As-You-Earn withheld personal income tax (PAYE), the simplified Senegalese tax for small enterprises called CGU,
and the Senegalese tax for financial services enterprises called TAF. The third-party datasets (B) include transactions
data from customs (imports and exports), procurement records, and VAT annexes. The audit data (C) come from a)
an effort to digitize audit reports from 2017 onwards, covering all audits conducted under our intervention, and b)
an excel spreadsheet which the research team requested tax inspectors to fill out to report audit outcomes and audit

process information. This table is discussed in Section 2.3.

Table 2: Number of Audit Cases by Selection Method and Tax Office (2018-2020)

Full Audits Desk Audits
Tax Office Inspectors  Algorithm Total | Inspectors Algorithm Random Total
Large Taxpayer Unit 265 131 396 320 157 60 4717
Medium Taxpayer Unit 155 153 308 320 290 135 610
Liberal Professions 46 50 96 235 222 85 457
SME(Regional) 71 73 144 422 401 84 823
Total 537 407 944 1297 1070 364 2367

Notes: Number of selected cases by tax office, audit type, and selection method. The sum of the rows is larger than
the total because there are overlapping cases between algorithm and discretion. Random cases and replacement cases

are exclusive to desk audits. This table is discussed in Section 2.3.
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Table 3: Firm Characteristics of Algorithm vs Discretionary Selection

A: Characteristics of Inspector-Selected Cases Relative to the Full Population of Firms

Data Source: Tax Declarations Admin. Audit Data Taxpayer Survey
ey 2 3) “ &) (6) (N ®) €))
log(Turnover) log(Payroll) Profit Rate P(Trade) Duration Trip Firm Age Employees % Sales in Cash Audit Frequency
Inspectors’ Selection 3.30%** 1.35%*%* 0.01 0.17%%% -0.00 0.97* -5.22 -6.46 -0.02
0.87) (0.28) (0.01) (0.02) (0.05) (0.44) (6.40) (6.27) (0.20)
N 22576 7433 5925 61238 60608 51992 696 702 640
R2 0.23 0.13 0.05 0.02 0.06 0.10 0.09 0.03 0.03
Mean outcome 10.82 14.81 -0.15 0.41 1.95 591 31.24 50.32 2.77

B: Comparison of Inspector versus Algorithm Selected Cases

&) 2 3 “ ®) Q) @) ®) ®
Algorithm -1.78%#%%* -1.67#%* -0.07%* 0.05% 0.13 0.17%*%  15.97 12.31%%* -0.05
0.42) 0.41) (0.03) (0.03) (0.09) (0.06) (18.28) (5.00) (0.25)

Inspectors x Overlap 0.04 1.02%% 0.00 0.06 0.35 0.09 -98.48 9.95 0.37
(1.07) (0.48) (0.04) (0.08) (0.23) (0.19) (60.08) (22.06) 0.77)

N 1186 1021 906 1323 1300 1323 268 277 268
R2 0.12 0.12 0.09 0.14 0.06 0.06 0.28 0.13 0.11
Mean outcome 18.39 16.51 -0.02 0.51 2.05 2.13 44.72 45.70 2.79

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table shows the OLS regression coefficients of how inspector selected firms characteristics of the firms
depending on the selection methods for full audits (Table C.10 shows the same exercise for desk audits). A compares the characteristics of firms selected for full
audits by inspectors, to the general population of firms, pulling the 2018-2020 audit selection years. B compares the characteristics of firms selected by the algorithm
relative to those that were selected by the inspectors (all selected full audit cases 2018-2020). In A, columns 1-6, the regressions show the difference in the firms’
characteristics using a dummy variable that indicates that the firm was selected for full audits by inspectors, at some point during the years 2018-2020. The sample is
the entire set of firms with tax declarations in Senegal. The regressions control for fixed effects at the tax office level. Robust standard errors are shown in parentheses
(Huber-White formula). Data on the characteristics of the firms stem from three sources. From the tax declarations, we use the log of the yearly declared turnover,
the log of the yearly declared payroll, the profit rate, and the probability that the firm has exports or imports. We use the value for the year before the firm was
selected for audit. We use data from the firm registry on the firm’s age and the distance between its location and DGID, in minutes of travel time (computed using
GoogleMaps for a Monday at 3 PM). Finally, we use the taxpayer survey to compute the (self-reported) number of full-time employees, the share of total sales done
in cash, and the perceived yearly frequency of full audits. This table is discussed in Section 3.5.
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Table 4: Algorithm Selection and Audit Outcomes

P(Execution) P(Detection | Execution) log(Evasion) | Detection
(H 2 (3) € (%) (6) (N 3 )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits
Algorithm -0.18%:** -0.05°%3* -0.04%* 0.04 -0.05%* -0.04 -0.64%** -0.25%* -0.16
(0.03) (0.02) (0.02) (0.03) (0.03) (0.03) (0.18) (0.13) (0.14)
[-0.04 *,0.06**] [-0.07**,-0.03] | [-0.78*** -0.46%**] [-0.36*** -0.07]
Inspectors x Overlap 0.16%* 0.05 0.04 0.08%* -0.07 -0.08 0.29 -0.58* -0.40
0.07) (0.04) (0.04) (0.05) (0.05) (0.05) (0.46) (0.31) 0.37)
Algorithm x Random -0.00 -0.00 0.00 0.01 -0.22 -0.21
(0.03) (0.03) (0.04) (0.04) (0.18) (0.19)
Tax center x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes No No Yes
N 944 2731 2731 507 1016 997 453 751 732
R2 0.26 0.23 0.32 0.15 0.32 0.43 0.31 0.29 0.43
Mean outcome 0.53 0.37 0.37 0.89 0.73 0.73 19.29 17.74 17.71

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of a regression of the main audit outcomes on the selection method of the case, for full and desk
audits separately. Specifications for full audits control for tax office x year fixed effects, which corresponds to the selection list for full audits. For desk audits,
we show specifications with tax office x year fixed effects, and inspector x year fixed effects, the latter corresponding to the list for desk audits. The first outcome
(Columns 1 to 3) is the probability that the case on the list was actually executed by the inspectors. The second outcome (Columns 4 to 6) is the probability that the
audit resulted in a penalty (initial or final notice), conditional on the case being conducted. The third outcome (Columns 7 to 9) is the log amount of the evasion plus
penalties uncovered, conditional on the case ending in positive penalty. The evasion amount is obtained from the final notice, which we complement with the initial
notice when the final notice is not available. The sample includes all cases selected in the 2018, 2019, and 2020 audit programs. The data includes the selection
and audits of the Large Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals, and the regional SME units of Dakar Plateau, Grand Dakar, Pikine
Guediawaye, and Ngor Almadies. Robust standard errors (Huber-White) are shown in parentheses, and inspector x year levels when inspector fixed effects are
included. Lee bounds are shown in brackets for the coefficient on the algorithm-selection dummy, computed based on the attrition between algorithm and inspector
cases for variables after audit execution. Table D.1 shows intent-to-treat effects, Table D.3 shows robustness to controlling for audit slot fixed effects, and Table D.4
shows the results when using the evasion rate (instead of the evasion amount) as the outcome. Figure E.1 shows the distribution of audit list (=inspector x year) fixed
effects for columns 3, 6 and 9. This table is discussed in Section 4.1.
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Table 5: Resources Allocated to Audits and Audit Productivity, Full Audits

A1l: Resource Outcomes B1: Productivity Outcomes
Number of Agents  Duration in Days  Days from Start to Conf. Days Working on Case | Evasion/ Number of ~Evasion/Duration Evasions/Duration Evasion/Days Working
(Taxpayer Survey) (Admin. Data) (Self-Reported) Agents (Taxpayer Survey) (Admin. Data) (Self-Reported)
€)) 2) 3) 4 ) (6) )] )
Algorithm <022 -8.66%* -24.92°% -7.23 -0.54 %% -0.13 -0.55%%* -0.40
(0.08) (3.72) (14.03) (30.22) (0.18) (0.40) 0.27) (0.60)
Inspectors x Overlap 0.02 -26.52 -41.44 0.31 1.00 0.17
(0.16) (22.04) (26.11) (0.44) 2.21) (0.58)
N 507 214 281 51 453 95 251 39
R2 0.23 0.25 0.29 0.26 0.31 0.21 0.22 0.26
Mean outcome 2.87 28.16 159.09 188.03 18.22 15.95 15.04 13.61
A2: Data Availability for Resource Outcomes B2: Data Availability for Productivity Outcomes
€9) 2 3) (€] Q) (6) ) 3)
Algorithm -0.01 0.01 -0.04 0.04 -0.00 -0.06* -0.03
(0.04) (0.01) (0.02) (0.03) (0.03) (0.04) (0.02)
Inspectors x Overlap -0.03 -0.02 -0.01 0.08%* -0.01 0.07 0.01
(0.06) (0.04) (0.04) (0.05) (0.06) (0.07) (0.03)
N 507 507 507 507 507 507 507
R2 0.21 0.96 0.49 0.15 0.22 0.47 0.43
Mean outcome 1.00 0.21 0.55 0.10 0.89 0.19 0.49 0.08

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of regressions of outcomes on the selection method of the case and tax office x year fixed effects.
The sample includes all full audit cases selected and conducted from the 2018, 2019, and 2020 audit programs, for which we had data on the outcome variables. A
shows the results for the resource and productivity outcomes, and B shows the results of regressions where data availability dummies are the outcomes. Column 1
shows the results for the number of agents involved in the audit, which is obtained from the audit records. Column 2 shows the results for audit duration as reported
by taxpayers in the taxpayer survey. The survey asked them about their last full audit experience. Column 3 uses the difference between the date of initial notice and
the date of the start of the audit (either verification announcement or information request or start date of audit) as a proxy for the duration of the audit. This measure
is available only for cases that had an initial notice. We drop negative values, trim the data at the 99th percentile, and control for dummies indicating availability of
date of initial notice and final notice. These controls are helpful because the definition of “start date” may vary depending on the availability of information. Column
4 measures the duration of the audit using the self-reported number of days inspectors worked on a case, reported on a spreadsheet that inspectors needed to fill out
during the 2019 audit program. Columns 5-8 use as outcomes the log of the ratio of evasion over the different cost measures used in columns 1-4. We multiplied
the answer by the number of inspectors that worked in the case. Robust standard errors (Huber-White formula) are shown in parentheses. This table is discussed in
Sections 5.1 and 5.2. Table E.1 shows that same analysis for desk audits.



Table 6: Algorithm Selection, Perceived Audit Efficiency and Corruption

A: Surveyed Firms (Self-Reporting a Recent Audit)

Outcome: Efficiency Index Corruption Index
Full Audits Desk Audits All Audits ‘ Full Audits Desk Audits All Audits

(1) (2) 3) “4) ) (6)

Algorithm -0.42%%%* 0.01 -0.17 0.03 -0.06 -0.03
(0.16) (0.14) (0.11) (0.15) (0.14) (0.10)

Inspectors x Overlap 0.47%** 0.03 0.17 -0.56* -0.12 -0.17
(0.18) (0.26) 0.21) (0.29) (0.27) (0.20)

Algorithm x Random -0.08 -0.04 -0.08 -0.04
(0.19) (0.18) (0.18) (0.16)

N 197 272 469 198 271 469
R2 0.10 0.02 0.03 0.09 0.10 0.05
Mean outcome 0.00 0.00 0.00 -0.06 0.04 0.00

B: Only Audited Firms (as per Administrative Audit Data)

M 2 (€) “ ®) (6)

Algorithm -0.37 0.35 -0.03 0.25 -0.26 -0.02
(0.27) (0.23) 0.17) (0.25) (0.22) (0.17)

Inspectors x Overlap 0.25 0.42 -0.03 -0.30 -0.09 0.11
(0.24) (0.34) (0.29) (0.48) (0.33) (0.29)

Algorithm x Random 0.01 0.09 -0.03 -0.06
(0.27) (0.24) (0.26) (0.23)

N 86 120 209 86 122 211
R2 0.10 0.09 0.03 0.12 0.12 0.04
Mean outcome 0.00 -0.06 -0.03 -0.12 -0.04 -0.08

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results with fixed effects at the year and tax office level for
outcomes from the taxpayer survey. Given the lower number of observations in the survey, we do not run the desk
audit regression with year * inspector fixed effects, as is done with outcomes from the administrative data. Robust
standard errors are in parenthesis. The table shows the association between audit selection method and taxpayers’
perception of the efficiency of audits (columns 1-3), and of the incidence of corruption during audits (columns 4-6).
The sample of surveyed taxpayers is a subsample of the audit cases selected by the yearly audit programs between
2018 and 2020. A shows the results for all firms interviewed in the survey, conditional on them self-reporting an audit
in recent years. B is restricted to firms for which we can confirm that an audit part of the yearly audit program took
place, according to the administrative audit reports. The two outcomes are (1) an index of perceived efficiency of
audits, and (2) an index of perceived corruption of audits. Each measure is constructed by combining three questions
into a normalized index following Anderson (2008). To measure efficiency, we combine the questions on taxpayers’
assessment of the auditor’s (i) technical knowledge, (ii) efficiency during the audit, (iii) capacity to uncover all evaded
taxes. For corruption, we combine the questions on the perception of (i) the auditor’s dishonesty during the audit, (ii)
the frequency of bribes paid to inspectors (among firms similar to the respondent’s), (iii) the existence of a preferential
tax audit treatment for firms connected with the tax administration. The coefficients are measured in terms of standard
deviation of the respective indexes. Evidence that respondents’ likelihood of answering the questions is not associated
with the audit selection method is presented in Table E.7. This table and the survey questions the indices are based
on are discussed in Section 5.3.
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Table 7: Association of Risk Score with Audit Outcomes

P(Execution) P(Detection|Execution)  log(Evasion)|Detection
(1) (2) (3) 4) (5) (6)
Full audits Desk audits Full audits Desk audits Full audits Desk audits
Algorithm -0.30%** -0.07%%* -0.00 -0.08%* -1.08%*%* -0.32
(0.05) (0.03) (0.04) (0.04) (0.29) (0.21)
Risk score 0.05%** -0.00 0.00 0.00 0.38%** 0.38%**
(0.02) (0.02) (0.02) (0.02) (0.13) (0.13)
Alg. x Risk score -0.01 0.02 0.01 0.01 -0.32%* -0.4 ] %**
(0.02) (0.02) (0.02) (0.02) (0.15) (0.13)
N 944 2731 507 997 453 732
R2 0.27 0.32 0.15 0.43 0.32 0.44
Mean outcome 0.53 0.37 0.89 0.73 19.29 17.71

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table shows the correlation of the algorithm risk score with the three main audit outcomes: the probability of
starting the selected audit, the probability of detecting evasion among started cases, and the log of detected evasion amount plus fines. The risk score is a continuous
variable computed at within “clusters” of firms of similar economic activity and size. We standardize the risk score values at the cluster-year level, i.e., we subtract
the mean and divide by the cluster’s standard deviation. We do that because the risk score scale changed in the three iterations of the experiment. The coefficients
show how the risk score correlates with the outcomes for discretionary cases (non-interacted term) and for algorithm cases (interacted term). The results stem from
OLS regressions with fixed effects at the list level (year X tax office for full audits, and year x inspector for desk audits). Robust standard errors (Huber-White) are

shown in parentheses. This table is discussed in Section 6.1. Tables F.1 to F.3 show robustness tests for these results.



Table 8: Explaining the Execution Gap for Full Audits: The Role of Observable Characteristics

A: Outcome P(Execution)

&) 2 3 “) &)

Algorithm -0.183#%%(.131**4%0.130%**(0.126%*%(.124***
(0.030) (0.030) (0.030) (0.030) (0.030)

N 944 944 944 944 944

R2 0263 0336 0337 0341 0.344

Mean outcome 0.53 0.53 0.53 0.53 0.53

B: Outcome P(Detection|Execution)

&) 2) 3 “4) ®)

Algorithm 0.037 0.041 0.044 0.044 0.043
(0.029) (0.029) (0.029) (0.029) (0.029)

N 507 507 507 507 507

R2 0.151  0.159 0.165 0.165 0.172

Mean outcome 0.89 0.89 0.89 0.89 0.89

C: Outcome log(evasion) Detection

@ 2) 3) “4) ®)

Algorithm -0.636%*%(0,489%*%(),498***(),478**%() 483***
(0.184) (0.185) (0.185) (0.183) (0.185)

Turnover No Yes Yes Yes Yes
Profit rate No No Yes Yes Yes
Productivity No No No Yes Yes
Firm char. No No No No Yes

N 453 453 453 453 453

R2 0.311 0.367 0.385 0.404 0.406

Mean outcome  19.29 1929  19.29 1929  19.29

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of a regression of the main audit outcomes on the
selection method of the case for full audits. We show specifications for full audits controlling for tax office x year
fixed effects, which corresponds to the selection list for full audits. Each column progressively adds control variables
at the firm level: Column 1 has no controls, Column 2 controls for turnover (log), Column 3 controls in addition for
the profit rate (profit over turnover), Column 4 controls in addition for the firm productivity (turnover divided by the
wage bill), and Column 5 controls in addition for further firm characteristics. The first outcome (A) is the probability
that the case on the list was conducted by the inspectors. The second outcome (B) is the probability that an audit
results in a penalty (initial or final notice), conditional on the case being conducted. The third outcome (C) is the
log amount of the evasion plus penalties, conditional on the case ending in positive penalty. The evasion amount
is obtained from the final notice and complemented with the initial notice when the final notice is not available.
The sample includes all full audt cases selected in the 2018, 2019, and 2020 audit programs. The data includes the
selection and audits of the Large Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals, and the
regional SME units of Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor Almadies. Robust standard errors
(Huber-White) are shown in parentheses., and inspector x year levels when inspector fixed effects are included. This
table is discussed in Section 6.3.
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Table 9: Optimization Gains from Machine-Learning Algorithm Trained on Audit Outcome Data

A: Full Audits

(1) 2) 3) “4)
Realized Predicted A Revenue vs Predicted Overlap Between
Revenue Revenue w/ RF Selection Optimized and
Log(mean) Log(mean) Among Program Cases Realized Audit Program
21.25 21.17 + 17.76% 66%
B: Desk Audits
(1) (2) 3) 4)
Realized Predicted A Revenue vs Predicted Overlap Between
Revenue Revenue w/ RF Selection Optimized and
Log(mean) Log(mean) Among Program Cases Realized Audit Program
18.99 18.76 +33.3% 60%

Notes: This table shows the results from our optimization exercise in which we use the audit results from the realized
set of audits to train a machine-learning (random forest) algorithm to predict evasion. We optimize which audits
were conducted in 2018 and 2019. Column 1 shows the realized revenue (evasion and fines) from audits across all
tax offices. Column 2 shows the predicted revenue, based on the random forest model, for firms that experienced an
audit. Column 3 shows the revenue increase (in percent, compared to the predicted revenue in column 2) when using
the random forest for audit selection. Concretely, we use our estimated random forest to predict evasion for all cases
in the annual audit program list, then rank cases by predicted evasion within tax office and year, and pick the top
cases such that the number of audits by tax office and year is the same as the realized audit implementation. Column
4 shows the share of cases audited in the realized program that were also chosen to be audited under the optimized
program. This table is discussed in Section 7. Table G.1 shows the same results disaggregated by tax office.
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Figures

Figure 1: Tax Inspector Objectives and Practices in Audit Selection

A: Objectives in Audit Selection B: Trade-Off: Evasion Amount vs Rate
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Notes: This figure shows inspectors’ objectives, trade-offs and the information they use for audit selection. The data
is collected at baseline (December 2017-January 2018) from our survey of 97 tax inspectors actively involved in
conducting audits. Panel (a) shows the top two reported personal objectives of audits, from the following choice set:
diversity of audit types, maximize audit returns, maximize the evasion rate, conduct the largest number of audits, and
maximize the assessed penalties. Results are similar when reporting the top objective. Panel (b) shows the trade-off
inspectors make between aiming for larger audit returns, in absolute amounts, versus higher detected evasion rates.
This is based on a set of scenarios in which inspectors were provided with the choice of auditing one of two firms, one
large and one small, with different evasion amounts and hence different evasion rates. The figure plots the share of
inspectors who prefer to audit the larger of the two firms (y-axis), as a function of the degree of tax evasion differential
in amounts between the firms (x-axis). Each amount of tax evasion differential translates to a specific difference in
evasion rates. Each dot corresponds to a different scenario. In the first scenario (bottom left dot), auditing the large
firm is worse both for the expected evasion amount recovered (-10M FCFA) and for the evasion rate differential
(-30%); by the last question (top right dot) the expected evasion amount is much larger when auditing the large firm
(+22.5 M FCFA) and the evasion rate is equal across the large and small firm. Panel (c) shows the frequency of using
different data types for audit selection, classifying data into three categories: firms’ self-reports, third-party reported
data, and soft information which is hard to codify. This figure is discussed in Section 2.4.
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Figure 2: Algorithm Selection and Audit Outcomes: Robustness of Estimates Across Subsamples
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-1

tH HHH
P(execlution) P(detelzction) log(evlasion)
(left axis) (left axis) (right axis)
B: Desk Audits
S _:2

B EE IR LE RSP LARRE E

— Ue)
o B
< 4 o
I I I
P(execution) P(detection) log(evasion)

(left axis) (left axis) (right axis)

@ Baseline (SEs clustered by tax office, SEs robust)

A Equal number of inspector and algorithm cases (definition 1)

B Equal number of inspector and algorithm cases (definition 2)

+ Equal or lower number of algorithm cases

x  Excluding LTU

O Only 2019 selection

Notes: This figure shows the robustness of our results on the probability of execution, detection and evasion amounts
uncovered by the algorithm selection relative to the inspector selection, in different subsamples. A shows results for
full audits, and B shows results for desk audits. In each sub-panel, the first coefficient reproduces our main result
from Table 4, which we call the baseline. We show robust standard errors, as in our main analysis, and standard
errors clustered at the tax office x year level. The remaining coefficients use the same empirical specifications as
Table 4, employing tax office x year fixed effects for full audits and inspector x year fixed-effects for the desk
audits. We limited the sample in the following way: 2) lists that feature an equal number of inspector-selected
and algorithm-selected cases (as observed by the researchers), 3) lists that feature an equal number of inspector-
selected and algorithm-selected cases (as observed by the inspectors), 4) office-year observations where the number
of algorithm-selected cases is equal to or lower than the number of inspector-selected cases, 5) small and medium
taxpayer offices only (i.e. excluding the large taxpayer office), 6) audit lists only for the year 2019 (which we
consider as the cleanest execution year for the program). For the distinction between methods 1 and 2 for equalizing
the numbers of algorithm and inspector-selected cases, see footnote 21. Tables D.6 to D.11 show the details of all
these estimations with numbers of observations in table format. This figure is discussed in Section 4.4.
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Figure 3: Dispute of Audit Results
Distribution of Confirmed Amount/Notified Amount of Evasion

A: Full Audits
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Notes: This figure shows the distribution of the confirmed amount over the notified amount of evasion, for each
selection method and audit type. The share is calculated for audit cases were both a non-zero notified amount and a
non-missing confirmed amount are reported. This reduces the sample of cases we can consider, for full audits from
507 to 264, and for desk audits from 1,016 to 372. The share of confirmation to notification measures potentially
both the extent to which taxpayers bargain to lower the detected evasion and fines due and the quality of the initial
assessment on taxes due by the inspectors. This figure is discussed in Section 4.3.
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Figure 4: Predicted Evasion and Audit Execution, Full Audits

A: Predicted Evasion Amount and Realized Execution Rate, All Cases
100

75

Percentage (%)
[42]
o

25

10 15 20 25
Evasion (log FCFA)

— P(execution|predicted evasion) [ Predicted evasion, executed

B Predicted evasion, non-executed
B Detected evasion

B: Realized Execution Rate for Algorithm Cases and Inspector Cases

100
75
9
(]
(o))
8 50
c
[0}
o
&
/
25
0 A
10.0 12.5 15.0 17.5 20.0 225
Evasion (log FCFA)
B Algorithm Cases Distribution — Algorithm Cases P(execution|predicted evasion)

Inspector Cases Distribution Inspector Cases P(execution|predicted evasion)

Notes: A plots the distribution of detected evasion for all full audits (log of FCFA amounts, red), as well as the
results from a random forest model predicting detected evasion based on firms’ observable characteristics. The blue
distribution is predicted evasion for cases that were part of the annual audit program but not actually audited. The
green distribution is predicted evasion for cases that were audited. The black solid line plots the realized audit
execution rate by level of predicted evasion. B shows the distribution of predicted evasion for all algorithm-selected
cases (orange) and for all inspector-selected cases (purple). The solid lines (orange and purple) plot the realized audit
execution rates by level of predicted evasion. This figure is for full audits only. Figure F.2 shows the distributions for
inspector-selected and algorithm-selected cases separately. This figure is discussed in Section 6.4.
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Online Appendix: Not for Publication

This appendix contains additional information and analyses. Appendix A provides an overview of
the relevant machine learning literature. Appendix B provides further information on the context
of our study. Appendix C presents the design of the risk-scoring algorithm. Appendix D presents
additional results on audit outcomes. Appendix E presents additional results on the audit process.
Appendix F presents additional results on mechanisms. Appendix H presents additional results on the

machine-learning optimization exercise.
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A Related Literature

Table A.1: Machine Learning Applications to Enhance the Work of Government Officials

Authors, Paper Journal Policy, Tool Result
Year Country

o Targeting with Ma- JEBO  Tax rebates Decision ML-based targeting of the tax rebate to consumption-
Andini et al. chine Learning: Tax to boost Tree, k-NN, constrainted households, compared to means-tested
(2018) Rebates individual Random targeting, could have increased food consumption

consump- Forest by 41.8% or, alternatively, 29.5% of program funds
tion, Italy could have been saved, holding food consumption
constant.

. Machine  Learning JEBO  Credit guar- Decision ML-based targeting of guarantees to firms that are
Andini et al. o pyplic  Credit antees for Tree, Random both credit-constrained and credit-worthy could in-
(2022) Guarantees firms, Italy Forest, Lasso  crease firms’ likelihood of obtaining a bank loan

by approximately 100%, compared to a simple rule-
based targeting.

o Refining Public Poli- JoEctrics Tax audit se- Random For- The ML algorithms can rank audits based on ex-
Battaglini cies with Machine lection, Ttaly  est pected tax evasion and recovered evasion. Replacing
etal. (2024) Learning: The Case the 10% worst-performing audits with audit cases se-

of Tax Auditing lected by the algorithm can increase detected evasion

by 38% and recovered evasion by 29%.

Productivity and AER Police Stochastic ML-based police hiring decisions could reduce offi-
Chalfin et al. Selection of Human P&P hiring, US Gradient cer miscondoct (involvement in shootings or verbal
(2016) Capital Boosting abuse) by 4.8%.

Productivity and AER Teacher Regressions ML-based tenure decisions for teachers, compared to
Chalfin et al.  gelection of Human P&P tenure de- with lasso relying on principal ratings, could increase student
(2016) Capital cisions, penalty  for test score gains by 75% for maths and 105% for En-
UsS model com- glish. Using ML for teacher tenure decisions is 2-
plexity 3 times as effective as reducing elementary school

classroom size by one third.
Crowdsourcing City AER Restaurant Random The study uses a prediction tournament to explore
Glaeser et al.  Government P&P  inspections, Forest, Grad how tournaments can improve upon traditional con-
(2016) usS Boosted Trees  sultancy. Implementing the top-performing algorithm
from the tournament could increase restaurant inspec-

tion productivity by 30-50%.

) Machine  Learning Nature Water pollu- Regression ML-based water quality inspections can detect 600%
Hino et al. o Environmental tion inspec- Forest more violations of pollution limits compared to dis-
(2018) Monitoring tions, US cretionary targeting. When accounting for local bud-

getary constraints and maintaining a minimum prob-
ability of inspection for all facilities, the algorithm
could still increase the number of violations detected
by 100%.
Improving Regula- AEJ Workplace Super Learner ML-based targeting of inspections could avert 120%
Johnson et al. tory  Effectiveness App safety  in- more injuries than the current random assignment.
(2023) through Better spections, This approach could generate up to 876 million in so-
Targeting usS cial value by optimizing inspection allocations.
. Human  Decisions QIJE Bail deci- Gradient ML-based bail decisions can reduce crime by up to
Kleinberg and Machine Predic- sion, US Boosted Trees  24.7% without increasing jail rates, or alternatively,

ctal. (2018)

tions

decrease the number of people jailed by up to 41.9%
without raising crime rates.

Notes: This table summarizes the literature on how machine learning algorithms can enhance or substitute for the
work of government officials. This table is mentioned in Section 1.1.
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Table B.1: Senegal’s Tax Revenue Composition in Comparison

(1) (2) (3) 4)
Senegal Sub-Saharan Lower-Middle High

Africa Income Income

Countries Countries
Total tax revenues (% of GDP): 19.63 15.32 18.32 32.31

Sources of revenue (% of total):

VAT 29.36 26.59 28.49 19.98
Excise taxes 9.27 10.12 10.76 5.34
Personal income tax 15.80 18.76 14.75 21.80
Corporate income tax 13.28 19.09 21.57 12.81
Taxes on international trade 14.78 15.73 12.07 0.64
Other taxes 12.80 8.23 7.13 13.49
Social security contributions 4.70 1.48 5.21 25.94

Notes: This table shows total tax revenues, including social contributions, as a percentage of GDP, along with the
breakdown of total revenue by category (as a percentage of total revenue) for Senegal, Sub-Saharan Africa, lower-
middle-income countries, and high-income countries. The data includes observations from 40 out of 47 Sub-Saharan
African countries, 46 out of 53 lower-middle-income countries, and 57 out of 83 high-income countries. We use data
from the latest available year (2021 or 2022) from the Government Finance Statistics. The category ”Other taxes”

includes taxes on payroll and workforce, taxes on property, and any other taxes. This table is discussed in Section
2.1.
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B Context Appendix

B.1 Tax Policy and Enforcement in Senegal

Figure B.1: Tax Offices Involved in Conducting Audits

Large Medium \ Directorate of
. . Small Taxpayers . .
Taxpayer Unit Taxpayer Unit audit planning
t One audit unit
LTU 1 MTU 1 per region
(19 units)
LTU 2 MTU 2
Liberal
LTU 3 .
Professions
LTU 4

Notes: This figure shows the units within the tax administration (DGID) in charge of conducting audits. The Large
Taxpayer Unit (LTU) oversees firms with a turnover greater than 3 billion CFA francs (approximately 5.3 million
USD). The LTU is divided into four units specialized by economic activity: LTU1 for mining and energy sectors,
LTU?2 for financial services and the telecommunications industry, LTU3 for real estate, and LTU4 Unit 4 for all other
sectors. The medium taxpayer unit (MTU) oversees firms with a turnover between 100 million CFA francs and 3
billion CFA francs (MTU1) and those with a turnover between 100 million and 50 million CFA francs (MTU?2),
as well as regulated liberal professions, such as lawyers, notaries and medical practitioners. Other taxpayers are
overseen by one of the 19 small taxpayer offices, organized by region. This figure is discussed in Section 2.2.
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Figure B.2: Audit Process at the Senegalese Tax Authority

Initial notice with Inspectors’ analysis
Audit selection: evaded amounts and feedback Collection process
Lists by inspector by tax type (60 days) begins

Audit starts Response by taxpayer Confirmation
(on site for full audits) (30 days) with fine

(Audit ends)

Notes: This figure shows the steps taken to inspect a taxpayer. At the beginning of the year, inspectors are given
a list of audits agreed with their superior in the hierarchy. Upon conducting the audit, they draft an initial notice
containing apparent infractions. The initial notice contains the value of presumed evasion and the corresponding fine.
The taxpayer can respond to the notice providing evidence that they have complied, which the inspector analyses
before sending a final notice. Shortly after the final notice, the taxpayer receives a request to pay the evaded amount
plus fines. This figure is discussed in Section 2.2.
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B.2 Audit Selection Around the World

Table B.2: Tax Audit Selection Methods in Selected Countries

Country Discretionary selection Risk analysis Random selection

Kenya Yes ; For all except large taxpayers Yes ; Only for large taxpayers No

Senegal Yes Yes, Introduced in FY 2018 Introduced in FY 2018
Zimbabwe Yes; Inspectors rated on selection.  Yes; based on turnover variances No

Lesotho No No Yes ; Randomly by managers
Tanzania Abandonned in 2007 Yes

United Kingdom Yes; For 55% of audit cases Yes; Risk scoring Yes ; Simple random sample
Switzerland Yes for all cases No Yes, periodically for some taxes
United States No Yes

France Yes; For intelligence gathering Yes; statistical techniques, data-mining No

Bulgaria Yes ; According to set criteria Yes; Central risk analysis No

Turkey No Yes; Analysis by tax type Yes ; to collect unbiased data

Notes: This table is based on Khwaja et al. (2011) and our survey of select country tax officials.



B.3 Tax Inspector Performance Incentives in Senegal

Tax inspectors have a strong financial performance incentives. Their remuneration is based on
three elements: a base salary, a share from a ‘“common fund”, and an individual bonus. The
common fund and the individual bonuses are paid based on the fines (including also penalties,
confiscations etc) that non-compliant taxpayers pay. The fines are typically 50% of the recovered

amount of evasion. Less commonly, they can be 25% or 100% of the recovered amount.

For each audit, 10% of the fines paid are set aside for the individual performance bonus for auditors
who worked on the specific case. Of these 10%, 2% goes the unit manager, 6% to the inspectors, and
2% to the recovery agents. When inspectors work as a team, the division of the sum in the team is
determined in discussion with the manager. The remaining 90% of the fines enters the common fund,
which is distributed among all agents in the relevant tax administration offices. This means all agents

receive a share, from secretaries to managers.

An agent’s share of the common fund depends on their function and level of seniority in the ad-
ministration (rewarded based on “statutory points”) and on their performance (rewarded based on
“performance points”), as evaluated quarterly by their manager against pre-defined performance ob-
jectives. Managers and high-level technical advisors automatically receive the maximum number of
150 performance points. Exceptional performers (with performance of 80-100 out of 100) receive an
increased shared of the common fund, while low performers (performance below 80) see their share
of the common fund reduced or even eliminated (when performance is evaluated to be below 10).
Detailed rules determine how seniority levels are determined and how performance evaluations are
conducted. The rules also govern a set of special circumstances, e.g. moves between tax offices. In
general, more senior inspectors have stronger performance incentives as they receive a larger share of

the common fund.

This discussion is linked to the discussion on bureaucrat characteristics and incentives in Section 2.4.
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C The Risk Scoring Algorithm

C.1 Motivation

A key feature of this project is to assist the Senegalese tax administration (DGID) to design a tool
which assesses firms’ tax evasion risk. Starting in 2017, the team held consultations with DGID
leadership and former tax inspectors to map the compliance risks of Senegalese firms and to exploit all
available data sources to assess this risk. Moreover, we discussed with experts in the field of taxation
and risk management, who worked on tax evasion risk assessment in middle-income countries. With
these inputs, we designed a risk-scoring tool, following best international practice, as implemented

by the World Bank and its partner institutions.

Although the use of advanced machine-learning tools for prediction has exploded in economic anal-
ysis, it was decided together with DGID that the risk-score would be guided by simple variables
which logically should predict evasion risk. The simplicity of the design is motivated by several fac-
tors, ranked by order of importance. First, the tool needed to be transparent, such that underlying
compliance risks could be understood by tax inspectors, and explained to taxpayers when required.
Second, the available data on historical audit results was sparse and not digitized, which limited the
scope of our model calibration and model selection exercises (further details below). Finally, all cases

concluded by 2017 were selected in a discretionary manner.

Thus, one should consider the risk-scoring tool as a transparent best-practice risk assessment, given
the administrative capacity, rather than a fined-tool fully optimized algorithm. We note that the con-
straints faced by DGID are likely to bind in many low income countries, and especially in other West

African countries, which often look at Senegal for administrative innovations.

Table C.1 below summarizes the steps we took in deriving the risk score.
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Table C.1: Steps of Risk-Score Calculation

Step Description

(1) Prepare database The tax declarations of each taxpayer are merged across taxes (VAT,
CIT, Payroll) and across years. Data from third parties is then merged
in (customs, procurement, transaction network).

(2) Calculate inconsistency ratios Inconsistencies are situations in which a self-reported tax liability can
be considered as misreported or incomplete, by comparing different
data sources. An example of an inconsistency ratio is third-party re-
ported sales over self-reported sales.

(3) Calculate anomaly ratios Anomalies correspond to abnormal reporting behavior, compared to
peers. Anomalies may be associated with tax evasion, but do not in-
dicate tax evasion behavior with certainty. An example of an anomaly
ratio is the inverse of the profit rate.

(4) Define comparison clusters Clusters regroup firms in the same economic sector and of comparable
size. Peer comparisons of anomaly ratios are done within clusters.
(5) Transform ratios into risk indicators For inconsistencies, the magnitude of the ratio is used to assign a value,

ranging from one to ten (using deciles). For anomalies, firms within the
top decile of a particular ratio within their cluster are assigned a value

of one.

(6) Assign weights to indicators Weights are assigned to each indicator reflecting our beliefs about their
relative importance.

(7) Aggregate indicators and years The weighted risk indicators are first aggregated for each year. Then the

yearly scores are summed up to form a total risk score covering the past
four years. More recent years are weighted higher than more distant
years.

(8) Weigh risk score by declared turnover The aggregated risk score is weighted by the log of turnover to give
more importance to larger firms.

Notes: This table describes the steps taken in calculating the risk score based on which the algorithm selects firms for
tax audits. This is discussed in Section 3.1.

C.2 Choosing Indicators and Weights

As explained above, the algorithm computes some ratios from the data of firms (declarations and
third party data) and then calculates the value of the indicator based on the distribution of this ratio
within a cluster of comparable firms. We tried several combinations of indicators before stabilizing
the algorithm in a reduced set of them. The goal was to have a set of indicators that was sensible and

correlated with evasion, but at the same time simple and understandable for the tax inspectors.

Table C.1 summarizes the steps that we took to conceptualize the algorithm. We tried out several
possible indicators that could suggest under-declaration of tax liability. We discarded most based on
some analysis of data availability or statistical relevance. In the end, we discarded indicators that
required information that was available for a reduced set of firms and indicators that did not seem to
have any correlation with evasion, as per past evasion data. We tested these indicators on data from
historical audits data. We performed out of sample regressions with LASSO and OLS and computed
the out of sample mean squared prediction errors to compare different models. This allowed us to

assert that the ranking normalization performed well with respect to alternatives (meaning that it

55



presented a lower prediction error).

We decided to restrict the algorithm to a small list of indicators. Three of them are inconsistencies,
plus a flag for inconsistent filing of taxes. On top of that, we have seven anomalies, of which two refer
to value added tax, two refer to corporate income tax, one refers to third party data comparisons, one
to share of imports from low tax countries and one refers to the financial services tax (only applicable
to a reduces set of firms). The final list of indicators that is used in the algorithm, and the respective

weights is summarized in the following table.

Some details for the calculation of the indicators are worth mentioning. In some cases of anomalies,
the top decile within a cluster comprises more than 10% of cases. As long as the value is not zero,
we include all these firms. Whenever there is not enough non-zero values that can fill un 10% of
the firms, we only flag the non-zero values. We also top code (999 999 999) all values for which
the denominator of te underlying ratio of the indicator is zero or missing. Therefore they belong by
definition to the top decile. We also top code all values of negative tax liability, to make sure they

also get flagged. The idea of the indicators is always that the larger the ratio, the less taxes the firm is
paying.

We designed the risk-scoring scheme using best practices, drawing on policy documents from the
World Bank (tax administration projects in Pakistan and Turkey), SKAT in Denmark, and the IMF’s
recommendations to DGID. We provide a high-level description of this process to preserve confiden-
tiality around audit selection processes. We compute risk scores using information sets/tax returns
submitted to DGID on corporate income taxes, VAT, personal income tax withholding remittance, as
well external data from customs (imports/exports) and public procurement contracts, for the period
2013-2016.*! The score relies on two types of risk indicators: discrepancies and anomalies. Discrep-
ancy indicators flag taxpayers whose self-reported information according to their tax returns differs
from information in datasets obtained from customs or the government budget department in charge
of paying state procurement. For instance, a discrepancy indicator is logged when taxpayers’ reported
turnover over multiple years is lower than its aggregate costs, that its imports plus its wage bill over
the same period. Anomaly indicators use industry/sector benchmarking to flag firms with unusual
behavior relative to their peers. An example would be a firm in petroleum retail with low profit rate
compared to its peers, which might be associated with evasion. Discrepancies and anomalies are

aggregated to produce a risk-score for each taxpayer.

41We also attempted to apply predictive analytics from the machine learning literature on these datasets and on previous
audit results was conducted to check whether risk indicators could predict DGID audit returns. This exercise was incon-
clusive because of the selected nature of the sample for whom audit returns are available, the small number of observations
and noise in the data.
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C.2.1 Inconsistency and Anomaly Indicators

As mentioned above, there are two types of indicators: inconsistencies and anomalies. In some
cases, it is possible to tell that a firm is supplying information that can be objectively named as
“inconsistent.” For example, if the turnover declared in the VAT declaration diverges from the turnover
declared in the CIT declaration. In this case, we can calculate the size of this discrepancy, which
also gives the “intensity” of this inconsistency. These indicators were used in all three editions of
the algorithm with almost no change. These indicators compare information within firm, that is,

information for the same firm across datasets.

In contrast, anomaly indicators involve a between firms comparison, that is, a comparison of a vari-
able across different firms. The idea of anomaly indicators is to detect behavior by a firm that stands
out when comparing this firm with its peers. The definition of the peers is made based on the admin-
istrative division by DGID and economic sectors. Thus, for example, a firm that sells clothes may be
flagged if its profit rate is in the bottom of the distribution of the profits of similar-sized firms that sell

clothes.

The computation of risk score changed in each edition of the algorithm. In 2018, we computed the
ratios of the indicators and used these ratios as the risk score, adding them up for each firm. In the case
of the 2019 edition, we computed deciles of the ratios and of the absolute deviations. For example,
a firm would have 10 points if they were in the bottom decile of profit rate within its cluster, plus
7 points if the total profits were in the third lowest decile in absolute values. Finally, in 2020, we
reduced the number of indicators and computed the risk score merely by flagging the top decile of

each anomaly indicator, plus a flag if any inconsistency indicator was active.

In all years, we weighted the indicators to aggregate them for a single firm. The inconsistency indica-
tors obtained high weights (of 5, 7 or even 12) whereas the anomaly indicators were weighted at 1. In
the end, we also multiplied the total points by the log of turnover of the firm, to allow the algorithm

to give more weight to larger firms.
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Table C.2: Inconsistencies Indicators

Indicator Description Source Year
I1: (Treasury payments + Exports) | Firms that file a turnover lower than the sum of their | LS of CIT declaration | 2018, 2019,
> declared turnover exports plus treasury payments. The turnover should | or L5 of VAT declara- | 2020
be at least equal to this sum. tion.
12: VAT turnover> CIT turnover Firms that file a turnover value in the CIT declaration | L5 of CIT declaration | 2018, 2019,
that is lower than that of the VAT declaration. and LS5 of VAT declara- | 2020
tion.
I3: max(Payroll + Imports, Total | Firms that declare a turnover lower than the sum of | LS of CIT declaration, | 2018, 2019,
Sales based on VAT annexes) > de- | the payroll and imports, or of the total sales as ob- | L5 of VAT declaration, | 2020
clared turnover tained from VAT annexes (third party). This indicator | payroll (RAS IRPP),
is defined by taking the average values over the four | customs, and VAT an-
previous years, both for the sum of payroll/imports | nexes.
and for the turnover. The idea is that in the medium
run it is not possible to have costs that are always su-
perior to the turnover.
I4: max(Treasury payments + Ex- | Firms are eligible for the CGU regime if their turnover | Treasury payments, | 2018, 2019
port, Treasury payments + Imports) | is lower than 50 Million F CFA. Here we check | customs.
> 50 Million FCFA and firm is in | whether their turnover is likely below or above that
CGU threshold.
IS: inconsistent filing Firms that have not declared their taxes regularly. | CIT and VAT declara- | 2018, 2019,
Here, we flag firms that declared VAT but not CIT, | tions 2020
or else firms that declared CIT, have declared VAT in
the past, but do not declare VAT anymore.
16: (Imports VAT) > (Imports cus- | Value of imports declared in VAT is greater than what | VAT declarations and | 2020
toms) is observed with customs data. customs.
Risk: Imports from low tax juris- | This indicator chooses companies having a large | Customs data. 2018, 2019,
dictions share of their imports coming from a tax haven (CN, 2020

AD, Al, AF, BS, BH, BB, BZ, BM, VG, CR, CY, DJ,
DM, GI, GD, HK, IE, JO, LB, LR, LU, MV, MH, MU,
MS, NR, AN, PA, WS, SM, SG, CH, TO, VU)
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Table C.3: Anomaly Indicators - VAT

Indicator Description Source Year
VAT Al: (turnover)/(Net VAT lia- | Inverse of the effective tax rate. If this indicator is | Domestic turnover: L5- | 2018, 2019,
bility) high, it means that the company has a low tax burden. | L10 Amount to be paid: | 2020
(In 2020, we computed this ratio as liability/turnover | L110
for ease of interpretation.)
VAT A2: (Non-taxable domestic | This indicator shows the proportion of turnover thatis | Non-taxable domestic | 2018, 2019
turnover)/(Domestic turnover) made up of non-taxable sales. turnover: Max (L15
+ L20, L25-L10),
domestic turnover:
L5-L10
VAT A3: (Reduced  tax | This indicator indicates the relationship between the | turnover Reduced | 2018, 2019
turnover)/(Domestic turnover) taxable turnover at a reduced rate and the taxable | Rate: L.50 or L.50/0.1;
turnover at a normal rate. turnover Normal rate:
L45 or L55/0.18
VAT A4: (Deductible | This indicator calculates the proportion of the tax de- | Deductible VAT: Sum | 2018, 2019
VAT)/(Domestic turnover) ductions in the total sales (turnover). of lines L70 +L75 +
L85 + L90 + L95; Do-
mestic CA: L105
VAT AS: (Reimbursement Credit | Companies whose VAT deductions come largely from | Application for reim- | 2018, 2019
claims)/(Deductible VAT) the request for reimbursement of credits. This mech- | bursement: L95 De-
anism is intertemporal and, therefore, more complex | ductible VAT: Sum of
to increase VAT deductions. lines L70 +L.75 + L85 +
L90 + L.95
VAT A6: (Gross tax liabil- | Effective tax rate before tax deductions (similar to | VAT tax declarations | 2020
ity)/(Turnover) Al) (lines 60)

Special cases: VAT indicators are set to 0 for the following cases:

» Exporting firms benefiting from special tax regimes (in Senegal this regime is called EFE — Entreprise Franche d’exportation).

* Firms with over 3% of sales in exports.



09

* Firms with advance payments (precompute) VAT or suspended VAT.

* Firms in sectors of health, banking, insurance, education, telecommunications and tourism in Senegal’s southern Casamance (defined

by sector codes)

* Firms that declare the financial activity tax(FAT). FAT indicators used instead of TVA indicators for firms that file for this tax
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Table C.4: Anomaly Indicators - CIT

Indicator Description Source Year
CIT A1l: turnover / (net tax liability) | Business with a significant turnover with respect to | turnover: L5 Gross | 2018, 2019,
the tax to be paid. This indicator measures the in- | amount to be paid: | 2020
verse of the effective tax rate. If this indicator is high, | L470
it means that the company bears a low tax burden in
CIT. Notice, however, that the CIT is taxable on prof-
its, not turnover. (In 2020, we computed this ratio as
liability/turnover for ease of interpretation.)
CIT A2: Taxable profit/(net tax lia- | Companies with a high taxable profit relative to the | Taxable profit: L1400 | 2018, 2019
bility) tax to be paid. This indicates the effective tax rate is | Gross amount to be
low, that is, the amount actually paid in relation to the | paid: L470
taxable profit. If this indicator is high, it means that
the company pays little tax.
CIT A3: (Gross tax liability)/(Net | This indicator shows the firms using much deductions | Gross amount to be | 2018, 2019
tax liability) applied to the gross amount of taxes to be paid (De- | paid: L470 Net amount
crease of taxable base after application of tax rate). | to be paid: L490
If the company does not use deductions, this relation-
ship is equal to 1.
CIT A4: Deductions/ turnover Companies using a lot of deductions applied to | Deductions: L400- | 2018, 2019
turnover (decrease of taxable base before application | L405; turnover: L5
of tax rate). This indicator shows the size of the de-
ductions as a proportion of the turnover.
CIT AS5: Amortizations/Turnover Companies using a lot of depreciation deductions as a | Depreciation: L321 | 2018, 2019
share of their turnover. Depreciations being a type of | turnover: LS
deduction, this indicator of risk should be correlated
with the previous one. Four-year averages are used
to calculate this indicator, since it is an intertemporal
variable.
CIT A6: (Gross tax liabil- | This indicator shows the firms using much deductions | Gross  amount  to | 2020
ity)/Turnover applied to the gross amount of taxes to be paid (De- | be paid: L1470; Net

crease of taxable base after application of tax rate).
If the company does not use deductions, this relation-
ship is equal to 1.

amount to be paid:
L490
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Table C.5: Anomaly Indicators - TAF

Indicator Description Source Year
TAF Al: High ratio of domestic to | Companies with large domestic sales in relation to the | Domestic turnover: | 2018, 2019
TAF tax to be paid. This indicates the actual tax, that is, | L10-L20 Tax payable:

the amount actually paid in relation to the CA. If this | L110

indicator is high, it means that the company pays can

tax.
TAF A2: High ratio Non-taxable | Companies with a low effective tax rate of the exemp- | turnover Not taxable: | 2018, 2019
turnover / domestic TAF tion from Taf (Declaring a large portion of their non- | L30 turnover Domestic

taxable turnover). This indicator shows the proportion | L10-L20

of turnover that is made up of non-taxable sales, but

only for domestic turnover.
TAF A3: High ratio Taxable | Companies with a low effective rate of taxationdue to | Low  rate  Taxable | 2018, 2019
turnover low rate/ turnover normal | a Tax Reduced (report a large portion of their low-rate | turnover: L70/0.07 CA
rate turnover). This indicator indicates the relationship be- | Taxable Normal Rate:

tween the taxable CA at a reduced rate and the taxable | L50/0.17

CA at a normal rate.
TAF A4: High Ratio gross de- | Companies using a lot of deductions applied to value | Deductible TAF: L100- | 2018, 2019

ductible/TAF

added (decrease of taxable basis). This indicator cal-
culates the proportion of the deductions in the CA.

L90 Gross amount to be
paid: MaxL80, L50 +
L70)




C.3 Statistics on Audit Program

Table C.6: Count of Selected Full Audits by Year, Tax Office, and Selection Method

Algorithm Discretion Overlap Total

2018 81 94 13 182
DGE 2019 25 96 11 121
2020 25 75 5 100
2018 31 33 2 67
CME 1 2019 27 27 1 54
2020 25 25 0 50
2018 25 25 0 53
CME 2 2019 20 20 0 40
2020 25 25 0 50
2018 15 15 0 32
CPR 2019 15 15 1 30
2020 20 16 2 36
2018 0 0 0 0
Dakar P. 2019 14 15 2 29
2020 7 7 0 14
2018 0 0 0 0
Ngor A. 2019 11 10 0 21
2020 8 8 0 16
2018 0 0 0 0
Pikine G. 2019 8 7 0 15
2020 8 8 0 16
2018 0 0 0 0
G. Dakar 2019 9 8 0 17
2020 8 8 1 16
2018 152 167 15 334
All 2019 129 198 15 327
2020 126 172 8 298
Total 407 537 38 959

Notes: Number of selected full audits by year and tax office. The sum of the rows is larger than the total because
there are overlapping cases between algorithm and discretion. This table is discussed in Section 3.2.
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Table C.7: Count of Selected Desk Audits by Year, Tax Office, and Selection Method

Random Algorithm Discretion Overlap Replacement Total

2018 60 72 81 12 0 213
DGE 2019 0 0 0 0 0 0
2020 0 85 239 76 85 409
2018 34 49 52 5 0 135
CME 1 2019 14 42 52 10 7 115
2020 0 0 0 0 0 0
2018 49 78 83 6 0 210
CME 2 2019 38 83 95 12 16 232
2020 0 38 38 1 38 114
2018 59 86 95 10 0 240
CPR 2019 26 66 70 4 12 174
2020 0 70 70 7 70 210
2018 0 0 0 0 0 0
Dakar P. 2019 37 71 78 7 15 201
2020 0 72 72 1 72 216
2018 0 0 0 0 0 0
Ngor A. 2019 19 57 59 2 10 145
2020 0 49 59 2 49 157
2018 0 0 0 0 0 0
Pikine G. 2019 14 26 26 0 8 74
2020 0 63 63 2 63 189
2018 0 0 0 0 0 0
G. Dakar 2019 14 10 12 2 8 44
2020 0 53 53 2 53 159
2018 202 285 311 33 0 798
All 2019 162 355 392 37 76 985
2020 0 430 594 91 430 1454
Total 364 1070 1297 161 506 3237

Notes: Number of selected desk audits by year and tax office. The sum of the rows is larger than the total because
there are overlapping cases between algorithm and discretion. This table is discussed in Section 3.2.
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Figure C.1: Selection and Implementation of Audits Across the Firm-Size Distribution
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Notes: This figure plots the share of selected and audited firms within the period 2018-2020 conditional on their decile of turnover and tax office. The values on the
x-axis correspond to the mean of the decile within the four tax offices. The deciles were computed based on the mean declared turnover of the firms in the period
2017-2020, excluding firms that have zero turnover. For A, we compute the deciles within tax office using the population of firms, and plot the share of firms within
that decile-tax office. For B, we condition the computation on the set of selected firms. This figure is mentioned in Section 3.5.
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C.4 Balancing Tests

Table C.8: Balancing Test for Randomization of Ordering: Probability of Being on Top of the List

(1) (2) 3) 4) 5) (6) (7 8)
P(top)  P(middle) P(top) P(middle) P(top) P(middle)  P(top)  P(middle)
Algorithm case 0.00264 0.00390
(0.0204)  (0.0139)
log(Mean Turnover) 0.000889  0.000527
(0.00150) (0.00148)
log(Mean Tax Liability) 0.00115 0.00100
(0.00159) (0.00156)
Profit rate 0.0490 -0.104*
(0.0592)  (0.0594)
N 3675 3675 3675 3675 3675 3675 3675 3675
R2 0.000523 0.000424 0.000609 0.000440 0.000664 0.000521 0.000720 0.00133
Mean outcome 0.33 0.33 0.33 0.33 0.33 0.33 0.33 0.33

Notes: * 0.10 ** 0.05 *** (0.01 significance levels. This table shows the coefficients of a regression to predict the position of a case on the inspectors’ list, conditional
on characteristics. It predicts the probability that the case is located at the top third of the list, or in the middle third of the list. The table shows OLS results with
fixed effects at the year X inspector level (tax office level for full audits). Robust standard errors (Huber-White) are shown in parentheses. This table is discussed in
Section 4.



Table C.9: Balancing Tests of Information Intervention

A: Firm Characteristics
Profit Rate log(Turnover) log(Payroll) log(N. Employees) log(Exports) log(Tax Liability) log(Firm’s Age) log(Distance to Firm)
(1 (2) 3) “4) (5) (6) ) (3)

Tndicators 0.02 0.08 -0.08 0.12 0.16 024 0.05 0.01

(0.02) (0.19) (0.55) (0.26) (0.29) (0.75) (0.04) (0.00)
+ data spreadsheets  0.01 0.14 0.79 -0.00 0.05 022 0.07% 0.00

(0.02) (0.19) (0.54) (0.26) 0.31) (0.75) (0.04) (0.00)
N 1171 1890 1452 1410 234 1420 1840 1534
R2 0.17 0.13 0.20 0.23 0.38 0.38 0.20 0.15
Mean outcome -0.06 1.81 13.81 2.84 2742 437 2.44 0.32

B: Availability of Observations
)] (@) 3) (G ) ) Q) ®)

Indicators 0.01 0.01 0.01 0.01 -0.02 -0.01 -0.03 0.03
(0.03) (0.02) (0.03) (0.03) (0.02) (0.03) (0.02) (0.02)
+ data spreadsheets -0.01 -0.00 -0.02 -0.01 0.02 0.02 0.01 0.01
(0.03) (0.02) (0.03) (0.03) (0.02) (0.03) (0.02) (0.02)
N 2136 2136 2136 2136 2136 2136 2136 2136
R2 0.26 0.12 0.18 0.17 0.27 0.09 0.10 0.16
Mean outcome 0.54 0.88 0.68 0.66 0.12 0.66 0.86 0.72

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table shows results of OLS regressions of firm characteristics
on the information treatments. The sample only includes desk audit cases for the years 2018, 2019, and 2020, which
were the ones used in the intervention. The treatment was cross-randomized across algorithm and inspector cases
in 2018 and 2019, but only used for algorithm cases in 2020. Therefore, we excluded the inspector-selected cases
in 2020, which stemmed from a different selection method that is not directly comparable with the algorithm cases.
The outcomes are based on tax declarations or firm registry data. For the tax data, we used information from the year
before the firm was selected for audit. The outcomes are defined as follows: the profit rate is defined as total profits
divided by total sales, obtained from CIT declarations (Column 1), log(turnover) is the natural logarithm of total sales
(plus 1 to avoid dropping with zero turnover) obtained from CIT and VIT declarations (Column 2), log(payroll) is the
log of total payroll (plus 1) obtained from the Pay-As-You-Earn declarations (Column 3), log(N. employees) is the
log of the number of employees obtained from the Pay-As-You-Earn declarations (Column 4), log(exports) is the log
of total value of exports (plus 1) obtained from customs data (Column 5), log(tax liability) is the log of the sum of
VAT, CIT and PAYE liability as computed from the tax declarations (Column 6), log(Firm’s age) is the log of the age
in years of the firm obtained from the firm’s date of creation (Column 7), and log(distance to firm) is the log of the
distance from the tax office’s location to the firm’s premises in minutes computed using Google Maps on a Monday
afternoon (Column 8). The regressions include fixed effects at the list level (inspector x year). Robust standard errors
are shown in parentheses (Huber-White formula). This table is discussed in Section 6.2.
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C.5 Characteristics of selection for Desk Audits

Table C.10: Firm Characteristics of Algorithm vs Discretionary Selection

A: Characteristics of Inspector-Selected Cases

Data source: Tax Declarations Administrative Taxpayer Survey
(D 2 3) “4) (5) (6) (N ®) ©)
log(Turnover) log(Payroll) Profit Rate P(Trade) Duration Trip Firm Age Employees % Sales in Cash Audit Frequency
Inspectors’ Selection 4.71%%* 0.98*** 0.04* -0.28%** -1.02%#%* 2.36%** 238 0.44 0.13
(0.83) (0.20) (0.02) (0.07) (0.22) (0.50) (7.92) (2.12) (0.17)

N 22576 7433 5925 61238 60608 51992 696 702 640
R2 0.27 0.13 0.05 0.07 0.14 0.11 0.09 0.02 0.03
Mean outcome 10.82 14.81 -0.15 0.41 1.95 591 31.24 50.32 2.77

B: Comparison Among Selected Cases

&) @) (€)) “ (&) (6) ) ®) ®

Algorithm 0.96%%*%* -0.73%%* -0.01 0.08** 0.57##%* 0.51%#%* 1.53 3.49 -0.22

(0.28) (0.30) (0.02) (0.02) (0.05) (0.04) (10.98) (4.29) 0.22)
Inspectors x Overlap 1.53 %% -1.12% -0.01 0.13** 0.23** 0.30%#%* 5.54 1.61 -0.52

(0.56) (0.61) (0.03) (0.04) (0.12) (0.10) (8.56) (17.26) (0.78)
Algorithm x Random -0.79%* -0.12 -0.01 -0.11%%* -0.32%** -0.25%%* -5.27 4.95 0.04

(0.39) (0.45) (0.03) (0.03) (0.09) (0.07) (7.75) (5.72) (0.32)
N 6369 4015 3304 13642 13411 13642 649 651 574
R2 0.29 0.17 0.15 0.26 0.24 0.35 0.29 0.23 0.22
Mean outcome 14.65 14.59 -0.06 0.17 1.44 1.31 22.61 51.43 271

Notes: * 0.10 ** 0.05 *** (.01 significance levels. This table depicts the OLS regression coefficients of characteristics on selected methods for desk audits. It
reflects Table 3 on the main text, which shows the same results for full audits. A uses the sample of selected cases across the three years of the experiment, including
only desk audit selection. B uses the sample of all firms observed in the administrative data, and the coefficient on Inspectors’ Selection indicates that the firm was
selected for audit at some point during 2018-2020. For A, columns 1-6, the regression is a panel regression with fixed effects at the list level (year X tax office for
full audits, year X inspector for desk audits). Otherwise, the regression is cross-sectional, with tax office fixed effects. The characteristics of the firms stem from
three sources. From the tax declarations, we use the log of the yearly declared turnover, the log of the yearly declared payroll, the profit rate, and the probability
that the firm has exports or imports. We use the value for the year before the firm was selected for audit. We use data from the firm registry on the firm’s age and
the distance between its location and DGID, in minutes of travel time (computed using GoogleMaps for a Monday at 3 PM). Finally, we use the taxpayer survey to
compute the (self-reported) number of full-time employees, the share of total sales done in cash, and the perceived yearly frequency of full audits. Robust standard
errors are shown in parentheses (Huber-White formula). This table is discussed in Section 3.5.



C.6 Deviations from Pre-Analysis Plan
Our analyses in Sections 4, 5, and 6 of the paper follow the pre-analysis plan, with small exceptions:

* We pre-specified the use of audit return outcomes (e.g. evasion) and the use of audit cost
outcomes, but not the cost-effectiveness or productivity of audits, i.e. the ratio of the two pre-
specified classes of outcomes. We nonetheless consider audit productivity in Section 5.2, as it
is an important outcome from a policy perspective, especially given our results on audit returns

and audit costs.

* We pre-specified but do not report self-reported difficulty of the audit and self-reported chal-
lenges encountered during the audit as outcomes, as inspectors’ compliance with the reporting
requirement for these variables (submitted in pre-filed excel files) was limited. The data points
are hence too few and selected to draw meaningful conclusions. We also did not use some audit
process variables, such as whether inspectors requested additional information or a revised tax

return, as the reporting of these outcomes is incomplete.

* We do not report heterogeneity, spillovers and learning effects of the information treatment
in the desk audit sample, as the treatment had no statistically detectable effect on the main

outcomes.

* The analysis in Sections 6.3 and 6.4 was not pre-specified. We think this extension of the
analysis is justified as the sections are not about analyzing additional outcomes or additional
heterogeneity dimensions, beyond those specified in the pre-analysis plan. Rather, the sections

shed more light on the underlying reasons for the main results presented in Sections 4 and 5.

* We leave the analysis of medium-term outcomes, such as taxpayers’ future compliance behav-

ior, for a separate paper, given space constraints.
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D Additional Results on Audit Outcomes

Table D.1: Algorithm Selection and Audit Outcomes, Intent-to-Treat Analysis

A (Linear Regression)

P(Execution) P(Detection | Execution) log(Evasion) | Detection
(D (2) 3) 4) ) (6)
Full audits Desk audits Full audits Desk audits Full audits Desk audits
Algorithm -0.18%** -0.04%** -0.14%%* -0.05%** -3.63%%* -0.82%*
(0.03) (0.02) (0.03) (0.02) (0.60) (0.33)
Inspectors x Overlap 0.16%%* 0.04 0.20%** 0.03 3.82%%* 0.67
(0.07) (0.04) (0.07) (0.04) (1.46) (0.68)
Algorithm x Random -0.00 -0.01 -0.30
(0.03) (0.03) (0.55)
N 944 2731 944 2731 890 2466
R2 0.26 0.32 0.24 0.19 0.27 0.25
Mean outcome 0.53 0.37 0.47 0.27 9.82 5.40
B (Poisson Regression)
Algorithm -0.35%** -0.127%* -0.30%** -0, 17 %% -0.38%** -0.16%*
(0.06) (0.05) (0.07) (0.06) (0.06) (0.06)
Inspectors x Overlap 0.27%** 0.12 0.35%** 0.11 0.32%*** 0.13
(0.10) (0.10) (0.12) (0.12) (0.11) (0.12)
Algorithm x Random 0.02 -0.01 -0.01
(0.06) (0.09) (0.08)
N 925 2504 925 2493 871 2229
Pseudo-R2 0.07 0.11 0.08 0.08 0.18 0.17
Mean outcome 0.54 0.40 0.48 0.30 10.03 5.97

Notes: * 0.10 ** 0.05 *** (.01 significance levels. This table is identical to Table 4 discussed in Section 4.1, except
it shows intent-to-treat effects, where outcomes are set to zero for audits that are not implemented. A shows ordinary
least square results, and B shows Poisson Pseudo-Maximum Likelihood estimates. Robust standard errors are shown
in parentheses (Huber-White formula).
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Table D.2: Algorithm Selection and Audit Outcomes, Controlling for Number of Agents and Years
of Experience

P(Detection | Execution) log(Evasion) | Detection
(1) (2) 3) 4) () (6)
Full audits Desk audits Desk audits Full audits Desk audits Desk audits
Algorithm 0.04* -0.05%* -0.05%* -0.36%* -0.04 0.00
(0.02) (0.03) (0.03) (0.18) (0.15) (0.16)
Inspectors x Overlap 0.06%** -0.03 -0.04 0.28 -0.37 -0.16
(0.02) (0.04) (0.04) (0.42) (0.33) (0.37)
Algorithm x Random 0.07%** 0.07%** -0.31 -0.27
(0.03) (0.03) (0.21) (0.20)
Number agents 0.06%** 0.02 0.01 1.09%%** 0.31%*%* 0.34%%*
(0.02) (0.03) (0.03) (0.14) (0.15) (0.16)
Years experience 0.00 -0.01*%* -0.01 0.07 0.04 0.07%*
(0.00) (0.00) (0.01) (0.05) (0.03) (0.03)
Tax center x Year Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes
N 422 602 577 403 533 507
R2 0.14 0.43 0.54 0.40 0.28 0.44
Mean outcome 0.95 0.88 0.88 19.46 18.07 18.06

Notes: * 0.10 ** 0.05 *** (.01 significance levels. OLS results of a regression of the main audit outcomes on the
selection method of the case, for full and desk audits separately. Specifications for full audits control for tax office
x year fixed effects, which corresponds to the selection list for full audits. For desk audits, we show specifications
with tax office x year fixed effects, and inspector x year fixed effects, the latter corresponding to the list for desk
audits. The first outcome (Columns 1 to 3) is the probability that the case on the list was actually executed by the
inspectors. The second outcome (Columns 4 to 6) is the probability that the audit resulted in a penalty (initial or
final notice), conditional on the case being conducted. The third outcome (Columns 7 to 9) is the log amount of the
evasion plus penalties uncovered, conditional on the case ending in positive penalty. The evasion amount is obtained
from the final notice, which we complement with the initial notice when the final notice is not available. The sample
includes all cases selected in the 2018, 2019, and 2020 audit programs. The data includes the selection and audits
of the Large Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals, and the regional SME units of
Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor Almadies. Robust standard errors (Huber-White) are
shown in parentheses, and inspector x year levels when inspector fixed effects are included. Lee bounds are shown in
brackets for the coefficient on the algorithm-selection dummy, computed based on the attrition between algorithm and
inspector cases for variables after audit execution. Table D.1 shows intent-to-treat effects, Table D.3 shows robustness
to controlling for audit slot fixed effects, and Table D.4 shows the results when using the evasion rate (instead of the
evasion amount) as the outcome. This table is discussed in Section 4.1.
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Table D.3: Algorithm Selection and Audit Outcomes, Controlling for List Slot Fixed Effect

P(Execution) P(Detection | Execution) log(Evasion) | Detection
(1 (2) (3) 4) (5) (6) (7 3) )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits

Algorithm -0.18%%* -0.05%** -0.04%* 0.04 -0.05% -0.04 -(0.62%*%* -0.26%* -0.16
(0.03) (0.02) (0.02) (0.03) (0.03) (0.03) (0.18) (0.13) (0.14)

Inspectors x Overlap 0.16%* 0.05 0.04 0.08 -0.08 -0.08 0.27 -0.60* -0.41
(0.07) (0.04) (0.04) (0.05) (0.05) (0.05) (0.47) (0.32) (0.37)

Algorithm x Random -0.00 -0.00 0.00 0.01 -0.23 -0.22
(0.03) (0.03) (0.04) (0.04) (0.18) (0.19)

Tax Office x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes No No Yes
N 944 2731 2731 507 1016 997 453 751 732
R2 0.27 0.23 0.32 0.16 0.32 0.43 0.32 0.29 0.43
Mean outcome 0.53 0.37 0.37 0.89 0.73 0.73 19.29 17.74 17.71

This table is identical to Table 4 discussed in Section 4.1, except that we now control for the placement of a case on the audit list, by adding list order quartile fixed
effects. We use quartiles rather than list slot fixed effects, because the lists vary in length. The fixed effects help control for differential effort or attention over time
within an audit program. The intent-to-treat effects are in Table D.1.



Table D.4: Algorithm Selection and the Evasion Rate

% of Liability

% of Pre-Audit Turnover

(1) (2) (3) 4) (5) (6)
Full audits Desk audits Desk audits Full audits Desk audits Desk audits
Algorithm 0.01 -0.03 -0.04 0.02 0.02 0.01
(0.04) (0.03) (0.03) (0.03) (0.02) (0.02)
Inspectors x Overlap 0.19%* -0.11%* -0.16%#* 0.14%%* -0.05%* -0.06%*
(0.08) (0.06) (0.06) (0.07) (0.03) (0.03)
Algorithm x Random 0.01 0.01 0.00 0.00
(0.04) (0.04) (0.03) (0.03)
Tax center x Year Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes
N 497 980 960 494 978 957
R2 0.10 0.19 0.34 0.11 0.14 0.31
Mean outcome 0.65 0.50 0.50 0.25 0.21 0.21

Notes: * 0.10 ** 0.05 *** (0.01 significance levels. OLS results of a regression of audit outcome on the selection
method of the case. The sample includes all cases selected in the audit programs of 2018, 2019, and 2020. The data
includes the selection and audits of the Large Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals,
and the regional SME units of Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor Almadies. Robust standard
errors are shown in parentheses (Huber-White formula). These results are mentioned in Section 4.2.

Table D.5: Dispute of Audit Outcomes

P(Confirmation= log(Notification)| log(Confirmation)|
Notification) Both> 0 Both Not. and Conf. > 0
(1 (2) (3) 4) (5) (6)
Full audits Desk audits Full audits Desk audits Full audits Desk audits
Algorithm 0.13%%%* 0.02 -0.35 -0.16 -0.19 -0.19
(0.04) (0.05) (0.20) (0.18) (0.26) (0.22)
Inspectors x Overlap -0.03 0.03 0.66 -0.57 0.54 -0.06
(0.07) (0.10) (0.40) (0.40) (0.38) (0.48)
Algorithm x Random -0.01 -0.11 0.05
(0.09) (0.26) (0.27)
N 264 372 260 346 260 346
R2 0.16 0.24 0.32 0.55 0.19 0.51
Mean outcome 0.16 0.21 19.46 17.96 18.68 17.33

Notes: * 0.10 ** 0.05 *** (.01 significance levels. OLS results of a regression of audit outcome on the selection
method of the case, controlling for list fixed effects (year x tax office for full audits, year x inspector for desk audits).
To construct the outcomes we needed for each case data on both the initial notification of the evasion plus penalty
amount, and its confirmation. Thus, the sample for the first outcome includes all cases with both non-missing
confirmation and notification. This lowers the sample from 507 full audits to 264, and from 1016 desk audits to
372. For the second and third outcome, the sample is conditional on both notification and confirmation being
non-zero. Robust standard errors (Huber-White) are shown in parentheses. This table is discussed in Section 4.3.
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D.1 Estimates Underlying the Robustness Figure

Table D.6: Robustness of Main Results - Cluster S.E. at Tax Office level

9L

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) (5) (6) (7 3) )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits

Algorithm -0.18%%* -0.05 -0.04 0.04 -0.05 -0.04 -(0.64%** -0.25 -0.16
(0.03) (0.04) (0.04) (0.04) (0.04) (0.04) (0.15) (0.18) (0.18)

Inspectors x Overlap 0.16%** 0.05 0.04 0.08** -0.07* -0.08%* 0.29 -0.58 -0.40
(0.03) (0.05) (0.05) (0.03) (0.04) (0.02) (0.30) (0.33) 0.27)
Algorithm x Random -0.00 -0.00 0.00 0.01 -0.22 -0.21%*
(0.03) (0.03) (0.05) (0.04) (0.13) (0.10)

Tax Office x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes

Inspector x Year No No Yes No No Yes No No Yes

N 944 2731 2731 507 1016 997 453 751 732
R2 0.26 0.23 0.32 0.15 0.32 0.43 0.31 0.29 0.43
Mean outcome 0.53 0.37 0.37 0.89 0.73 0.73 19.29 17.74 17.71

Notes: * 0.10 ** 0.05 *** (.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case. This table show the results for
the main outcomes restricting to the lists in which the number of algorithm and discretionary cases were exactly the same. The sample includes all cases selected
in the audit programs of 2018, 2019, and 2020. The data includes the selection and audits of the Large Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal
Professionals, and the regional SME units of Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor Almadies. Standard errors are clustered at the tax office x
year levels, and inspector x year levels when inspector fixed effects are included. This table provides the estimates shown in Figure 2.
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Table D.7: Robustness of Main Results - Equal Number of Cases (Definition 1)

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) (5) (6) (7 3) )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits
Algorithm -(0.23%%* -0.02 -0.02 0.03 -0.02 -0.02 -0.571%* -0.11 -0.08
(0.04) (0.03) (0.03) (0.03) (0.03) (0.04) (0.24) (0.24) (0.25)
Inspectors x Overlap 0.08 0.07 0.04 -0.01 -1.42%%% -1.12%
(0.20) (0.24) (0.05) (0.02) (0.48) (0.59)
Algorithm x Random 0.48%** 0.47%*%* 0.06 0.01 -1.61%* -1.43*
(0.08) 0.14) (0.06) (0.02) (0.65) (0.72)
Tax Office x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes No No Yes
N 414 798 798 264 209 199 243 201 191
R2 0.19 0.17 0.23 0.09 0.07 0.18 0.27 0.39 0.46
Mean outcome 0.63 0.26 0.26 0.92 0.96 0.95 18.90 17.94 17.91

Notes: * 0.10 ** 0.05 *** (.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case. This table show the results for
the main outcomes excluding the Large Taxpayer Unit. The sample includes all cases selected in the audit programs of 2018, 2019, and 2020. The data includes the
selection and audits of the Large Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals, and the regional SME units of Dakar Plateau, Grand Dakar,

Pikine Guediawaye, and Ngor Almadies. Robust standard errors are shown in parentheses (Huber-White formula). This table provides the estimates shown in Figure
2.
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Table D.8: Robustness of Main Results - Equal Number of Cases (Definition 2)

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) (5) (6) (7 3) )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits
Algorithm -(0.22%%* -0.03 -0.03 0.05 -0.06%* -0.04 -(0.64%** -0.16 0.07
(0.05) (0.03) (0.03) (0.04) (0.03) (0.03) (0.23) (0.26) (0.28)
Inspectors x Overlap 0.01 0.10 0.09 0.21* -0.08 -0.12 2.2 ] %%k -1.64%%%* -1.28%*
(0.14) (0.08) (0.09) (0.12) (0.09) (0.10) (0.48) (0.51) (0.52)
Algorithm x Random 0.03 -0.02 0.09* 0.04 -0.46 -0.71
(0.13) (0.13) (0.05) (0.07) (0.77) (0.74)
Tax Office x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes No No Yes
N 366 838 838 224 180 173 200 175 168
R2 0.21 0.13 0.19 0.12 0.07 0.25 0.18 0.27 0.43
Mean outcome 0.61 0.21 0.21 0.89 0.97 0.97 18.58 17.91 17.93

Notes: * 0.10 ** 0.05 *** (.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case. This table show the results for
the main outcomes only for the year 2019, which we consider the implementation of the experiment to be best. The sample includes all cases selected in the audit
programs of 2018, 2019, and 2020. The data includes the selection and audits of the Large Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals,
and the regional SME units of Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor Almadies. Robust standard errors are shown in parentheses (Huber-White
formula). This table provides the estimates shown in Figure 2.
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Table D.9: Robustness of Main Results - More Algorithm Cases

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) (5) (6) (7 3) )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits
Algorithm -0.17%%* -0.04%* -0.04* 0.02 -0.05% -0.04 -0.68%** -0.17 -0.03
(0.03) (0.02) (0.02) (0.03) (0.03) (0.03) (0.19) (0.23) 0.27)
Inspectors x Overlap 0.13* 0.08* 0.07 0.08 -0.08 -0.09 0.27 -1.23%*% -0.98*
(0.07) (0.04) (0.04) (0.05) (0.06) (0.08) (0.49) (0.43) (0.55)
Algorithm x Random 0.03 -0.01 0.08* 0.05 -0.38 -0.56
(0.12) (0.13) (0.04) (0.07) (0.77) (0.72)
Tax Office x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes No No Yes
N 855 1180 1180 474 226 208 428 220 203
R2 0.26 0.12 0.20 0.12 0.07 0.25 0.30 0.29 0.46
Mean outcome 0.55 0.19 0.19 0.90 0.97 0.97 19.34 18.14 18.10

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case. This table show the results for
the main outcomes. The sample includes all cases selected in the audit programs of 2018, 2019, and 2020. The data includes the selection and audits of the Large
Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals, and the regional SME units of Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor
Almadies. Robust standard errors are shown in parentheses (Huber-White formula). This table provides the estimates shown in Figure 2.
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Table D.10: Robustness of Main Results - Excluding Large Taxpayer Unit

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) (5) (6) (7 3) )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits

Algorithm -0.19%%* -0.05%* -0.05%* 0.07%** -0.05* -0.04 -0.61%%* -0.31%* -0.21
(0.04) (0.02) (0.02) (0.03) (0.03) (0.03) (0.20) (0.14) (0.14)

Inspectors x Overlap 0.22% 0.01 -0.00 0.15%* -0.08 -0.08 1.01 -0.23 -0.18
(0.13) (0.05) (0.05) (0.07) (0.07) (0.06) (0.87) (0.36) (0.40)

Algorithm x Random -0.01 -0.01 0.01 0.01 -0.19 -0.17
(0.03) (0.03) (0.04) (0.04) (0.19) (0.20)

Tax Office x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes No No Yes
N 548 2194 2194 319 906 900 285 645 639
R2 0.28 0.22 0.30 0.20 0.31 0.41 0.17 0.16 0.29
Mean outcome 0.58 0.41 0.41 0.89 0.71 0.71 18.63 17.43 17.43

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case. This table show the results for
the main outcomes. The sample includes all cases selected in the audit programs of 2018, 2019, and 2020. The data includes the selection and audits of the Large
Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals, and the regional SME units of Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor
Almadies. Robust standard errors are shown in parentheses (Huber-White formula). This table provides the estimates shown in Figure 2.
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Table D.11: Robustness of Main Results - Only 2019 Program

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) (5) (6) (7 3) )
Full audits Desk audits Desk audits Full audits Desk audits Desk audits Full audits Desk audits Desk audits
Algorithm -0.14%* -0.06%* -0.06%* 0.08 -0.07 -0.06 -(0.87%** -0.42%%* -0.27
(0.05) (0.04) (0.03) (0.06) (0.05) (0.04) (0.28) (0.19) (0.20)
Inspectors x Overlap 0.23** -0.02 -0.01 0.14%%%* -0.15 -0.15% 0.52 -0.77%* -0.48
0.11D) (0.08) (0.08) (0.05) (0.10) (0.09) (0.71) (0.39) (0.43)
Algorithm x Random 0.06 0.06 0.00 0.00 -0.13 -0.14
(0.04) (0.04) (0.06) (0.06) (0.25) (0.25)
Tax Office x Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Inspector x Year No No Yes No No Yes No No Yes
N 327 909 909 195 547 547 163 299 299
R2 0.16 0.10 0.24 0.18 0.14 0.28 0.31 0.20 0.33
Mean outcome 0.59 0.60 0.60 0.83 0.54 0.54 19.32 17.43 17.43

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case. This table show the results for
the main outcomes. The sample includes all cases selected in the audit programs of 2018, 2019, and 2020. The data includes the selection and audits of the Large
Taxpayer Unit, Medium Taxpayer Units 1 and 2, Liberal Professionals, and the regional SME units of Dakar Plateau, Grand Dakar, Pikine Guediawaye, and Ngor
Almadies. Robust standard errors are shown in parentheses (Huber-White formula). This table provides the estimates shown in Figure 2.



E Additional Results on the Audit Process

Table E.1: Resources Allocated to Audits and Audit Productivity, Desk Audits

A: Resource and Productivity Outcomes
Duration in Days  Days from Start to Conf. Days Working on Case | Evasion/Duration Evasions/Duration Evasion/Days Working

(Taxpayer Survey) (Admin. Data) (Self-Reported) (Taxpayer Survey) (Admin. Data) (Self-Reported)
@) (2) (3) ) (5) (6)
Algorithm -1.07 12.95 -3.50 -0.38 -0.52 0.36
(2.13) (20.51) (2.44) (0.48) (0.37) (0.50)
Inspectors x Overlap 13.62 32.37 -22.76* 0.53 -2.68%%* 0.48
(12.54) (41.60) (13.51) (0.81) (0.60) (1.32)
N 293 236 108 93 154 60
R2 0.28 0.39 0.57 0.44 0.59 0.41
Mean outcome 20.16 112.81 9.06 14.82 13.58 1591
B: Data Availability
[€))] (2) (3) ) (5) (6)
Algorithm 0.02 0.00 -0.03 0.01 -0.02 -0.04*
(0.03) (0.01) (0.02) (0.02) (0.03) (0.02)
Inspectors x Overlap -0.10%* -0.00 0.01 -0.06 -0.11%%* -0.01
(0.05) (0.00) (0.04) (0.05) (0.05) (0.04)
N 997 997 997 997 997 997
R2 0.19 0.97 0.44 0.21 0.28 0.26
Mean outcome 0.16 0.26 0.11 0.11 0.18 0.07

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table is similar to Table 5, but focuses on desk audits. The
regressions control for inspector x year fixed effects. We do not consider the number of agents working on a or
evasion / number of agents as outcomes, as desk audit lists are selected and executed by individual inspectors or pairs
of inspectors. There is hence no variation in the number of inspectors working on a case within a desk audit list. This
table is discussed in Section 5.1.

82



Table E.2: Inspector Characteristics by Case Selection Method, Full Audits

A: Full-Audit Cases in Which Some Inspector Reported Information
)] @3 3) C)) (%) (6) @)
Mean Age Max Age Mean Years Max Years Share with Max Share in Favor
of Experience of Experience Masters/PhD Education of Algorithm

Algorithm -0.28 -0.86%* -0.03 -0.38 0.04 -0.08 -0.02
(0.32) 0.41) (0.21) (0.24) (0.03) (0.05) (0.03)
N 459 459 422 422 422 422 422
R2 0.36 0.40 0.37 0.42 0.33 0.34 0.32
Mean outcome 37.10 40.52 8.29 9.54 0.81 3.23 0.82

B: Only Cases in Which All Inspectors Reported Information

(D )] 3) ) ) (6) Q)
Algorithm -0.17 -0.65 0.15 -0.12 0.01 -0.04 -0.02
(0.36) 0.48) (0.36) (0.36) (0.04) (0.04) (0.05)
N 230 230 117 117 117 117 117
R2 0.42 0.36 0.29 0.21 0.60 0.85 0.18
Mean outcome 37.39 41.85 9.35 11.49 0.76 3.35 0.75

C: Probability that All Inspectors Reported Information

(D 2 3 (€] &) (6) @)
Algorithm -0.01 -0.01 0.02 0.02 0.02 0.02 0.02
(0.04) (0.04) (0.03) (0.03) (0.03) (0.03) (0.03)
N 507 507 507 507 507 507 507
R2 0.27 0.27 0.41 0.41 0.41 0.41 0.41
Mean outcome 0.45 0.45 0.23 0.23 0.23 0.23 0.23

Notes: * 0.10 ** 0.05 *** (.01 significance levels. This table shows the OLS estimation results for the mean
characteristics of the team members working on cases. The regression is done at the case level only for started full
audits. Full audits are assigned at the tax office level, and tax office leaders compose teams to work on the cases.
Since there is no assignment of cases to inspectors at the selection phase, we can only run this regression for the cases
that were effectively conducted. The outcomes are obtained from the inspector survey, and are averaged across the
inspectors that worked in the case. Columns 1 and 2 show the results using as outcomes the mean and max age of the
team members. Columns 3 and 4 use the share of team members with a Masters/PhD and the max of a categorical
education variable that goes from 1 (only high school) to 4 (Masters/PhD). Column 5 uses the mean response of team
members to whether they would favor the use of an algorithm to automate selection of cases. Columns 7, 8, and
9 use the share of highly experience (more than median) team members in the team, the mean experience, and the
max experience among team members. The regressions control for fixed effects at the tax office-year level. Robust
standard errors are shown in parentheses (Huber-White formula). Coefficients on the inspectoroverlap dummy are
included in the regression but omitted from the display. This table is discussed in Section 5.1.
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Table E.3: Inspector Characteristics and Performance, Desk Audits

)] @) (3) C)) &) (0) @) ®)
#cases  P(execution) P(detection|execution) log(evasion) Executed Alg. cases P(execution| Alg.) Executed Alg. > Executed Insp. P(In favor of Alg.)
Executed (Mean)
Masters/PhD -0.76 -0.01 0.06 0.79 -0.05 0.03 0.18%** 0.12
0.72) (0.04) (0.06) (1.29) (0.45) (0.05) (0.08) (0.11)
Above median age 0.50 0.05 0.02 0.23 0.11 0.04 -0.05 -0.06
(0.53) (0.04) (0.04) (0.83) (0.36) (0.06) (0.09) (0.13)
Above median experience -0.52 -0.05 -0.00 -0.51 0.18 -0.01 0.11 -0.12
(0.44) (0.04) (0.04) (0.92) (0.31) (0.05) (0.09) (0.10)
N 86 86 76 76 86 86 86 86
R2 0.81 0.54 0.56 0.56 0.75 0.54 0.47 0.07
Mean outcome 4.77 0.32 0.90 16.92 2.53 0.29 0.34 0.77

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table shows the estimation of the OLS regressions of outcomes of inspectors on inspector characteristics.
The analysis is done at the list (inspector x year) level and only includes the lists of desk audits. These lists were assigned individually to inspectors. The regressors
are three individual characteristics of the inspectors collected using the inspector survey (whether the inspector had a Masters/PhD and whether they had higher
than median experience working at the tax authority) and administrative data (age). Column 1’s outcome is the total started cases for each list, Columns 2-4 are
averages within list of the main outcomes (see Table 4), Column 5 uses the number of started algorithm cases, Column 6 the share of started algorithm cases among
algorithm-selected cases, Column 7 uses an indicator of whether the number of started algorithm cases was larger than the number of started inspector cases in the
list, and Column 8 uses the response of the inspector to whether they would favor the automation of case selection using an algorithm. The regressions control for
fixed effects at the tax office-year level. Robust standard errors are shown in parentheses (Huber-White formula). This table is discussed in Section 5.1, footnote 22.



Figure E.1: Inspector Quality Fixed Effects for Desk Audit

A: Execution of Audit B: Detection of Evasion

fe_y2

group(fe_y2 inspectorclusteryear)

C: log(Evasion)

Notes: This figure shows the distribution of audit list (=inspector x year) fixed effects 7; from estimating a version of
Equation 1 where we additionally control for office fixed effects. This ensures that the list (i.e. inspector) fixed effects
pick up variation within rather than across tax offices. The red lines mark p25, p50 and p75 of the distributions. The
figure documents substantial heterogeneity in inspector skills, with long tails on either end of the distribution. To
gauge the magnitude of the variation, consider that the mean outcome is 0.37 in A, 0.73 in B and 17.74 log points in
C. An improvement in the selection of audit cases through an algorithm would be most valuable for inspectors in the
bottom of the skill distribution. This figure is mentioned in Section 5.1, footnote 22.
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Figure E.2: Absence of Correlation Between Audit Execution Rate and Execution Rate for
Algorithm-Selected Cases

A: Full Audits
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Notes: This figure plots outcomes at the audit-list level (i.e. the tax office x year level for full audits and the tax
inspector x year level for desk audits). The X-axis shows the mean execution rate for all cases on the annual list.
The Y-axis shows the difference in the execution rate between algorithm-selected cases and inspector-selected cases.
This figure is mentioned in Section 5.1, footnote 22.
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Table E.4: Algorithm Selection and Audit Outcomes, Controlling for Number of Agents and Years of Experience

P(Detection | Execution) log(Evasion) | Detection
1) 2) 3) “ ®) (6) (N ®)
Algorithm 0.04  0.09%#%0.04* 0.04*| -0.59**%0.33* -0.34* -0.34*

(0.03) (0.02) (0.02) (0.02) | (0.18) (0.18) (0.18) (0.18)

Inspectors x Overlap 0.08* 0.08** 0.07***0.07*%*0.31 039  0.30 0.30
(0.05) (0.04) (0.03) (0.03) | (0.46) (0.42) (0.42) (0.42)

Lagged Log(Turnover)  0.00* 0.00 0.00 0.00 | 0.05*%* 0.04** 0.03* 0.03
(0.00) (0.00) (0.00) (0.00) | (0.02) (0.02) (0.02) (0.02)

N. Agents 0.21#%* 0.06%** 0.06**%* 0.97#%* 1.08%** 1.00%**
(0.02) (0.02) (0.02) (0.13) (0.14) (0.15)
Max. Years Experience -0.00 0.09%**
(0.00) (0.04)
N 507 507 422 422 453 453 403 403
R2 0.16 043 0.15 0.15 | 033 041 041 0.41
Mean outcome 0.89 089 095 095 | 1929 19.29 1946 19.46

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table is similar to Table 4, columns 4 and 7, but adds additional controls: firm size (turnover), the number
of agents working on an audit team, the maximum number of years of experience on the team, and the maximum ability on the team, where ability is the inspector
fixed effect estimated from the desk audit program (see Figure E.1). This table is discussed in Section 5.1, footnote 22.
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Table E.5: Algorithm Selection and Scope of Audits (1/2)

N. infractions N. years Fine/Evasion
(1 (2) 3) 4 &) (6)
Full audits Desk audits Full audits Desk audits Full audits Desk audits
Algorithm =127 %%k -0.47%#%* -0.36%%* -0.28%#%* 0.01 0.03%*%*
(0.30) (0.15) (0.13) (0.13) (0.01) (0.01)
Inspectors x Overlap 0.13 -0.33 0.28 -0.18 0.00 -0.00
(0.93) (0.56) (0.25) (0.30) (0.03) (0.02)
Algorithm x Random 0.40* 0.41%%* -0.00
(0.23) (0.18) (0.02)
N 453 732 453 732 450 716
R2 0.32 0.33 0.19 0.29 0.21 0.27
Mean outcome 4.92 3.08 3.48 2.58 0.41 0.44

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case, controlling for list fixed effects
(year x tax office for full audits, year x inspector for desk audits). The outcomes are extracted from the audit reports. The three outcomes are i) the number of years
from the taxpayers’ declarations in which the inspector found an infraction (notice that the inspection can investigate tax declarations up to four years before the
audit date according to Senegalese law), ii) the number of different infractions found by the inspector, and iii) the severity of the infraction as indicated by the ratio
of fine to the evaded amount. Robust standard errors are shown in parentheses (Huber-White formula). Sample is conditioned on cases that started an audit. This
table is discussed in Section 5.1.
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Table E.6: Algorithm Selection and Scope of Audits (2/2)

Share severe infractions (main taxes) Share severe infractions (all taxes) P(infraction in main taxes) P(severe infraction in main taxes)

(1) (2 (3) 4) &) (6) (7 3
Full audits Desk audits Full audits Desk audits Full audits  Desk audits  Full audits Desk audits

Algorithm 1.38 2.77 1.72 4.44 0.02 -0.04 -0.02 -0.01
(3.71) (3.75) (3.20) (3.05) (0.02) (0.03) (0.04) (0.04)

Inspectors x Overlap -2.99 3.92 -13.68** 5.19 0.05%* 0.04 -0.03 0.04
(7.81) (8.34) (5.39) (6.80) (0.03) (0.06) (0.09) (0.09)

Algorithm x Random 4.19 3.33 -0.01 0.03
(5.22) 4.23) (0.05) (0.05)

N 453 732 453 732 453 732 453 732
R2 0.18 0.31 0.29 0.37 0.18 0.28 0.11 0.26
Mean outcome 60.84 64.31 60.76 71.59 0.94 0.86 0.78 0.72

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results of a regression of audit outcome on the selection method of the case, controlling for list fixed effects
(year x tax office for full audits, year x inspector for desk audits). The outcomes are extracted from the audit reports. The three outcomes are i) the number of years
from the taxpayers’ declarations in which the inspector found an infraction (notice that the inspection can investigate tax declarations up to four years before the
audit date according to Senegalese law), ii) the number of different infractions found by the inspector, and iii) the severity of the infraction as indicated by the ratio
of fine to the evaded amount. Robust standard errors are shown in parentheses (Huber-White formula). Sample is conditioned on cases that started an audit. This
table provides additional outcomes for the analysis discussed in Section 5.1.



Figure E.3: Distribution of Audit Productivity
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Notes: This figure plots density distributions of audit productivity outcomes, as per the panel titles. The outcomes
are demeaned at the list level. The data is split into ten equally-spaced bins for each audit outcome and type. This
figure is discussed in Section 5.1.



Figure E.4: Productivity of Uncovering Evasion Using Different Definitions of Cost

A: Number of Agents B: Duration of Audit (Taxpayer Survey)
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Notes: This figure plots the data points of audit cases. The Y-axis represents the productivity of uncovering evasion
dividing evasion by three different cost measures. The X-axis represents the log of the firm’s turnover as declared
one year before the audit. All the variables were demeaned at the list level. The lines show a local non-parametric
regression around the points, run separately for the algorithm-selected and inspector-selected cases. This figure is
discussed in Section 5.1.
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Table E.7: Selection Method and Survey Results for Corruption - Probability of Answering the Question

A: All Interviewed Firms

Corruption in General Corruption Experience Grade on Honesty Friend at Tax Auth.
(H () 3) “) ) (6) (N (®) ©)) (10 1n 12)
Full audits Desk audits All Full audits Desk audits All Full audits Desk audits All Full audits Desk audits All
Algorithm 0.003 0.001 0.002 -0.018 -0.016 -0.017 0.000 0.009 0.005 0.005 0.032 0.020
(0.072) (0.067) (0.049) (0.022) (0.026) (0.017) (0.055) (0.065) (0.042) (0.051) (0.050) (0.036)
Inspectors x Overlap -0.137 -0.275 -0.214 0.023 0.009 0.015 -0.038 -0.014 -0.025 0.126* 0.061 0.088
(0.240) (0.181) (0.148) (0.029) (0.023) (0.018) (0.162) (0.143) (0.107) (0.066) (0.144) (0.085)
Algorithm x Random -0.027 -0.024 0.020 0.021 -0.072 -0.070 0.024 0.032
(0.091) (0.084) (0.028) (0.025) (0.081) (0.074) (0.069) (0.064)
N 230.000 320.000  550.000 | 230.000 320.000  550.000 | 230.000 320.000  550.000 | 230.000 320.000  550.000
R2 0.095 0.264 0.195 0.172 0.122 0.146 0.145 0.243 0.228 0.086 0.134 0.117
Mean outcome 0.63 0.60 0.62 0.96 0.97 0.96 0.81 0.68 0.74 0.87 0.85 0.86
B: Only Audited Firms
1) (2) (3) 4) (5) (6) () (3) ) (10) 1n (12)
Algorithm -0.023 -0.193**  -0.105 -0.063 -0.042 -0.052 -0.022 -0.021 -0.022 -0.018 0.107 0.055
(0.142) (0.097) (0.075) (0.050) (0.041) (0.032) (0.099) (0.100) (0.065) (0.047) (0.084) (0.059)
Inspectors x Overlap 0.529%**  -0.262 0.076 -0.004 0.020 0.007 -0.001 0.016 0.009 0.223* 0.091 0.124
(0.164) (0.252) (0.200) (0.004) (0.044) (0.028) (0.006) (0.201) (0.117) (0.117) (0.277) (0.181)
Algorithm x Random 0.130 0.100 0.060 0.064%% -0.000 -0.000 0.092 0.121
(0.128) (0.119) (0.037) (0.031) (0.112) (0.102) (0.103) (0.095)
N 97.000 149.000  246.000 | 97.000 149.000  246.000 | 97.000 149.000  246.000 | 97.000 149.000  246.000
R2 0.127 0.310 0.229 0.326 0.111 0.232 0.104 0.239 0.239 0.104 0.207 0.177
Mean outcome 0.68 0.61 0.63 0.94 0.97 0.96 0.87 0.69 0.76 0.87 0.80 0.83

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. OLS results with fixed effects at the year x tax office level for outcomes from the taxpayer survey. Given
the low number of observations in the taxpayer survey, it is not possible to run the regression with year x inspector fixed effects for desk audits, as is done with
outcomes extracted from administrative data. A is for all selected firms interviewed in the survey, whereas B is restricted to firms that were audited according to
the administrative audit reports. Robust standard errors are shown in parentheses (Huber-White formula). The outcomes are as follows: “Corruption in general”
(Columns 1 to 3) is the declared belief of the percentage of audits in Senegal that are affected by corruption; “Corruption experience” (Columns 4 to 6) means that
the respondent declared to have experienced an instance of bribery to obtain tax favors; “Grade on honesty” (Columns 7 to 9) is a grade from O to 10 to the honesty
of the inspector the respondent last interacted with during a full audit; and “Friend at tax authority” captures the degree to which the respondent agrees with the
statement that “if the firm’s boss has a friend at the tax authority, the firm will rarely be audited”. This table is connected to Table 6 discussed in Section 5.3.



F Additional Results on Mechanisms

Table F.1: Association of Risk Score with Audit Outcomes, Controlling for Firm Size

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) (5) (6)
Full audits Desk audits Full audits Desk audits Full audits Desk audits
Algorithm -(.25%%%* -0.07** 0.01 -0.07* -0.99%*** -0.32
(0.05) (0.03) (0.04) (0.04) (0.28) 0.21)
Risk score 0.02 -0.01 -0.00 -0.00 0.34%*%* 0.38%**
(0.02) (0.02) (0.02) (0.02) (0.13) (0.13)
Alg. x Risk score 0.01 0.04* 0.02 0.02 -0.29* -0.42%%%
(0.02) (0.02) (0.02) (0.02) (0.15) (0.13)
Lagged log(turnover) 0.02%#* 0.01 % 0.01* 0.01 % 0.04%** -0.00
(0.00) (0.00) (0.00) (0.00) (0.02) (0.01)
N 944 2731 507 997 453 732
R2 0.33 0.32 0.16 0.44 0.33 0.44
Mean outcome 0.53 0.37 0.89 0.73 19.29 17.71

This table is identical to Table 7, except that we had lagged log turnover as an additional regressor. This table is

discussed in Section 6.1.
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Table F.2: Association of Risk Score with Audit Outcomes, Using the Unweighted Risk Score

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) (2) (3) 4) () (6)

Full audits Desk audits Full audits Desk audits Full audits Desk audits
Algorithm -0.25%%* -0.09%** 0.08* -0.07 -0.86%* -0.32
(0.06) (0.03) (0.05) (0.04) (0.33) (0.23)
Unw. Risk score 0.06%* 0.01 0.02 0.02 0.31°%* 0.09
(0.03) (0.02) (0.02) (0.02) (0.17) (0.17)
Alg. x Unw. Risk score -0.04 0.03 -0.04 0.00 -0.28 0.02
(0.04) (0.02) (0.03) (0.03) (0.22) (0.19)
N 944 2731 507 997 453 732
R2 0.27 0.32 0.15 0.43 0.32 0.43
Mean outcome 0.53 0.37 0.89 0.73 19.29 17.71

This table is identical to Table 7, except that we use the raw risk score,

regressor. This table is discussed in Section 6.1.
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Table F.3: Association of Risk Score Components with Audit Outcomes

P(Execution) P(Detect)|Execution log(Evasion)|Detection
(1) 2 3) 4 ) (6) (7 (8) © (10) (11) (12)
Full audits Full audits Desk audits Desk audits Full audits Full audits Desk audits Desk audits Full audits Full audits Desk audits Desk audits

Algorithm -0.28%:* -0.28%3%:% -0.07%%* -0.08%* -0.01 -0.01 -0.03 -0.00 -1.09%#%  _] D% 0.03 -0.07
(0.05) (0.06) (0.03) (0.03) (0.04) (0.05) (0.04) (0.05) (0.35) (0.38) 0.24) (0.28)

VAT anomalies risk score 0.02 0.01 0.02 -0.00 0.27 0.21
(0.03) (0.02) (0.02) (0.02) (0.22) 0.17)

CIT anomalies risk score -0.04 0.02 -0.01 0.00 0.12 -0.07
(0.03) (0.02) (0.03) (0.02) (0.20) 0.17)

Inconsistencies risk score 0.04 0.04 0.01 0.01 0.02 0.02 -0.00 -0.00 0.26 0.24 -0.13 -0.15
(0.02) (0.02) 0.01) (0.01) (0.02) (0.02) (0.02) (0.03) (0.20) 0.21) 0.14) (0.15)

Anomalies risk score 0.03* 0.05 0.01 -0.00 0.03* 0.02 -0.01 -0.01 0.18 -0.04 -0.03 -0.11
(0.02) (0.04) (0.01) (0.02) (0.02) (0.02) (0.02) (0.02) 0.12) 0.21) 0.12) 0.21)

Algorithm x Inconsistencies -0.02 -0.02 0.01 0.01 -0.02 -0.02 -0.00 0.00 -0.37 -0.38 0.18 0.21
(0.03) (0.03) (0.02) (0.02) (0.03) (0.03) (0.03) (0.03) (0.25) (0.26) (0.18) (0.18)

Algorithm x Anomalies -0.04 -0.05 -0.02 -0.01 -0.04 -0.05 0.01 -0.02 -0.01 0.24 0.06 0.22
(0.03) (0.04) (0.02) (0.03) (0.03) (0.04) (0.03) (0.04) (0.18) 0.27) (0.15) (0.26)

Algorithm x VAT anomalies -0.06 -0.01 -0.01 0.06 -0.45% -0.42%

(0.04) (0.02) (0.04) (0.04) 0.27) (0.23)

Algorithm x CIT anomalies 0.06* -0.01 0.03 -0.02 0.01 0.21
(0.03) (0.02) (0.03) (0.03) (0.24) (0.20)

N 944 944 2731 2731 507 507 997 997 453 453 732 732
R2 0.26 0.27 0.32 0.32 0.15 0.16 0.43 0.44 0.32 0.33 0.43 0.43
Mean outcome 0.53 0.53 0.37 0.37 0.89 0.89 0.73 0.73 19.29 19.29 17.71 17.71

This table is similar to Table 7, but shows the association between audit outcomes and components of the risk score. This table is discussed in Section 6.1.



Table F.4: Treatment Effect of Information Intervention

(eY) 2 3) (€] (5) ©)
P(Execution) P(Detection| log(Evasion)| P(Start) P(Detection| log(Evasion)|
Execution) Detection Execution) Detection
Algorithm -0.05 -0.08* -0.22 -0.05 -0.08* -0.22
(0.04) (0.05) (0.22) (0.04) (0.05) (0.22)
Algorithm x Random -0.00 0.01 -0.24 -0.00 0.01 -0.25
(0.03) (0.04) (0.19) (0.03) (0.04) (0.19)
Information 0.02 -0.05 -0.22
(0.04) (0.04) (0.20)
Algorithm x Information 0.01 0.06 0.27
(0.04) (0.06) (0.26)
Info. (indicators) 0.03 -0.05 -0.07
(0.04) (0.05) (0.23)
Info. (indicators+data) 0.01 -0.05 -0.37
(0.04) (0.05) (0.24)
Alg. x Info. (Indicators) 0.02 0.07 0.07
(0.05) (0.07) (0.31)
Alg. x Info. (Indicators+data) 0.01 0.06 0.45
(0.05) (0.06) (0.31)
N 2136 896 631 2136 896 631
R2 0.32 0.41 0.43 0.32 0.41 0.43
Mean outcome 0.42 0.70 17.66 0.42 0.70 17.66

Notes: * 0.10 ** 0.05 *** (.01 significance levels. This table shows the estimation of the randomized information
treatment intervention’s effect on the probability of audit execution, and the correlation of the information treatment
with subsequent audit outcomes. Only desk audit cases were used in the information intervention, such that the
sample does not include full audit cases. The treatment was cross-randomized across algorithm and inspector cases
in 2018 and 2019, but only used for algorithm cases in 2020. Therefore, we excluded the inspector-selected cases
in 2020. Columns 1, 2, and 3 show the results for a specification containing a dummy indicating whether the case
was treated. Columns 4, 5, and 6 distinguish between two modalities of the treatment: providing only indicators of
risk about the case to the inspectors and providing risk indicators plus a spreadsheet with data on the taxpayers’ tax
declarations and third-party data. OLS results with fixed effects at the year X inspector level. Robust standard errors

are shown in parentheses (Huber-White formula). This table is discussed in Section 6.2.
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Figure F.1: Predicting Audit Execution Using Observable Characteristics
A: Full Audits
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Notes: This figure shows the predicted mean execution of audits based on observable characteristics of the firms.
Several models are estimated using only inspector-selected firms, and the model is used to predict the execution rate
of algorithm cases based on the firms’ characteristics. The difference between the realized execution rate and the
predicted execution rate represents the part of the algorithm’s effect that cannot be explained by firm characteristics.
This figure is discussed in Section 6.3.
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Figure F.2: Predicted and Realized Detected Evasion Amount

A: Only Algorithm-Selected Cases
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Notes: This figure is similar to Figure 4 but distinguishes between audits selected by the algorithm (Panel A) and
audits selected by inspectors (Panel B). This figure is discussed in Section 6.4.
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Table E.5: Predictive Coefficients of Execution for Algorithm and Inspector Cases

Algorithm Inspector
(1) (2)

L1 turnover -0.19%** -0.2] ***
0.07) (0.07)

L1 turnover sq. 0.02%* 0.02%*=*
(0.01) (0.01)

L1 turnover cu. -0.00%** -0.00%**
(0.00) (0.00)

L1 profit rate -0.08 0.09
(0.20) (0.16)

L1 profit rate sq -0.07 -0.00
(0.12) (0.12)

L1 profit rate cu -0.02 -0.12
0.24) (0.21)

L1 productivity 0.05 0.04
(0.05) (0.05)

L1 productivity sq -0.01 -0.01
(0.0 (0.0

L1 productivity cu 0.00 0.00
(0.00) (0.00)

Distance km -0.12 0.62%**
(0.30) (0.23)

Distance min 0.04 -0.27%**
(0.13) (0.10)

Firm’s age 0.00 0.02
(0.02) (0.02)

N 407.00 537.00

R2 0.35 0.38

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table shows the correlation of firm characteristics and
the execution rate of the full audit in two different OLS regressions. Column 1 shows the relationship between
firm characteristics and the execution of audit cases selected by the algorithm. Column 2 shows the same for cases
selected by the inspectors. The regressions include year and tax office fixed effects. Robust standard errors are shown
in parentheses (Huber-White formula). This table is discussed in Section 6.3.
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Table F.6: Prediction Model Using Ranking of Turnover Only

Full Audits Desk Audits
All executed Algorithm Inspectors | All executed Algorithm Inspectors
DGE 69 58 73 43 62 48
CMEI1 86 82 88 65 66 70
CME2 82 79 81 73 71 80
CPR 73 57 88 44 43 53
DSF 54 53 63 62 68 61

Notes: This table shows the percentage of audited cases that are correctly predicted by a simple turnover ranking
within tax office and year, using declared turnover of the year prior to selection. The columns show the percentages
of the N executed cases within each office that are also among the N largest cases in the selection list. For the
algorithm and inspectors’ columns, N is defined as the number of executed cases among algorithm-selected and
inspector-selected cases. This table is discussed in Section 6.3.
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G Additional Results on Machine-Learning Algorithm

Table G.1: Optimization Gains from Machine-Learning Algorithm Trained on Audit Outcome Data,
Results Disaggregated by Tax Office, for Full Audits

1) 2) 3) “4)
Realized Predicted A Revenue vs Predicted Overlap Between
Revenue Revenue w/ RF Selection Optimized and

Log(mean) Log(mean) Among Program Cases Realized Audit Program

A: Large Taxpayer Office

21.92 21.84 + 18.63% 62%
B: Medium Taxpayer Office
19.9 19.9 + 8.76% 78%
C: Liberal Professions Office
20.66 20.5 + 13.98% 65%
Panel D: Small Taxpayer Office
18.28 18.18 +147.11% 23%

Notes: This table is similar to Table 9, A, but shows the results disaggregated by tax office.
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Table G.2: Performance of Random Forest Prediction

A: Full Audits
Al: Predicting Detection A2: Predicting Evasion Amount

| Execution | Detection

(1 2) 3) “4)

Precision Recall MSPE R2
Overall OOS 0.88 1.00 2.21 0.35
Overall OOB 0.89 1.00 3.22 0.26
2018 0.94 1.00 2.39 0.40
2019 0.78 1.00 2.51 0.24
2020 0.94 1.00 1.71 -0.01

B: Desk Audits
B1: Predicting Detection B2: Predicting Evasion Amount

| Execution | Detection

(1) (2) 3) 4)

Precision Recall MSPE R2
Overall OOS 0.75 0.96 2.93 0.23
Overall OOB 0.78 0.93 2.49 0.18
2018 0.95 1.00 3.46 0.24
2019 0.58 0.95 2.87 0.13
2020 0.98 0.93 2.51 0.07

Notes: This table documents the performance of our random forest algorithm for predicting detection of evasion
conditional on audit execution (panels Al and B1) and predicting the amount of evasion conditional on detection
(panels A2 and B2). The performance metrics are either calculated out-of-sample (i.e. in the hold-out/testing sample,
rows 1 and 3-5 in each panel), or out-of-bag (row 2). The precision rate (column 1) is number of true positives over
the sum of true positives and false positives. The recall rate (column 2) is the number of true positives over the sum
of true positives and false negatives. A true positive is a case with detected evasion that is predicted to detect evasion.
A false positive is a case with predicted evasion in which no evasion was detected in reality. The mean squared
prediction error (MSPE, column 3) is the average squared difference between the predicted and observed values. The
out-of-sample R2 (column 4) is ratio of the variance explained to the total variance in the outcome. Figure G.1 further
evaluates the accuracy of predicted evasion compared to realized evasion. This table is mentioned in Section 7.

102



Figure G.1: Within-Sample Model Fit: Comparison of Predicted and Realized Evasion
A: Full Audits
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Notes: This figure shows scatterplots of the predicted and realized evasion, for full audits (A) and for desk audits (B),
conditional on predicted evasion being non-zero. In each panel, we show results for a model where we increase the
weight ten-fold on all cases in the top quartile of realized evasion (left column), or on all cases in the top quartile of
realized evasion within each tax office (right column). Table G.2 shows other performance metrics of the prediction.
This figure is mentioned in Section 7.
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Figure G.2: Importance Ranking of Predictors in Random Forest Algorithm
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Notes:

This figure shows the importance ranking of predictors in the random forest algorithm used to predicted
whether or not an audit case detects any evasion (column 1), and for predicting the amount of evasion among the
cases with non-zero evasion (column 2), for full audits (A) and desk audits (B). This figure is mentioned in Section 7.
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H Deterrence Effects of Tax Audits

If the goal of audits is to maximize revenue collection in a given year, the tax administration might take
into account the two main effects of audits: the impact on tax evasion uncovered (and fines collected),
and the deterrence effect from the fear of an audit. The former effect improves ex-post compliance,
while the later improves ex-ante compliance. (Paradisi and Sartori (2024)). The deterrence effect
depends on the perceived audit probability, which is notoriously difficult to measure (Bergolo et al.
(2023)). Here, we ask a simpler question: how large would the deterrence effect have to be for the

risk-score selection to improve revenue collection compared to the discretionary selection?

As shown in Table 3 panel(b) (Section 3.5) the risk-score selects significantly different firms from the
inspectors along several margins. Here, we focus on arguably the most important and visible margin:
firm size. Risk-score selected firms are, on average, -1.78 log points smaller in terms of revenue.
Figure H.1 plots the probability of a firm being audited as a function of size, under respectively the
risk-score and the discretionary selection schedule. As expected, both curves rise over the firm size
distribution: firms in the bottom half of the distribution have a close to zero probability of an audit un-
der either schedule, but the risk-score starts selecting firms in the third quartile, whereas the inspector
selection starts in the top quartile. The two curves cross at 93' percentile of declared turnover. For
the largest firms, the risk-score audit probability is slightly under 20%, while the discretionary audit
probability rises to 30%. Therefore, if all audits in Senegal were chosen by the risk score algorithm
(keeping the number of audits constant), upper-mid-sized firms would face a higher audit probability

than under discretionary selection, whereas the largest firms would face a lower audit probability.

What would such different schedules of audit probability imply for deterrence? To answer this ques-
tion, we conduct an exercise based on some theoretical assumptions about firm behavior and estimates
from the data. First, we assume that the audit probability by firm size is known to firms, thus cor-
responding to the perceived audit probability. Moreover, we assume that the share of evasion (i.e.,
misreporting of revenue and taxes) is a function of the perceived probability of audit. By estimating
the sensitivity of evasion shares to probability of audit, we can compute counterfactual levels of total
sales declarations under two scenarios: if the whole audit program was determined by the risk-score

schedule, or if the whole audit program was determined by the discretionary schedule.

To estimate the impact of audit probability on misreporting, we develop a simple framework that
leverages the fact that firms with similar declared turnover may be allocated to different tax centers
and thus be exposed to different audit probabilities. This framework provide quasi-random variation
on audit probability, conditional on firm size, allowing to estimate the effect of audit probability on

the share of misreporting. We then use these estimated effects to compute the counterfactual.
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Figure H.1: Realized and Counterfactual Audit Probability Schedules
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Notes: This figure shows the probability of a full audit as a function of turnover using the full sample of firms with
tax declarations. The realized probabilities, based on the 2018-2020 audits, is shown in the dashed line. The blue
line shows the counterfactual schedule if all audits followed the risk-score (keeping the total number of audits fixed),
and the red line shows the schedule if all audits followed the inspectors’ selection method. The blue lines show the
distribution of firms by size, winsorized at the top 5%.

The data available for this exercise is the same used for the experiment described in the paper: ad-
ministrative data on tax declarations and audit reports. There are three parts to this exercise. First,
based on firm sizes, we can compute conditional choice probabilities of audit conditional on firm size
and tax office, which we compute non-parametrically. For that estimation, we use only the executed
full audits in 2018-2020. These estimated probabilities are crucial to estimate the impact of audit
probability on evasion share, which we do in the following step. Equation H.1 formally represents

the first step, where the whole sample of Senegalese firms with tax declarations is used.

P(audit;) = f(turnover;, tax office;) + &; (H.1)

Second, we estimate the impact of audit probability on evasion shares, for which we use only the
subset of firms that were audited, where we can observe these shares. The evasion rate is defined
as evasion/(evasion + turnover), and “evasion” is obtained by the amount of evaded taxes divided by
30% to reflect the average corporate income tax rate levied on profits. We regress these evasion shares

on audit probabilities to estimate the effect of changes in audit probability on compliance. However,
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despite being computed within tax offices and conditional on size, these audit probabilities could still
be correlated with unobserved characteristics of firms that affect compliance. To mitigate endogeneity
concerns, we estimate the impact of audit probability on evasion shares in a two-stage least squares
model, where the first stage uses dummies of tax office as instruments for the probability of evasion,
generating plausibly exogenous variation. The second stage estimates the impact on log of share
evasion, thus obtaining a semi-elasticity of evasion share (i.e., the percentage share in response to one
percentage point increase in audit probability). We also estimate a model allowing the semi-elasticity
of share evasion to depend on log turnover, by adding an interaction term between audit probability
and log turnover. Equation H.2 formally represents this step, where we only use the sample of audited
firms in 2018-2020.

P(audit;) = ap + a1 log turnover; + Office; + ¢;

log(share evasion;) = 3y + 1 log turnover; + [, P(audit;) + (3 P(audit;) x log turnover; + &;
(H.2)

The results of the estimation are shown in H.1. These results show that the semi-elasticity of evasion
share is negative, as expected, meaning that higher probability of audit reduces the share of evasion.
The specification with the interaction term also suggests that the semi-elasticity is larger, in absolute
values, for smaller firms. The positive coefficient on the interaction term means that for larger firms,
the semi-elasticity approaches zero, meaning that very large firms react little to increases of audit

probability.
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Table H.1: Evasion share and probability of audit

OLS v OLS v
&) 2) 3) “4)
Audited probability -24.63**%%38.89%*| -4.80%*** -2.05%
(6.99) (20.26) | (1.44) (1.23)

Audited probability X Log(Turnover)  1.09%** 1.58%*
(0.38) (0.87)

Log(Turnover) -0.41%%% -0.08%4* -0.15%%* -0.10%**
(0.09) (0.02) | (0.03) (0.01)

N 384.00 325.00 | 384.00 325.00

R2 0.19 0.17

Notes: * 0.10 ** 0.05 *** 0.01 significance levels. This table shows the results of regression of
evasion share on the probability of audit, computed at an earlier stage in a non-parametric way,
as a function of log turnover and tax offices. Column 1 shows OLS regressions on probability of
audit and an interaction term of audit probability and log turnover, controlling for log turnover
and for tax office fixed effects. Column 2 shows 2SLS regression where the tax office dummies
are used as instruments for the probability of audit and the interaction term. Column 3 shows OLS
results for simpler regression without the interaction term. Column 4 shows 2SLS results where
the instrumented variable is only the probability of audit.

Finally, to run the counterfactuals, we need to impute evasion shares conditional on size for non-
audited firms. This way, we can use the elasticity obtained by estimating Equation H.2 to obtain
the additional or reduced amounts of declared turnover for each firm as a result of shifts in audit
probability. Like in step 1, we estimate the evasion shares non-parametrically as a function of declared
turnover, and extrapolate the estimated values to non-audited firms by using their declared turnover.*?
Figure H.2 shows the uncovered evasion rate as a function of firm size. Evasion rates fall substantially
with firm size: audited firms with the median revenue in Senegal underreport more than 60% of their
total sales, versus 25% at the 75" percentile and 17% at the 90" percentile. The dark dashed line in
Figure H.2 shows the cumulative distribution of firms based on declared turnover, and the red dashed
line shows the accumulated declared turnover at each level of turnover. Notice that about 30% of the

total declared turnover is concentrated in the top 5% firms.

Finally, we compute the counterfactual total declared turnover under the risk-score or inspectors’

selection methods. In the case of the risk-score audit schedule, as shown in Figure H.1, the probability

“Given that the firms used for the estimation were selected for audits, their evasion rates are likely higher than the
evasion rate for wider population of firms of their given firm size. For simplicity of the exercise, we assume that these
evasion rates apply to all firms of a given size. In alternative calculations we could adjust the evasion rates by firm size
either in a reduced form manner by using the risk-score of firms (controlling for size), or the machine learning model
of evasion prediction applied to the entire sample of firms (not just the selected ones as in the paper). This changes
substantially the overall evasion in the population, but the results presented remain qualitatively similar. These results
available upon request.
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Figure H.2: Evasion shares, probability of audit, and distributions
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Notes: This figure shows the estimated evasion shares (orange line) as a function of log(turnover) using the audited
firms in 2018-2020, the probability of a full audit (blue line) as a function of turnover using the full sample of firms
with tax declarations, the distribution of firms by size (blue bars), the cumulative distribution of firms by size (black
dashed line), and the cumulative turnover declarations (red dashed line).
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of audit would go up for some intervals of firm size, but would go down for the top firms. The opposite
is true for the inspectors’ schedule. To ascertain the counterfactual turnover declarations under these
counterfactual schedules, we use the estimated elasticities. Figure H.3 shows how much more or
less total turnover would be declared under each schedule for different values of semi-elasticities,

signaling the estimated elasticity in Step 2 as a vertical dashed line.

Panel A does the counterfactual simulations using varying elasticities depending on log turnover. The
red line shows the difference, in percentage points, the total turnover declaration would be from the
realized total turnover if all audits followed the inspectors’ schedule. The blue line does the same
for the scenario in which all audits followed the risk-score schedule. Panel B does the same exercise
assuming a constant semi-elasticity. In both figures, for low values of semi-elasticities, we see that
the inspectors’ schedule overperforms the realized values. In the case of constant semi-elasticities
(Panel B), the advantage persists for all values of the elasticity, whereas in the case of varying semi-
elasticities, when the slope of the semi-elasticity on log turnover is above 1.7, the risk score schedule
performs better. However, even in those cases, the aggregate gains from following the risk-score

schedule would only amount to about 0.2% more than the realized declarations.

The figures also show dashed blue and red lines showing the impact on firms below the top 10"
decile of turnover. In those cases, the risk-score schedule always overperforms relative to the realized
values and to the inspectors’ schedule. This result reflects the fact that the risk-score schedule tends to
increase probabilities in these smaller firms. However, the reduced revenues in the top decile dominate

whatever increased revenues occur in the bottom nine deciles.

According to these simulations and using the estimated elasticities as benchmarks, following the
inspectors’ schedule would have yielded approximately 2% more total declared revenue in Senegal
in the years of the experiment. These results may suggest yet another reason why tax inspectors
seemed reluctant to follow the risk-score schedule, since the deterrence effects of concentrating on

the inspectors’ schedule may be presumably larger, leading to higher overall revenues.
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Figu

re H.3: Counterfactual Turnover Declarations Relative to Realization
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Notes: This figure shows the estimated evasion shares (orange line) as a function of log(turnover) using the audited
firms in 2018-2020, the probability of a full audit (blue line) as a function of turnover using the full sample of firms
with tax declarations, the distribution of firms by size (blue bars), the cumulative distribution of firms by size (black
dashed line), and the cumulative turnover declarations (red dashed line).
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