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Foreword

The 16th International Conference on Human–Computer Interaction, HCI
International 2014, was held in Heraklion, Crete, Greece, during June 22–27,
2014, incorporating 14 conferences/thematic areas:

Thematic areas:

• Human–Computer Interaction
• Human Interface and the Management of Information

Affiliated conferences:

• 11th International Conference on Engineering Psychology and Cognitive
Ergonomics

• 8th International Conference on Universal Access in Human–Computer
Interaction

• 6th International Conference on Virtual, Augmented and Mixed Reality
• 6th International Conference on Cross-Cultural Design
• 6th International Conference on Social Computing and Social Media
• 8th International Conference on Augmented Cognition
• 5th International Conference on Digital Human Modeling and Applications
in Health, Safety, Ergonomics and Risk Management

• Third International Conference on Design, User Experience and Usability
• Second International Conference on Distributed, Ambient and Pervasive
Interactions

• Second International Conference on Human Aspects of Information Security,
Privacy and Trust

• First International Conference on HCI in Business
• First International Conference on Learning and Collaboration Technologies

A total of 4,766 individuals from academia, research institutes, industry, and
governmental agencies from 78 countries submitted contributions, and 1,476 pa-
pers and 225 posters were included in the proceedings. These papers address
the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The papers thoroughly cover the entire
field of human–computer interaction, addressing major advances in knowledge
and effective use of computers in a variety of application areas.

This volume, edited by Panayiotis Zaphiris and Andri Ioannou, contains pa-
pers focusing on the thematic area of learning and collaboration technologies,
addressing the following major topics:

• Virtual and augmented learning environments
• Mobile and ubiquitous learning



VI Foreword

• Technology@school
• Collaboration, learning and training

The remaining volumes of the HCI International 2014 proceedings are:

• Volume 1, LNCS 8510, Human–Computer Interaction: HCI Theories,
Methods and Tools (Part I), edited by Masaaki Kurosu

• Volume 2, LNCS 8511, Human–Computer Interaction: Advanced Interaction
Modalities and Techniques (Part II), edited by Masaaki Kurosu

• Volume 3, LNCS 8512, Human–Computer Interaction: Applications and Ser-
vices (Part III), edited by Masaaki Kurosu

• Volume 4, LNCS 8513, Universal Access in Human-Computer Interaction:
Design and Development Methods for Universal Access (Part I), edited by
Constantine Stephanidis and Margherita Antona

• Volume 5, LNCS 8514, Universal Access in Human–Computer Interaction:
Universal Access to Information and Knowledge (Part II), edited by
Constantine Stephanidis and Margherita Antona

• Volume 6, LNCS 8515, Universal Access in Human–Computer Interaction:
Aging and Assistive Environments (Part III), edited by Constantine Stephani-
dis and Margherita Antona

• Volume 7, LNCS 8516, Universal Access in Human–Computer Interaction:
Design for All and Accessibility Practice (Part IV), edited by Constantine
Stephanidis and Margherita Antona

• Volume 8, LNCS 8517, Design, User Experience, and Usability: Theories,
Methods and Tools for Designing the User Experience (Part I), edited by
Aaron Marcus

• Volume 9, LNCS 8518, Design, User Experience, and Usability: User Expe-
rience Design for Diverse Interaction Platforms and Environments (Part II),
edited by Aaron Marcus

• Volume 10, LNCS 8519, Design, User Experience, and Usability: User Expe-
rience Design for Everyday Life Applications and Services (Part III), edited
by Aaron Marcus

• Volume 11, LNCS 8520, Design, User Experience, and Usability: User
Experience Design Practice (Part IV), edited by Aaron Marcus

• Volume 12, LNCS 8521, Human Interface and the Management of Informa-
tion: Information and Knowledge Design and Evaluation (Part I), edited by
Sakae Yamamoto

• Volume 13, LNCS 8522, Human Interface and the Management of Infor-
mation: Information and Knowledge in Applications and Services (Part II),
edited by Sakae Yamamoto

• Volume 14, LNCS 8523, Learning and Collaboration Technologies: Designing
and Developing Novel Learning Experiences (Part I), edited by Panayiotis
Zaphiris and Andri Ioannou

• Volume 16, LNCS 8525, Virtual, Augmented and Mixed Reality: Designing
and Developing Virtual and Augmented Environments (Part I), edited by
Randall Shumaker and Stephanie Lackey
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• Volume 17, LNCS 8526, Virtual, Augmented and Mixed Reality: Applica-
tions of Virtual and Augmented Reality (Part II), edited by Randall
Shumaker and Stephanie Lackey

• Volume 18, LNCS 8527, HCI in Business, edited by Fiona Fui-Hoon Nah
• Volume 19, LNCS 8528, Cross-Cultural Design, edited by P.L. Patrick Rau
• Volume 20, LNCS 8529, Digital HumanModeling and Applications in Health,
Safety, Ergonomics and Risk Management, edited by Vincent G. Duffy

• Volume 21, LNCS 8530, Distributed, Ambient, and Pervasive Interactions,
edited by Norbert Streitz and Panos Markopoulos

• Volume 22, LNCS 8531, Social Computing and Social Media, edited by
Gabriele Meiselwitz

• Volume 23, LNAI 8532, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

• Volume 24, LNCS 8533, Human Aspects of Information Security, Privacy
and Trust, edited by Theo Tryfonas and Ioannis Askoxylakis

• Volume 25, LNAI 8534, Foundations of Augmented Cognition, edited by
Dylan D. Schmorrow and Cali M. Fidopiastis

• Volume 26, CCIS 434, HCI International 2014 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 27, CCIS 435, HCI International 2014 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Program
Boards of all affiliated conferences and thematic areas, listed below, for their
contribution to the highest scientific quality and the overall success of the HCI
International 2014 Conference.

This conference could not have been possible without the continuous support
and advice of the founding chair and conference scientific advisor, Prof. Gavriel
Salvendy, as well as the dedicated work and outstanding efforts of the commu-
nications chair and editor of HCI International News, Dr. Abbas Moallem.

I would also like to thank for their contribution towards the smooth organi-
zation of the HCI International 2014 Conference the members of the Human–
Computer Interaction Laboratory of ICS-FORTH, and in particular
George Paparoulis, Maria Pitsoulaki, Maria Bouhli, and George Kapnas.

April 2014 Constantine Stephanidis
General Chair, HCI International 2014
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Mariachiara Tallacchini

Towards Aggression De-escalation Training with Virtual Agents:
A Computational Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375

Tibor Bosse and Simon Provoost

Mosca: A Case Study on Collaborative Work – Combining Dimensions
while Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 388
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Jorge Pais and Álvaro Tasistro

The Evolvement of Constructionism: An Overview of the Literature . . . . 452
Antigoni Parmaxi and Panayiotis Zaphiris

Examining an Online Collaboration Learning Environment with the
Dual Eye-Tracking Paradigm: The Case of Virtual Math Teams . . . . . . . . 462

Selin Deniz Uzunosmanoğlu and Murat Perit Çakir

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473



 

 

 

 

 

 

 
Virtual and Augmented Learning 

Environments 

 

 

 

 

 

 

 

 

 

 



P. Zaphiris and A. Ioannou (Eds.): LCT 2014, Part II, LNCS 8524, pp. 3–10, 2014. 
© Springer International Publishing Switzerland 2014 

The Effect of Split Attention in Surgical Education 

Erol Özçelik1, Nergiz Ercil Cagiltay2, Gokhan Sengul1,  
Emre Tuner2, and Bulent Unal3 

1 Atilim University Computer Engineering Department, Kızılcaşar Mahallesi, 06836 İncek 
Gölbaşı – Ankara, Turkey 

2 Atilim University Software Engineering Department, Kızılcaşar Mahallesi, 06836 İncek 
Gölbaşı – Ankara, Turkey 

3 Atilim University, Department of Industrial Product Design, Kızılcaşar Mahallesi, 06836 
İncek Gölbaşı – Ankara, Turkey 
eozcelik@atilim.edu.tr 

Abstract. Surgical education through simulation is an important area to 
improve the level of education and to decrease the risks, ethical considerations 
and cost of the educational environments. In the literature there are several 
studies conducted to better understand the effect of these simulation 
environments on learning. However among those studies the human-computer 
interaction point of view is very limited. Surgeons need to look at radiological 
images such as magnetic resonance images (MRI) to be sure about the location 
of the patient's tumor during a surgical operation. Thus, they go back and forth 
between physically separated places (e.g. the operating table and light screen 
display for MRI volume sets). This study is conducted to investigate the effect 
of presenting different information sources in close proximity on human 
performance in surgical education. For this purpose, we have developed a 
surgical education simulation scenario which is controlled by a haptic interface. 
To better understand the effect of split attention in surgical education, an 
experimental study is conducted with 27 subjects. The descriptive results of 
study show that even the integrated group performed the tasks with a higher 
accuracy level (by traveling less distance, entering less wrong directions and 
hitting less walls), the results are not statistically significant. Accordingly, even 
there are some evidences about the effect of split attention on surgical 
simulation environments, the results of this study need to be validated by 
controlling students’ skill levels on controlling the haptic devices and 2D/3D 
space perception skills. The results of this study may guide the system 
developers to better design the HCI interface of their designs especially for the 
area of surgical simulation. 

1 Introduction 

The Cognitive Theory of Multimedia Learning (Mayer, 2011) suggests that when 
information sources are presented far from each other rather than close to each other, 
performance of users decreases. It is suggested that searching for information 
consumes limited resources in the mind and consequently fewer cognitive resources 
will be available for the current task (Kalyuga, Chandler, & Sweller, 1999). As a 
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result, unnecessarily splitting of attention between information sources causes 
cognitive load that interferes with task performance (van Merrinboer & Sweller, 
2005). In light of these theoretical suggestions, the goal of this study is to investigate 
the effect of spatial distance of different information sources on human performance 
in surgical education. For this purpose, we have developed a surgical education 
simulation scenario which is controlled by a haptic interface. To better understand the 
effect of split attention in surgical education, an experimental study is conducted. In 
this study, learners use the haptic simulator in order to navigate to a goal place that is 
presented either in the same screen or in a screen that is apart to the simulator's 
screen. Half of the learners complete the tasks in an integrated environment and the 
rest complete the tasks in a split environment. Performance is measured in terms of 
accuracy and task completion time.  The study is conducted by 27 participants who 
have the same background and having no previous training on the surgical operation. 
The data is collected by the computer simulation measurements that are automatically 
recorded by the simulation system on the performance and behaviors of the trainee 
while using the simulator individually. We believe that this study will guide the user 
interface designers for surgical education simulation systems to better design and 
guide trainees.  

2 Research Methodology 

In this study, to better understand the effect of split attention in surgical education, 
first a surgical simulation environment that is controlled by a haptic device is 
developed. This simulation is basically developed for endoscopic surgery purposes. In 
this type of surgery operations, natural body cavities are used as entry points of the 
operations. In these kind of operations surgeons use a special type of camera namely 
endoscope, reach the operation location and complete the operation by the help of 
special surgical equipment. Although these kinds of surgeries have their advantages, 
they come with certain problems. One of the major problems is that endoscopic view 
is two-dimensional, not three-dimensional. In that concern, lack of depth perception 
can cause serious injuries and even cause patient deaths if not handled carefully in the 
training period. Surgeon has to operate without having the three-dimensional view 
and has to gain critical hand-eye coordination skills (Cotin, Delingette & Ayache, 
2000). Additionally, surgeons are required to perform the operations causing minimal 
damage to the surgical area. Hence the accuracy of the surgeon during the operation is 
important. The surgical simulation tool is designed and developed according to these 
requirements. Below the details of the research study is provided. 

3 Participants  

The participants of the study were 27 undergraduate students of Atilim University 
who were taking Computer Games and Simulation course. They participated in the 
experiment for extra course credit. The participants ages were ranging from 20 to 26 
years old (M = 23.67, SD = 1.49). The majority (70 %) of the participants were male.  
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4 Endoscopic Surgery Simulation Tool (ESST) 

The endoscopic surgery simulation tool that is developed for this study is developed 
based on a three dimensional (3D) model of a simulated environment containing 
different branches of vessel like holes as seen in Figure 1. The designed model has 2 
branches of vessel like holes (Figure 1). 

 

Fig. 1. ESST Model Branches 

The participants are able to move inside the 3D model starting from the “Start” 
point as shown in Figure 1. Figure 1 shows the structure of the 3D Model used for 
ESST and Figure 2 shows the 3D view of the model while the users move inside the 
model. This view is prepared to simulate an endoscopic view of the surgical 
operations. 

 

Fig. 2. ESST Model 3D View 
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The participants can move inside the 3D modeled environment by using a special 
haptic device which provides more senses about the simulated environment. As seen 
in Figure 3, the haptic device is used as an endoscope (a tool having a camera 
showing the surgical environment in two-dimensional view). 

 

Fig. 3. The Haptic interface of the ESST Model 

The ESST is prepared by distributing 10 green balls in 10 branches of the model as 
seen in Figure 4. Hence, the ESST model designed as containing 10 target nodes as 
numbered in Figure 4.  

 

Fig. 4. The Target nodes in ESST Model 
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Additional to the ESST, a map is prepared for the experimental design showing the 
structure of the model and the locations of each target in three different perspectives: 
top, right and left views of the model map as seen in Figure 5. 

 

 

Fig. 5. ESST Model Maps 

The participants are asked to find each target and clear it from the environment 
starting from the start point of the mode (Figure 1) and following the related path as 
shown in the model map (Figure 5). The participants are asked to clear the targets in 
an ordered way as shown in the ESST model map (Figure 5). In other words, the 
participants are asked to start from the starting point of the model view and first clear 
target 1 by following the first right branch of the model. Immediately after the 
participant clears target 1, the participants is replaced to the start point and asked to 
clear target 2 by following the path from the start point of the ESST model map. 
Immediately after clearing target 10, the experiment ends. The participants are also 
able to see the target number on the model screen that is aimed to be cleared in the 
current time period. Hence the participants are required to analyze the ESST model 
map in order to better understand the path to be followed in order to clear the 
identified target. During this process they are also asked to complete all task in 
minimum time period by traveling minimum path. Additionally they are also 
requested not to hit the walls and move in gentle steps. This design is prepared 
according to the requirements of endoscopic surgery environments. Accordingly, as 
seen in Figure 6, the haptic interface is also designed as sensible as in the endoscopic 
surgery environments. The system recorded time spent for completing each task (task 
completion time), the distance traveled during completing each trial (traveled path 
distance), number of entrance of wrong paths during completing each task (wrong 
direction count) and number of hits to the walls (hits to the walls). 
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Fig. 6. ESST Interface 

5 Research Procedure 

The participants are assigned 10 trials (clear 10 targets from the environment) to be 
completed in this simulation environment. The participants are asked to complete 
each trial in a short time period and without touching the walls of the model. The 
participants are divided into two groups randomly according to their entrance order to 
the laboratory. The integrated group performs the tasks in the simulation environment 
where the ESST Model Map is placed next to the computer monitor , very close to the 
simulation screen (Figure 7). 

 

 

Fig. 7. Group 1: ESST Model Map Placed Next to ESST Screen (Integrated Group) 

As seen from Figure 8, the participants in the split group are asked to perform the 
tasks, but the ESST Model Map is placed away from the ESST screen. 
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Fig. 8. Group 2: ESST Model Map Placed Away from the ESST Screen (Split Group) 

Each participant is given 2 tries in order to better understand the environment and 
the usage of the haptic device in the training phase. The mentioned dependent 
variables are recorded automatically by the simulation tool. 

6 Results 

An independent samples t-test was run to examine the effect of group on task completion 
time. The results showed that the effect of group was not significant, t (25) = .15, p = .88. 
The effect of group on distance of the traveled path was not significant, t (25) = .23, p = 
.07. No significant effect of group was found on number of wrong directions followed, t 
(25) = .15, p = .88 and on number of hits to the walls, t (25) = .69, p = .50. The non-
significant results of statistical analysis may be due to high variance observed in the 
dependent variables (see Table 1) and to diverse skills of the participants. 

Table 1. The dependent variables with respect to the group 

 
Task 
competition 
time 

Traveled path  
distance 

Wrong 
direction 
count 

Hits to the  
walls 

Group M SD M SD M SD M SD 

Integrated 
Group 

49.47 20.27 3902.22 7228.78 1.47 0.63 135.32 51.79 

Split Group 50.98 30.89 14406.68 30081.80 1.51 0.66 150.49 62.41 
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7 Discussions and Conclusion 

In this study, the effect of split attention on human performance in an environment 
which reflects the endoscopic surgery simulation environments. In this environment a 
haptic device is used for representing an endoscopic view. The results of this study 
show that even the integrated group performed the tasks with a higher accuracy (by 
traveling less distance, entering less wrong directions and less hitting the walls), the 
results are not statistically significant. We believe that the main reason for this non-
significant result is the high standard deviations. In other words, there was a big 
deviation among the performance of each participant. In this study all participants 
were having the same background. However, in this study the skill levels of each 
participant need to be considered as well. In this environment participants had to 
operate without having the three-dimensional view and had to gain critical hand-eye 
coordination skills as in endoscopic surgery operation environments (Cotin, 
Delingette & Ayache, 2000).  Additionally, their 2D/3D space perception (Greco et 
al., 2010) was another important skill affecting their performance. Finally their ability 
to control the haptic device was another factor affecting their performance. We 
believe that the participants who have gained these skills in their earlier experiences 
with game environments may outperform the others which in turn caused the variance 
in the standard deviation values. For example playing games by using joystick or 
similar devices may be an affective factor for better skills on haptic control. In this 
study we did not collect this democratic information from the participants.  Hence by 
controlling the participants’ skill levels for controlling the haptic device and for 
cognitive processes of 2D/3D space perception skills, this variation in the standard 
deviations may be eliminated.  
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Abstract. Early years education is an key element for the introduction of 
children in the education system. In order to improve this process, the aim of 
this study was to explore how guided interaction with 3D apps can fit into a 
preschool setting, how it can help children learn through playing and how it can 
improve their learning outcomes. A study was conducted with six classes of 87 
students aged between 3 years to 6 years, over a 12-week period. Children used 
10 inch Android tablets with a series of apps developed by our research team, 
about houses of the world, the skeleton & five senses and, animals. A quasi-
experimental design based on a nonequivalent groups pretest and posttest 
design revealed that an active behavior and better learning outcomes are 
obtained by children participating in the experimental group. 

Keywords: augmented reality, preschool, knowledge. 

1 Introduction 

Learning through playing and child-initiated activity is central to preschool education 
for children aged between 3 and 5. In this context, 3D interactive applications (apps) 
used on digital tablets can provide better support for mobility and collaborative use. 
They are easy to integrate into game activities and they also are funny. This range of 
technologies also increases pupils’ confidence, supports learning in all the curricular 
areas, is more affordable for preschoolers and gives children the opportunity to work 
on competences and knowledge that they may develop in their life 

3D apps as an educational tool can help the students to develop their own aptitude 
to learn by increasing self-esteem and confidence. They also have potential for 
promoting pleasure in learning by enhancing engagement, motivation and the desire 
to learn. Therefore, when students’ activities are supported by guided interaction there 
is a potential to promote the three main areas of learning according to the Spanish 
legislation: “Knowledge of self and personal autonomy”, “Social, physical and natural 
environments”, and “Languages”. 
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2 Related Work 

Children’s learning with ICT goes beyond developing skills such as using a mouse or 
developing hand–eye coordination. When their encounters with ICT are supported by 
guided interaction there is a big potential to promote learning [1]. To maximize the 
learning benefits of ICT and 3D apps it is required a responsive, reflective and 
pedagogical response, encouraging pleasure and engagement as well as operational 
skills. Guided interaction as a mean to creating opportunities for supported learning 
with 3D interactive applications in early years is at the core of this research. 

Progressive reduction in the cost of tablet devices is opening an opportunity to 
explore the introduction of more natural interfaces for the design of learning 
applications. Multitouch interaction has changed the way technology is adopted in 
classrooms for all ages [2]. Nowadays children are exposed to it on mobile phones 
and tablets at a very early age. Tablets portability is a great advantage to promote 
cooperation and collaboration though sharing activities that are very interesting from 
an educational point of view [3, 4, 5]. 

Couse and Chen [6] studied the use of tablet computers in early education by 
analyzing preschool children’s ease in adapting to tablet technology and its 
effectiveness in engaging them to draw. The study found significant differences in 
level of tablet use between sessions, and engagement increased with age. Participant 
teachers stated high child interest and children quickly developed ease with the stylus 
for drawing. 

According to  Kearney [7], educational apps should been designed to include 
aspects that are relevant to the child’s development: social experiences, expressive 
tools and control; so they can help children in their motor-skill and cognitive 
development. 

Rankothge et al. [8] conducted a study on the introduction of a technology assisted 
tool for the learning skills development in early childhood. The final outcome was a 
Tablet PC based application to help the children in their learning experience at early 
ages. The developed tool improved the writing and speaking skills of the participant 
children in an entertainment based way. 

Sandvik et al. [9] concluded that tablets devices were able to raise kindergarten 
children language and literacy skills through interaction with an image repository. It 
was tested that children developed the ability to pick up elements from the real-world 
contexts and connect them to technology. 

Priyankara et al. [10] investigated how to support self-learning of preschoolers. 
They developed a tablet learning tool that facilitates self-learning of preschool kids. 
Their app allowed kids to develop cognitive and psychomotor skills such as drawing, 
writing, recognition of numbers, basic shapes and colors and logical thinking. 

Other authors such as Zanchi et al. [11] have used tablet games to support 
preschool math learning, while Meyer [12] focused on the design of learning material 
for preschool teaching and learning through the example of a game-based platform for 
learning English.  
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Fig. 2. Different screenshots of the “houses of world” 3D interactive app 
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Finally, in this research two versions of the didactic units were created, the 
difference between them was that the “experimental unit” provided the 3D interactive 
applications described above while de “control unit” provided traditional contents. In 
this way, both groups have the same educational curriculum content. Therefore, the 
independent variable of this research was the presence of 3D apps on tablets as a 
didactic tool. During the pilot study, teachers developed ways of actively guiding and 
extending children’s learning through questioning, modeling, praising and acting as a 
supportive presence.  

3.1 Research Questions 

The aim of this study were to explore how guided interaction of 3D Interactive 
Applications can fit into a preschool culture of child, how it can help them to learn 
through playing and how it can improve their learning outcomes, without losing sight 
of children's’ many other responsibilities in the classroom. The research questions 
were: 

1. Is there any difference in the students’ learning results depending on which of the 
two proposed teaching scenarios they used? 

2. Are there any differences among the three main curricular areas depending on 
which of the two proposed teaching scenarios are used? 

3. Are there any difficulties or barriers that compromise the acceptability of 3D 
interactive applications on tablets in learning environments depending on kind of 
worked topics? 

3.2 Procedure 

The experiment followed a quasi-experimental design based on a nonequivalent group 
pretest-posttest [14]. Under this schema, one group (the experimental group) received 
the intervention (3D interactive applications) while the other group (the control 
group) does not use 3D apps. Therefore, not all the students participated in both 
learning scenarios. However, that research takes into account the main principles of 
applied ethics: profit maximization, fairness, confidentiality, autonomy and non-
maleficence [15] [16]. 

3.3 Participants 

The pilot study was conducted with six classes of 87 students aged between 3 years to 
6 years, over a 12-week period. The sample consisted of: two groups of three-years-
old, with 24 students; two groups of four-years-old, with 30 students; and two groups 
of five-years-old, with 33 students (Table 1). Initial conditions for all groups were not 
similar: each group was composed by a different number of children. In addition, its 
relationship with the ICT was very different. None of the groups had studied the 
topics previously. A text document was provided to students and their parents 
outlining the purpose of the research and their right to withdraw at any moment. 
Informed consent was obtained for every participant. 
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Table 1. Demographic subject information  grouped by age 

 Control Group 

        Gender 

Experimental Group 

         Gender 

Age Group N M F N M F 

3 to 4 years old 12 7 5 12 6 6 

4 to 5 years old 15 8 7 15 7 8 

5 to 6 years old 16 11 5 17 10 7 

Total  43 26 17 44 23 21 

3.4 Instrument 

The assessment of the didactic units for each of the groups was performed by the 
participant teachers that completed an evaluative categorical scale for each of the 
participating students. This scale consisted of different items corresponding to the 
specific learning outcomes conforming to each of the three main learning areas. Each 
item was checked according the next categories: A (Achieved), IP (In process) and 
NA (Not Achieved). 

In each area different items were evaluated, all of them were adapted to the age of 
the students. In the first area, the items were related to their possibilities of action and 
identity. While in the area number three, the items are more related to the acquisition 
of reading and writing ability, language and the visual arts. Items valued in the area 
number two are specific to the studied topics. 

3.5 Treatment Plan and Analysis of Information 

Once the information collection was done, we proceeded to its analysis using SPSS 
program (v. 19). The nature of the variables has led us to apply different statistical 
techniques to achieve the main research goals, that is: direct reading of each of the 
variables (calculating frequencies and percentages), grouping variables (contingency 
tables, calculating frequencies and percentages), and performing nonparametric tests 
comparing several independent samples (Mann-Whitney U test taking a critical level 
α=.05)  

To measure the internal consistency of students’ categorical estimation scale a 
Cronbach alpha coefficient was calculated, yielding a value of .976, indicating that 
the instrument has high internal consistency. To consider the internal reliability of 
statements concerning the same construct as satisfactory, Cronbach alpha should be 
greater than 0.7 [3]. Construct validity was obtained from a content validity. 

4 Results 

Following are the results for each of the specific raised issues. 
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4.1 Research Question 1 

Is there any difference in the students’ learning results depending on which of the two 
proposed teaching scenarios they used? 

Table 2. Three curricular areas descriptive statistics for both gorups 

 Control Group Experimental Group 
Areas  N M SD N M SD 

Knowledge of self and personal 
autonomy 

43 1.70 0.67 44 2.66 0.48 

Social, physical and natural 
environments  

43 1.88 0.70 44 2.77 0.42 

Languages 43 1.93 0.70 44 2.82 0.39 

Total  1.84 0.58  2.75 0.35 

 
Table 2 shows total descriptive statistics used to describe learning results in two 

teaching scenarios, using tablets o not using tablets. For all curricular areas, the mean 
scores corresponding at using tablets (M =2.75, SD = 0.35) are higher than those of 
not using tablets (M = 1.84, SD = 0.58). Whereas all mean scores not using tablets are 
below 2, while all mean scores using tablets are above 2. The highest differences 
among mean scores were yielded by “Knowledge of self and personal autonomy” area 
(Mc = 1.70, Me = 2.66, Me-Mc = 0.96). The lowest difference was produced by the 
“Social, physical and natural environments area” (Mc =1.88, Me = 2.77, Me-Mc = 
0.89), and “Languages” area (Mc = 1.93, Me = 2.82, Me-Mc = 0.89).  

For each of the three areas a Mann-Whitney U test was conducted to evaluate the 
hypothesis that control group students would score lower than experimental group 
students on the three curricular areas. The results of all the tests were in the expected 
direction and significant Uarea1 = 297, parea1 < .001, rarea1 = 0.63; Uarea2 = 326, 
parea2 < .001, rarea2 = 0.62; Uarea3 = 322, parea3 < .001, rarea3 = 0.63. 

Table 3. Mann-Whitney U test 

 Area 1 Area 2 Area 3
U 297 326 322
p <.001 <.001 <.001

r 0.63 0.62 0.63

4.2 Research Question 2 

Are there any differences among the three main curricular areas depending on which 
of the two proposed teaching scenarios are used? 
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Table 4. Curricular areas descriptive statistics for both groups and grouped by student age 

 Control Group Experimental Group 
3 to 4 years old  N M SD N M SD 

Knowledge of self and personal 
autonomy 

12 1.58 0.67 12 2.58 0.51 

Social, physical and natural 
environments 

12 1.75 0.62 12 2.67 0.49 

Languages 12 1.92 0.79 12 2.75 0.45 

 Control Group Experimental Group 
4 to 5 years old  N M SD N M SD 

Knowledge of self and personal 
autonomy 

15 1.53 0.52 15 2.67 0.49 

Social, physical and natural 
environments  

15 1.73 0.59 15 2.80 0.41 

Languages 15 1.73 0.46 15 2.87 0.35 

 Control Group Experimental Group 
5 to 6 years old  N M SD N M SD 

Knowledge of self and personal 
autonomy 

16 1.94 0.77 17 2.71 0.47 

Social, physical and natural 
environments  

16 2.13 0.80 17 2.82 0.39 

Languages 16 2.13 0.81 17 2.82 0.39 

 
 

Table 4 shows the mean scores and standard deviations for each of the areas that 
compose the curriculum for levels. The highest mean score corresponds in all cases to 
experimental groups which could mean that the 3D apps learning scenario is better 
than the other scenario. Mean scores and standard deviations for the different levels 
are aligned with the results obtained in our own previous studies about supporting 
learning with 3D interactive applications [17]. The mean scores were higher in all 
cases. Regarding curricular areas, the highest differences among mean scores were 
yielded by “Knowledge of self and personal autonomy” area, 3 to 4 years old (Mc = 
1.58, Me = 2.58, Me-Mc = 1.00), 4 to 5 years old (Mc =1.53, Me = 2.67, Me-Mc = 1.14) 
and 5 to 6 years old (Mc =1.94, Me = 2.71, Me-Mc = 0.77). It is high at the level of 4 to 
5 years old and 5 to 6 years old and it is identical in the areas “Social, physical and 
natural environments” and “Languages” for the control group.  

None of scores in the experimental group showed a mean value lower than 2.58, 
thus, these students outperformed the result by the traditional way of teaching the 
course and they were slightly more motivated when 3D apps were used. 

Once again, a Mann-Whitney U test was conducted to evaluate the hypothesis that 
control group students would score lower than experimental group students on the 
three curricular areas. The results of all the tests were in the expected direction and 
significant as can be seen in Table 5. 
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Table 5. Mann-Whitney U test 

 3 to 4 years old 4 to 5 years old 5 to 6 years old 
 Area 1 Area 2 Area 3 Area 1 Area 2 Area 3 Area 1 Area 2 Area 3 

U 21.0 22.0 30.0 20.0 22.5 11.0 61.5 69.0 69.0 
p .002 .002 .008 <.001 <.001 <.001 .003 .006 .006 

r 0.91 0.90 0.77 1.06 1.04 1.19 0.73 0.69 0.69 

4.3 Research Question 3 

Are there any difficulties or barriers that compromise the acceptability of 3D 
interactive applications on tablets in learning environments depending on kind of 
worked topics? 

Experimental group seems to reflect a higher improvement regarding to control 
group. Table 6 shows the descriptive statistics of the scores obtained by all students in 
the three topics for the experimental and control groups. An improvement in the final 
score can be observed when this system is applied to support learning with 3D 
interactive applications.  

Table 6. Learning outcomes in three studied topics (descriptive statistics) 

 Control Group Experimental Group 
Topics  N M SD N M SD 

Skeleton & five senses 43 1.84 0.58 44 2.75 0.35 

Animals 43 1.92 0.56 44 2.68 0.34 

Houses of the world 43 2.02 0.54 44 2.80 0.27 

Total   1.92 0.54  2.74 0.29 

 
For each of the three topics a Mann-Whitney U test was performed to evaluate the 

hypothesis that control group students would score lower than experimental group 
students on the three topics. The results of all the tests were in the expected direction 
and significant Utopic1 = 188, ptopic1 < .001, rtopic1 = 1.02; Utopic2 = 250, ptopic2 < .001, 
rtopic2 = 0.92; Utopic3 = 196.5, ptopic3 < .001, rtopic3 = 0.99. 

Table 7. Mann-Whitney U test 

 Skeleton & 

five senses 

Animals Houses of the 

world 

U 188 250 196.5
p <.001 <.001 <.001

r 1.02 0.92 0.99
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Table 8. Descriptive statistics in each didactic unit for control and experimental groups, 
gruoped by student age 

 Control Group Experimental Group 
3 to 4 years old  N M SD N M SD 

Skeleton & five senses 12 1.75 0.62 12 2.67 0.38 

Animals 12 1.86 0.64 12 2.58 0.38 

Houses of the world 12 2.03 0.69 12 2.78 0.36 

 Control Group Experimental Group 
4 to 5 years old  N M SD N M SD 

Skeleton & five senses 15 1.67 0.43 15 2.78 0.35 

Animals 15 1.80 0.39 15 2.73 0.29 

Houses of the world 15 1.89 0.45 15 2.73 0.26 

 Control Group Experimental Group 
5 to 6 years old  N M SD N M SD 

Skeleton & five senses 16 2.06 0.62 17 2.78 0.35 

Animals 16 2.08 0.63 17 2.71 0.35 

Houses of the world 16 2.13 0.52 17 2.86 0.21 

 
Table 8 shows the mean scores and standard deviations for each of the topics for 

control and experimental groups according students’ age. It shows that students who 
used the 3D apps achieved significantly better academic outcomes than those who did 
not use it. Moreover, the results of this study indicate that the use of the 3D 
interactive applications on tablets has important effects on the students’ academic 
outcome. The students who used this system obtained better final grades. 

Once again, for each of the three topics and for each of the three age groups a 
Mann-Whitney U test was performed to evaluate the hypothesis that control group 
students would score lower than experimental group students on the three topics. The 
results of all the tests were in the expected direction and significant, as can be seen in 
Table 9. 

Table 9. Mann-Whitney U test 

 3 to 4 years old 4 to 5 years old 5 to 6 years old 
 Topic1 Topic2 Topic3 Topic1 Topic2 Topic3 Topic1 Topic2 Topic3 
U 12,5 24,5 23,5 6,00 6,00 12,0 46,5 54,0 29,0 
p <.001 .005 .003 <.001 <.001 <.001 .001 .002 <.001 
r 1.03 0.81 0.85 1.18 1.16 1.10 0.85 0.76 1.00 

 



 Supporting Learning with 3D Interactive Applications in Early Years 21 

5 Discussion and Conclusions 

After analyzing the results obtained in this study, we observed that several of the 
issues addressed in the theoretical framework of the research are confirmed by the 
results presented above. 

Data analysis reveals that active behavior is promoted on the children by using 3D 
interactive applications, moreover, students learn more when they are using the 3D 
apps and they get learning goals quicker if they used these applications. 3D 
Interactive Applications also promotes communication skills, promoting all kinds of 
interactions in the classroom between teacher and students, students and students, 
students and families, families and families and teachers and teachers. Finally, all 
study participants considered that the use of 3D apps is a good tool in the teaching-
learning process. 

Finally, although these are encouraging results, it is advisable to deploy similar 
research studies in extended periods of time to diminish the novelty effect that can be 
acting as a disturbing factor. It could be also useful to determine those other types of 
learning activities where 3D interactive applications on tablets can provide greater 
benefits than traditional methods. 
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Abstract. Different virtual learning environments offer different affordances 
and pedagogical design for learning interactions which results in difference 
learning  interaction patterns. With the emergence of a new era in VLE (virtual 
learning environments) a new set of affordances is needed to support the 
appropriate learning interactions. We argue that there is a strong interrelation 
between the pedagogical design and learning interaction patterns in a given 
VLE which is influenced by the affordances of that VLE.  In order to create a 
set of affordances that support learning interactions within the DLE, there is a 
need of analysis of already existing learning interaction affordances across 
different platforms. 

1 Introduction 

Different virtual learning environments offer different affordances and pedagogical 
design for learning interactions, which results in difference learning interaction 
patterns. With the emergence of a new era in VLE (virtual learning environments) a 
new set of affordances is needed to support the appropriate learning interactions. 
We argue that there is a strong interrelation between the pedagogical design and 
learning interaction patterns in a given VLE, which is influenced by the affordances 
of that VLE.  In order to create a set of affordances that support learning interactions 
within the DLE, there is a need of analysis of already existing learning interaction 
affordances across different platforms. 

In this paper we examine the pedagogical designs and learning interaction patterns 
in VLEs like EduFeedr, Massive Open Online Courses platforms Coursera, Udacity, 
traditional LMSs and explore their interrelation patterns with pedagogical design of 
each course. The typology of the pedagogical design and interaction patterns will be 
based on the Communities of Inquiry  [1,2,3,4]. 

Teaching is a design profession, today more than before. We define pedagogical 
design in line with Romizsowski [5] as systematic choice and use of procedures, 
methods, prescriptions, and devices in order to bring about effective, efficient, and 
productive learning. In addition to European tradition of didactic design based on 
heuristic guidelines, there exist several formalised and prescriptive instructional 
design models (e.g. [26,27,28]). As we are interested in actual pedagogical design 
models implemented by teachers who do not have any training or guidelines in the 
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domain of instructional design, we use IMS Learning Design for representing 
differences of pedagogical designs in online courses.  

2 Interaction Patterns 

According to Wagner’s definition interaction is “Reciprocal events that require at 
least two objects and two actions. Interactions occur when these objects and events 
mutually influence each other” [6]. Interaction has a specific function and value in 
education for it creates a big portion of the learning ambience.  

Holmberg [7] introduced the notion of “guided didactic discussion”, where the 
student-teacher interaction is mainly text-based and a teacher is guiding the student 
through the learning process with the help of didactic discussion. This notion is very 
much related to the Moore’s  Theory of Transactional distance [8] - transactional 
distance is  where he differentiates between a dialogue and interaction “dialogue” 
being loaded with the sense of  meaningful interaction. As Anderson notes, 
interactions are too many including human  and inanimate [3]. Distance education 
theorists have broken the concept down to mainly based on the roles of the human and 
inanimate actors.  

Moore’s theory of Three Types of Interaction [9] includes learner-content, learner-
instructor, learner-content and is the first systematic approach to defining the 
typologies of interactions in distance education.   For Moore the first type of 
interaction - learner-content is connected to the Holmberg’s notion of  internal 
didactic conversation and is the defining characteristic for the education, while the 
learner-instructor is a four-stage support of the learner 1. Designing the content 
including maintaining motivation, self-direction 2. Making presentations - from 
students or teachers themselves. 3.  Practice and apply acquired competences. 4. 
Counseling and encouragement of learners according their levels of progress. The 
third type of interaction – learner-learner for Moore was a new dimension in the 
distance education and he indicates on its importance but also stresses its dependence 
on circumstances – like age of the, experience and the level of  “inner autonomy”.    

One part of “indirect” impacts of the interactions is covered by Sutton [10] that 
introduced the notion of vicarious interaction defined as what “takes place when a 
student actively processes both sides of a direct interaction between two other 
students or between another student and the instructor”. 

Anderson has expanded Moore’s three dyads of interaction - learner-content, 
learner-teacher and learner-learner to include content-teacher, content-content and 
teacher-teacher interactions [4].  Anderson’s model is learning-centred and also takes 
into account material resources. The main idea of the Equivalency theorem is that in 
order the learning to take place, one of the interactions shall be at a high level. Other 
dyads of interaction can add value and increase the quality of learning but it must also 
estimate the costs of   resources for these types of interactions.  

Learning interactions have been regarded in the context of Technology-Enhanced 
Learning as an important unit of analysis and they have been studied by the 
community of educational researchers from various perspectives [4, 11]. Most of the 
research is based on the data collected through learner-reported surveys [11,12, 13] 
educational data mining techniques [14,15], qualitative text analysis [16] or social 
network analysis [17]. In our study, we will use content analysis technique  and count 
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interaction pattern frequencies and map them to Conole’s  Learning Activity 
Taxonomy [18]. Conole’s taxonomy contains six types of tasks:  

• assimilative tasks, e.g. reading, viewing or listening; 
• information handling, e.g. gathering and classifying resources from the 

Web or manipulating data; 
• adaptive, e.g. engaging learners in using modelling or simulation software; 
• communicative, e.g. engaging learners in debate or group discussions; 
• productive, e.g. actively constructing an artefact such as a written essay, 

production of a new piece of software or creation of a video clip; 
• experiential, e.g. practicing skills in a particular real-life context, engaging 

in live role-play or undertaking an investigation offline. 

3 Beyond Counting the Frequencies of Interactions  

Within the model of the communities of inquiry different types of interactions are 
crucial for the learning  [1,9,19]. But still interaction is different from presence, 
interaction does not guarantee the presence itself, these interactions are the building 
blocks towards the presences in the communities of inquiry.  Interaction alone is not 
enough for the purposes of inquiry and cognitive presence. Therefore the model of the 
community of inquiry consists of the three core elements that go beyond the social 
exchanges  [3] Understanding the interaction nature of interaction is not simple - 
though interaction does not always lead to social presence [20] it is the interaction 
that mostly affects social and cognitive  engagement of the students in an online 
course.  

The model of this Community of Inquiry assumes that learning occurs within the 
Community through the interaction of three core elements [1] CoI model core 
elements are three presences: Cognitive presence, Social presence and Teacher 
presence and each of the presences contain hierarchies. 

 

Fig. 1. From Garisson et al [1] 
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Cognitive presence is the basic element for success of educational experience [1]. It 
had been conceptualized as “practical inquiry” and has four stages of development: 
 

1. Triggering event – experience resulting in a feeling of unease puzzlement.   
2. Exploration -  search for information, knowledge alternatives that might help 

to make sense of the situation or problem 
3. Integration – this phase integrates information and knowledge into a coherent 

idea 
4. Resolution – resolution of a problem or issue 

 
Practical inquiry is the variation of Cognitive Presence and it’s presented as a 

holistic, phased model that starts with triggering event that is later followed by: 
exploration, integration and resolution phases. For the authors of the framework, 
cognitive presence is not a stand-alone process internalized in one’s mind only and it 
is an interaction of personal and shared worlds.  

 
The second core element of CoI is Social Presence, which again represents a 

phased process: 
1. Emotional expression – establishment of emotional ambience with the help of 

emoticons, symbols, humor or self-disclosure 
2. Open communication – exchange, mutual awareness, and recognition between 

the messages that facilitate the process of shaping the learning activities of 
each participant. 

3. Group cohesion  - group commitment, sense of togetherness, belonging. 
 
Social presence  creates a supportive context for building understanding and ease 

of communication, thus maintaining the educational community.  
 

Teacher presence is the connecting element of the CoI model [1]. For the authors 
of the CoI model both – cognitive and teaching presence depend on the presence of 
the teacher, especially in the VLE. If the educational experience fails, then it is the 
lack of teacher presence is to blame. Teacher presence can be assessed based/through 
on the instructional design. Teacher presence consists of: 

 
1. Instructional management – is about setting curriculum, designing methods 

and assessment means, effective use of the medium. 
2. Building understanding – it aims at the construction of collaborative 

community and academic integrity through sharing meaning, seeking 
understanding. 

3. Direct instruction  - it’s the ultimate teaching responsibility through the 
presentation of content, questions and proactively guiding and summarizing 
the discussion. 
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4 Three Types of Interaction and CoI model 

Swan views  Moore’s theory of three types of interaction and CoI model as connected 
concepts, whereas each of the types of interactions correspond to each of the 
presences.  
 

1. Teaching presence - teacher-learner interaction. 
2. Cognitive presence – learner-content 
3. Social presence – learner-learner 

 
 
 

 

Fig. 2. From Swan [21] 

 
Swan [22] assessed the three types of interaction in the asynchronous online course 

based on a student-reported survey student satisfaction and perceived learning: her 
findings for learner-content interaction support Moore’s theory of interaction and CoI 
model.  “student who reported higher levels of activity in courses also reported higher 
level of satisfaction and higher levels of learning from them”. Learner-teacher 
interactions – her research reports the importance of teacher-student interactions, 
students with no adequate access to the instructor have less satisfaction and lower 
perceived learning. Learner-learner interactions – are also very important and are in 
line with Moore and CoI model. Swan’s research also tackles the issue of the course 
design factors and their relation to the interaction patterns – according to the findings, 
course designers are more influenced by the online environment constraints, than by 
their affordances. She defines six aspects of course design that affect interactivity in 
the courses:  
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1. Frequency of interaction with the instructor   
2. Whether there existed any gaps.  
3. Frequency of interaction among classmates.  
4. Required student participation in course discussions.  
5. The authenticity of that discussion 
6. Average length of discussion responses.  

These factors were correlated to the student perception variables and the findings 
show that Learner-content interaction is influenced by consistency among course 
modules but no significant correlation was found between course design factors and 
student perceptions, though Swan also refers to the affordances and constraints of the 
VLE.  No significant results were found for Learner-teacher interaction. In Learner-
learner interaction, strong correlation was found between students’ perceptions of 
their interactions with peers and the actual frequency of interactions between students. 

Though the CoI model had been regarded as holistic model for assessing the 
effectiveness of teaching/learning processes in online communities, much studies 
concentrate on one of the presences. As we consider that the types of interactions 
within the CoI model shall be assessed in relation with each other as they are 
interconnected concepts and necessary for the successful learning. We counted the 
publications on the official CoI website at coi.athabascau.ca having in mind that the 
papers listed here are regarded as the most influential: CoI papers – 28, Cognitive 
presence – 22, Social presence – 10, Teaching presence – 14. Although there is high 
number of CoI papers listed on the website, altogether much more research is 
concentrated on assessing single aspect of CoI model (46 publications). We think that, 
In order to evaluate the existing interaction patterns in different VLEs and get the 
complete picture, we considered assessing all three core presences in different 
environments.  

5 Methodology  

The study used content analysis based on the coding template, which is was validated 
by several studies [1,2,23,24]. The coding template is directly based on the phased 
presences in Communities of Inquiry. 

Based on the review of several similar studies [1,2,23,24] with the same coding 
template, we chose the whole message as a unit of analysis. Some of the messages 
contained two codes from two presences (social and cognitive).  Two coders (the 
authors) coded text consolidated in Coding Analysis Toolkit1 and coded 
independently. Coding scheme was developed and discussed. Initial reliability was 
established. Ethical considerations were followed, the discussion forum messages had 
been anonymised. In the discussion on results we did not disclose any information 
about the participants or the names of the sample courses. 
 

                                                           
1 http://cat.ucsur.pitt.edu 
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Table 1. Coding template based on CoI approach 

Element Category Indicators 
 
Cognitive Presence 

1.Triggering Event  Sense of puzzlement   
2. Exploration Information exchange  
3. Integration Connecting ideas 

 
4. Resolution  Applying new ideas 

Social Presence  5.Emotional 
Expression 

Expression of emotions, use 
of humor, self-disclosure 

6.Open 
communication 

Continuing a thread, quoting 
from others 

7. Group Cohesion Encouraging collaboration 
Teaching Presence 8. Instructional 

management 
 Defining & initiating 
discussion topics  

9. Building 
Understanding 

Sharing personal meaning 

10. Direct 
Instruction 

Focusing discussion 
 

6 Sampling  

We chose 4 different platforms and 1 course from each to analyse. These courses 
were chosen from a larger set of courses (a convenience sample, accessible for 
authors), which we considered as typical for four different virtual learning 
environments: Coursera, eDX, Moodle and EduFeedr. As the whole dataset for these 
four courses was too large for analysis, we decided to analyse only the learning 
resources, assignments and interactions from the 4th week of each course. General 
discussion topics that were not directly connected to the weekly thematic discussion, 
where also included in the sample based on the timeframe of that week. 
 
Course 1 (MOOC in Coursera): The course was mostly a video-driven. The videos 
contained in themselves some interactive quizzes. The platform affordances included 
discussion forums and wikis. Wikis were not used at all and discussion forums were 
used separately from the instructional design. The discussions were organized 
according to study weeks and also contained some general discussions, technical 
forums. Threads emerged on the bases of the learner interest; they were never used as 
a part of the assignment and never teacher-led. Teacher presence and facilitation was 
present in almost every thread. The task for week 4 was information handling.  

Course 2 (MOOC in EdX): The course affordances include embedded forums within 
the video lectures, interactive assignments, discussion topic was also given in every 
thematic unit (study week) and were organized within the thematic unit. The 
discussion was triggered by the teacher and given particular question to answer to. 
The instruction never participated in the discussions besides giving the direct 
assignment. The task for week 4 was adaptive.   
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Course 3: The platform was one of the mostly used LMS: Moodle. The difficulty we 
faced was with choosing a course that used discussions (being a part of instructional 
design or as a stand-alone).  The teacher, giving a task to discuss, initiated the 
discussion. Teacher never participated in the discussion; neither were any continuity 
in the threads – only one post per participant and no single case of uptake [25] was 
shown. The task for week 4 was assimilative.   
 
Course 4. A course that made use of blog-based personal learning environments 
together with aggregator called Edufeedr2. Weekly assignments and learning 
resources were available in the teacher’s blog, each student reflected on his/her 
learning experiences in a personal blog, which was then commented by teacher. The 
course was assignment-driven, discussion between students took place rarely. The 
task for week 4 was combination of assimilative and productive.   

7 Results and Discussion 

Distribution of interaction events by CoI categories shows significant differences 
between four courses (see Table 2 below). While in two MOOCs the interactions 
indicating the social presence were clearly dominating and learners themselves often 
triggered content-related discussions, Moodle course induced mainly exploration and 
integration events. EduFeedr course distinguished with strong teacher presence, but 
also with integration and resolution events. Those differences can be partly attributed 
to pedagogical design, especially in case of Course 3 and Course 4. Domination of 
open communication in Coursera and EdX courses occured in spite (not due to) the 
pedagogical design. We also strongly believe that differences in interaction patterns 
was influenced by the number of learners and affordances of virtual learning 
environment.   

Table 2. Comparison of four courses regarding to interaction types 

 

                                                           
2 http://www.edufeedr.net 
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8 Conclusion 

While our small sample of courses and focus on the activities of a single week in each 
course does not allow generalizations, we have demonstrated the method for 
analyzing interrelations between pedagogical design and learning activity patterns in 
Web-based learning environments. In order to achieve reliable results, the similar 
study has to be conducted on a larger scale.  
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Abstract. Entrepreneurship education is increasingly being promoted, driven 
by a wide consensus in modern societies concerning its benefits in fostering the 
development of several professional and personal attitudes and skills, such as 
business expertise, creativity, risk assessment or responsibility. In this context, 
several authorities have been actively developing policies and activities to 
empower entrepreneurship culture in young people. Serious Games are 
recognized as having an important role and potential in education and social 
networks emerged in the last decade as the platform preferred by many people 
to socialize, play games or conduct professional activities. This paper presents a 
proposal for BIZZY, a serious game to be developed and implemented as a 
Facebook application, to enable young people in the range 12-18 years old to 
learn entrepreneurial skills progressively, by guiding them to develop a business 
project from the early idea to the business plan.  

Keywords: computers in education, entrepreneurship, technology enhanced 
learning, serious games, social networks, facebook. 

1 Introduction 

In 2012 Global Entrepreneurship Monitor Study about Portugal [1] this country 
recorded a rate of Early-Stage Entrepreneurial Activity of 7.7 %. Among 69 countries 
involved in GEM 2012 study, this value is only the 44th highest, although it is the 7th 
highest among the 24 participant innovation oriented economies. 

In this study, 38 interviews were also carried out by national experts on 
entrepreneurship, having these considered that "national culture is few oriented to 
entrepreneurship and that exists in society, a lack of stimulus to individual success" 
[1]. These experts also "believe that education and training in the country tend to be 
partially insufficient" and "evaluate very unfavorably the primary and secondary 
levels of the education system for their ability to promote entrepreneurial activity", 
although have "a very positive opinion of higher education in business and 
management" [1]. 
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Games have been adopted exponentially by successive generations over the last 3 
decades. More recently, besides the proliferation of console games, mobile and web-
based games have also improved hugely, due to their high availability and a 
distribution model based in advertisement and free access to users.  

The emergence of social networks such as Facebook and Twitter, changed the way 
teenagers and young adults interact, often preferring social network platforms to 
socialize, share their media and to play games available for free and fully integrated 
with the social network. 

Facebook is nowadays the most used online social network, with a total number of 
1.19 billion active users in September 2013, with a 727 million daily average [2], 
being teenagers and young adults a significant part of them. Facebook is therefore 
also an attractive media to conduct learning initiatives, taking advantage of the 
addiction of the vast community of young people and the possibility of conducting 
game-like activities. 

The widespread use of social networking by young people studying at 3rd cycle 
and secondary education can be harnessed to encourage alternative learning 
processes, in particular for the acquisition of entrepreneurship skills. A serious game 
in the field of entrepreneurship that can be developed for social networking, with fun 
activities and collaborative tools, can be an innovative teaching tool that motivates 
young people to learning processes about business and personal development of 
entrepreneurial skills. 

UTAD has accumulated experience in developing this type of serious game for 
entrepreneurship, thanks to its participation in the European project PLAYER - Play 
and Learn The Young Entrepreneur (Project ID: ENTR/CIP/09/E/N02S001; Grant 
Agreement No. 216) where was the institution responsible for the development of a 
set implemented as an application for Facebook. This game tried to motivate and 
educate young people to become entrepreneurs capable, supporting the gradual 
acquisition of entrepreneurial skills through the development of a business idea, along 
all its stages, to draw up a business plan. Integrating Facebook allowed them to 
develop their ideas in an environment which they were accustomed and allowed them 
to go getting feedback from friends and other players.BIZZY is a new serious game 
for motivating and educating young people to become capable entrepreneurs, and it 
resulted from previous work developed under the PLAYER project [3]. The game is 
intended to integrate with Facebook to benefit from a wide community of young 
people and enable them to develop their ideas inside a well-known environment and 
provides the ability to follow the required steps while playing and getting feedback 
from friends, competitors and experts.  

The rest of the paper is organized as follows: section 2 presents some recent 
literature review concerning entrepreneurship education; in section 3 we describe the 
PLAYER project in which experience and results the BIZZY game was inspired; 
section 4 presents the BIZZY proposal, outlining its main concepts and innovations 
introduced; finally, some final remarks are presented in section 5. 
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2 Entrepreneurship Education 

Policy-makers generally consider new venture formation relation with economic 
growth and technological progress [4] and some studies find those positive effects [5]. 

Because it can make a significant contribution to this new venture formation, with 
the development of entrepreneurial attitudes and skills, a wide range of 
entrepreneurship education efforts has been initiated [6]. 

Martin, McNally, and Kay [7] did a meta-analysis that suggests a positive 
association between EE and entrepreneurship-related human capital assets (as 
knowledge, skills, positive perceptions of entrepreneurship or intentions to become an 
entrepreneur) and entrepreneurship outcomes (as new venture creation or 
entrepreneurial performance). 

Some research suggests that who had received entrepreneurship education have 
higher intentions or are more likely to start a business or are more successful in 
opportunity identification tasks [8-10], compared with those who have not received 
that type of education. 

Because of that, over the past decade, entrepreneurship education (EE) is booming 
worldwide, not only at the university level, but also in primary and secondary schools, 
where more and more initiatives and interventions are emerging [11]. 

Aiming to increase the number of entrepreneurs in Europe, the European 
Commission developed a plan of action based on 3 pillars, one of which involves 
developing entrepreneurial education and training to support the growth and business. 
This pillar is supported in a number of studies suggest that “between 15% to 20% of 
students participating in an entrepreneurship program in secondary education later 
create his own company, being this number 3 to 5 times higher than for the general 
population” [12].  

The young people who benefit from an entrepreneurial learning develop 
knowledge about business and a set of skills and attitudes that include creativity, 
initiative, tenacity, teamwork, understanding of risk and a sense of responsibility that 
are part of an entrepreneurial mindset [12].  

This action plan also recommends that entrepreneurial education follow models of 
learning with practical experiences and enabling the sharing of experiences with 
entrepreneurs in the real world. 

One entrepreneurial educations method that is used in some schools is “serious 
games”, that allows students with a different environment to practice 
entrepreneurship, being a playful approach for serious results [13].  

For Fayolle [12] the use of internet-based and computer-based technologies could 
be valuable teaching methods to use in entrepreneurship education. 

Gaming aligns learning, play, and participations while exposing students to real 
challenges in a virtual world, with the expectation of fun [13]. 

3 Previous Work – The PLAYER Project 

The PLAYER project [3] was aimed to foster entrepreneurial skills and behaviors in 
young people using a serious game approach. The project was implemented by an 
European consortium that promoted an international competition of business ideas. 
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The competition was implemented through the PLAYER game, which allowed young 
players to present and develop their business ideas, describing it with the help of 
multimedia content, other user’s participation and game features that enabled the 
incremental consolidation of the business concepts and plans. The game was available 
to the general public of youngsters outside educational environment throughout 
Europe as well as to high school and university students of the seven countries 
involved in the consortium of the project. 

The game was divided into 4 stages of growing difficulty, gradually introducing 
entrepreneurial concepts, and aims to leave participants better prepared to start their 
own business. In the first two stages, participants create their own profile and compile 
a portfolio that seeks to explain the idea at a conceptual level, using multimedia 
documents alone. It’s also possible to compile an additional portfolio which will not 
be publicly exhibited, where sensitive critical points of a user’s strategy may be 
revealed to a jury of professionals, or simply use it to include links to additional web 
documents. Portraying market conditions, the user is faced with uncertainty of the 
number and the score of votes he/she will attract. This is the phase where lobbying 
and networking takes place to introduce general public with the business idea.  

While the user waits for his portfolio to be voted by other users, he may entertain 
himself by voting on other portfolios or exploring business strategies and gauging 
their success with the Sink-or-Swim sub-game. In this sub-game, as one fits together 
pieces to describe one’s strategy, and connects them with verbs that may indicate 
one’s mindset, the whole conceptual map will float or drown in a waving water 
animation to indicate the likelihood of the company’s success. 

PLAYER is about easing the users out of what they think they know about 
business, and making users aware of what they still need to learn and seek out in self-
directed study. Sink-or-Swim is about emphasizing the interrelatedness and long-term 
consequences of difficult choices that users must make about the way they want to do 
business. Sink-or-Swim is meant to impress upon users that an idea for a business is 
made up of definite choices, that making one choice might make other options 
unobtainable, and that each choice carries risks to the way a business proposes to 
operate. Risks incurred in one choice need to be mitigated by other choices. A 
business plan presented to investors can therefore be bold and aggressive while 
safeguarding return of investment, knowing its limits, and catering to a well-defined 
market. 

Soon thereafter a funding quiz must be taken to assess the level of investment 
required to start their company up, the user’s self-confidence and attitude towards 
risk. Based on it, a recommendation will be made saying which type of investor to 
contact, or, eventually, advising the user to rethink his answers. This is to represent 
financial consultations that would happen in this phase in real life situation. An 
Executive Summary is then compiled based on information provided in the previous 
stages, and displayed for the user to complete it with more details on his SWOT 
analysis and submit it for evaluation by a jury of experts. The left side of Figure 1 
shows an example of the Sink-or-Swim game and the right side shows the page seen 
by the user when reaching the end of the Executive Summary stage. 
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Fig. 1. - Sink-or-Swim game and PLAYER navigation page [3] 

While waiting for evaluation, a user may try to get the jury’s attention faster by 
completing weekly challenges, proving he/she is more skilful or more eager to get the 
attention of evaluators. The user then continues to the last stage, which will require 
downloading a Business Plan Tool, completing a formal business plan, and uploading 
it for review. Keeping in mind the 15 to 30 years old target users’ age and their 
inexperience with sometimes complicated business details required in business plans, 
the game offers them a thorough guidance in the form of Business Plan Tool.  

The game had 2706 users registered during the contest period, who completed 
Stage 1 by just filling their profile. Half of the contestants had secondary or post-
secondary school, while the number of users with at least post-graduate education 
corresponded to 36% of the total respondents. These results show that the contest 
reached mostly the target population of 15-30 years old 

The users that started using effectively the application by giving a name to the 
business idea were 2009, a 26% drop over registered users. Among these, 1446 
created business portfolios and only 128 submitted it for voting, completing Stage 2 
(5% of the initial users). These portfolios received votes from 368 users, meaning that 
a significant number of the users that didn’t submit their portfolios for voting still 
participated and voted in other users’ portfolios. There were a total of 2521 votes, 
with an average of nearly 20 votes per portfolio (it was required 10 votes from 3 
different countries to pass to Stage 3) and an average grading of 6.09 (scale 1-10). 

Stage 3 was completed by 43 users, who submitted their executive summaries, and 
only 21 submitted their Business Plan, thus completing Stage 4 and the competition 
(0.4% of the total users).  

Although the considerable participation did not correspond to a number of 
completed business plans, the overall impression is positive. The reason for not 
reaching the expected number of business plans can be that the players needed a tutor, 
to help them in the writing and implementation of management, the short time period 
of the competition (six months) was an important constrain while some more tangible 
awards could be a stimulus for the participants to work to a detailed business plan.  
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Nonetheless, the high number of entrants to the contest proves people interest and a 
significant need for entrepreneurial education. PLAYER demonstrated that the 
concept of business entrepreneurship can be fostered in a short time period (6 months) 
across several European countries, and gather the attention of thousands of young 
people, supporting them to rationalize some business concepts. 

Player project developed a tool that should be used in a lecturing process as an 
additional motivator for students to accomplish the requirements needed for business 
oriented courses. Furthermore, the tool should be applied to the engineering classes 
that offer wide area of ideas and lack economic background. Working in this 
direction, the current game could be expanded to further sets of economic, marketing 
and business management concepts. 

PLAYER stimulates creativity (presentation of ideas) more than organized, 
planned business development (few completed business plans). This confirms other 
experience with projects related to open communities. The development of individual 
ideas to concrete opportunities requires mentoring. Some PLAYER’s partners 
experience with this contest is that young students are hardly capable to work on their 
own. Pupils enjoyed the opportunity to use Facebook as an educational tool but they 
like to work in groups and they could have some good proficiency if followed by 
teachers during classes.  

Players/learners must see the value to them of the learning and they must strongly 
believe that they are able to play the game with some challenging goals. In order to 
make the PLAYER game more attractive to players, the questionnaires and the forms 
should be made more game-like, providing incentives for players, with instant and 
transparent achievement scores. Also, explanations why some decisions in the game 
were proper/improper or why some additional game elements suddenly appeared 
during the play would improve the serious part of the game – the individual learning 
process. Player/learner need feedback and dialogue on their process and need time 
and opportunities for repetition (such us in the Sink-or-Swim game, where player 
could improve their score following the suggestions provided by the system). 

4 The BIZZY Project 

As we have previously noted, the major use of social networks by young students can 
and should be used to encourage alternative learning processes, in particular for the 
acquisition of skills for entrepreneurship. A serious game in the field of 
entrepreneurship that can be developed for social networking, with fun activities and 
collaborative tools, can be an innovative teaching tool that motivates young people to 
processes of learning about business and personal development of entrepreneurial 
skills. 

Previous work with the PLAYER project allowed us to envisage new directions 
based on the lessons learned by practice and after a careful SWOT analysis of the 
project process and outcomes. PLAYER has been an innovative project focused on 
stimulating creativity and inspired potential young entrepreneurs to reflect on 
business ideas and its formalization.  
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According to [3] “Fostering the entrepreneurial spirit of young people through a 
contest based on a game was pioneering and allowed them to communicate with other 
competitors, using a social network. Future application should improve this 
communication aspect. Speaking about entrepreneurship, ideas and businesses should 
make the players look for the potential realization of their idea”. 

The BIZZY proposal aims to help developing an entrepreneurial education in 
young people under 18 years old, improving their business knowledge and skills and 
entrepreneurial attitudes. The idea is to use a practical approach to teaching and 
learning that allows the sharing of experiences with others, including guidance from 
experts and entrepreneurs which could act as mentors from the real world.  

This new game will be developed by a multidisciplinary team, covering various 
scientific fields, encompassing the areas of ICT, Business and Economics. 

We propose to create a thus embedded game within the social network facebook, 
using for that purpose all features of interaction and collaboration. 

BIZZY has 4 stages with some innovations comparatively to PLAYER, as 
described below: 

• Evaluation of entrepreneurial skills: this is a new starting step for the game, aiming 
to assess the player’s skills in terms of entrepreneurship, economics and business. 
This will help to adjust the other game steps according to the player’s profile. 
Moreover, this will help the player to understand his own limitations and 
capabilities and thus guide him in the inherent learning process; 

• Business Idea: involve mentors from the very beginning of the game to have an 
early validation of the idea, according to predefined criteria. This will still be 
followed by other players’ validation, as was done in PLAYER; 

• Business model: improve the sink-or-swim game, combining the original concepts 
with the CANVAS model [14]; 

• Business Plan: this was one of the most critical issues in PLAYER, leading to a 
high dropout rate, due to its complex nature. In this context BIZZY will try to 
simplify the business plan development, adopting a more game oriented approach, 
increasing mentoring and providing deeper support through multimedia tutoring 
materials. 

The transition between steps requires overcoming a series of activities and 
challenges. The most successful players will be awarded with intangible prizes, such 
as privileged contacts with CEO’s, reputed people and experts in the fields of 
business and entrepreneurship. 

PLAYER also exhibited problems related with the overall process. One of them 
was the short time period of the competition (six months), which will be extended to 
one year in BIZZY.  

In order to disseminate the game to primary and secondary schools nationwide, it is 
essential to strengthen ties with a number of key partners. Thus, an advisory board 
will be created for the project, with partners linked to schools and public agencies 
working in boosting entrepreneurship (representatives of the Ministries of Education 
and Economics as well as Business associations, municipalities, school principals and 
Parents and Guardians). 
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Finally, another crucial partnership for the success of the project will be 
established with secondary education teachers, particularly in the areas of ICT and 
Business / Management, and other school staff.  

5 Final Remarks 

Entrepreneurship is nowadays recognized by various stakeholders as a crucial and 
critical development factor and authorities worldwide have invested increasing public 
resources in its promotion, including in entrepreneurship education.  

Serious games are increasingly being used as educational resources in several 
contexts, namely as method for learning entrepreneurship skills and attitudes. 

Social networks play a key role in the current world, namely among young people. 
Facebook has a myriad of users that rely on it daily for social interaction of various 
natures, including sharing information and thus learning in a less structured way. 

This paper presented a proposal for a new entrepreneurship education serious 
game, named BIZZY, that will be implemented in Facebook with young people in the 
range 12-18 years old enrolled in the national education system. This game is inspired 
in a previous approach to this educational concept, developed under the PLAYER 
project, introducing innovations based on the lessons learned. 
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Abstract. This discourse is an argument for a holistic approach to developing 
learning games and computer mediated experiences through the intersections of 
the areas of efficacy, effectiveness, and user experience in designing and 
developing serious games and simulated learning experiences.  Some examples 
are explored in which reasonably effective design approaches could have been 
improved by a more holistic and iterative approach. The approach includes the 
integration of learning objectives, outcomes, usability, motivation, experience, 
ludus, aesthetics, cost and sustainability of the systems based on research within 
the fields of education, learning theory, game design theory, and simulation.  
These constructs explain the need for an iterative and holistic approach to 
designing and developing learning games. Embracing iterative and learning 
centered design of serious games will perpetuate development of effective 
educational technology. 

Keywords: Educational Technology, Efficacy, Engagement, Serious Games, 
Evaluation. 

1 Introduction 

Millions of dollars and countless hours are invested in the development of serious 
games for education internationally every year. While it is widely accepted that games 
can be effective and engaging learning tools, there is apprehension about the use of 
technology.  This apprehension appears in the discourse on high level discussions of 
education in technology, such as when Education Nation Town Hall Talks moderator, 
Alex Witt, posed a question about the value of technology in the classroom with, 
"…we don’t have a lot of concrete evidence that the billions and billions of dollars 
that schools are using to try and introduce technology into the classrooms are 
working.  We don’t have the evidence so far to say that test scores are being raised, 
that students will not drop out [10]”.  In addition to concerns about the potential that 
certain serious games or simulations may be ineffective, the potential of negative 
training, in which students learn the wrong thing, must be considered in development 
of learning systems [12].  In the US Department of Education’s National Education 
Technology Plan, there is an explicit call to begin making more "data driven 
decisions" about how to acquisition and use of educational technology.  
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1.1 Gap in the Existing Approach 

A gap exists in the comprehensiveness of each of these individual evaluation 
procedures, as the user experience analysis does not necessarily quantify the 
effectiveness and efficacy of the specific game or experience being evaluated.  In his 
call for more purposeful game design, Dr. Konstantin Mitgutsch of MIT Singapore 
writes that “Serious games are mainly assessed in terms of the quality of their content, 
not in terms of their intention-based design” [17].  This void in assessment of 
intentionality of design largely explains the apprehension that is arising in public 
forums about the value of technology in the classroom.       

This paper is a call for a holistic iterative approach to design and development as 
well as assessment and evaluation of serious games and learning environments. For 
the purposes of this paper, holistic is defined as, relating to or concerned with wholes 
or with complete systems rather than with the analysis of, treatment of, or dissection 
into parts [16].  Because of the iterative nature of the design and consumption of 
games, this discourse aims to inform the processes of assessment (formative and 
summative), evaluation, and design.  While the two terms are often erroneously used 
interchangeably, assessment and evaluation are referred to as distinct processes. 
Evaluation relates to placing a summative value judgment on an entity or assigning 
worth to it [1], whereas, assessment refers to a formative process of improvement that 
is often diagnostic in nature [1], [15], [17].   Test-driven development resembles this 
approach, but is still missing elements of the specifications, requirements and 
objectives necessary in educational technology. 

1.2 Partnerships Yield Holistic Design and Assessment 

Partnership between designers, educators, developers, testers, funding sources, and 
consumers will resolve many of the questions of efficacy and effectiveness of serious 
games and simulations as a shared lexicon creates a productive discourse that 
contributes to the evolution of educational technology.  Professional evaluators of 
serious games and learning systems (e.g. DOE administrators, school districts, 
software company employees, and bloggers) have a myriad of constructs to consider 
when evaluating a system.   

Not only do they need to answer multiple questions relating to learning objectives, 
outcomes, usability, motivation, experience, ludus, aesthetics, cost and sustainability 
of the systems they evaluate, but they also have to look at the intersection of these 
variables.  Does the system do what it says it will do?  How hard is it to learn and 
use?  How fun is it? How much and how often will the children play it?  At what level 
will they learn from this system?  How sustainable is the investment into this system?  
Because these considerations are complex and range multiple disciplines, evaluation 
is often distilled to the lowest common denominators of fun, learning outcomes, and 
cost.  Because of this, design is often also limited to these superficial factors, in an 
attempt to satisfice the needs of stakeholders [21]. 
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1.3 Constructing a Holistic Design and Assessment Approach 

Design should be objective oriented, assessment, on the other hand, pertains to 
gaining information, such as the needs or accomplishments of an entity [1].  If 
designers and developers are creating technology to meet the needs of the clients, it 
behooves these clients to explicitly determine and express their expectations in a 
holistic way.  While both assessment and evaluation are beneficial to game design and 
measurement, the distinction is important. Parents deciding whether or not to spend 
$60 on a learning game may wish to evaluate that game or view the evaluation of a 
professional evaluator.  The funding agency supporting development may request a 
needs assessment or a formative assessment before providing thousands to fund 
development of a learning system.  That same funding agency may follow up by 
assessing or evaluating the game at certain checkpoints or upon completion. 

2 Elements of the Holistic Approach 

Developers and designers often evaluate or assess the learning systems that they 
develop through some objective measure as determined by their goals and values; 
typical approaches to collecting metrics on systems include usability analysis, user 
experience, efficacy, effectiveness measures [6], [22], [23].  Some prevalent ways to 
evaluate the efficacy and effectiveness of learning tools include performance 
improvement assessments, blind coder ratings, qualitative and quantitative self-
reports of social presence, questionnaires, and ultimately performance tests that 
measure improvement in desired knowledge, skills, or abilities [3], [4].  This 
discourse calls for the integration of these approaches with  innovations in design 
approaches and subsequent assessment of systems include the learning objectives, 
MDA (Mechanics, Dynamics, and Aesthetics) Framework, and Game Flow [5], [18]. 
While measures are often internally designed or imposed upon the development team 
by the sponsoring agency, this framework can ensure thorough consistency when 
comparing similar education tools.   

Table 1. Elements of a Holistic Approach to Development, and Evaluation 

Construct Formative or Summative 

Learning Objectives Formative 
Learning Outcomes Summative 
Usability Summative 
User Experience Summative 
Motivation Formative & Summative 
Ludus Formative & Summative 
Aesthetics Formative & Summative 
Cost Formative & Summative 
Sustainability Formative & Summative 
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2.1 Learning Objectives  

Whether learning objectives in the serious games are explicit and didactic, or more 
discovery or inquiry based, there are too few explicit objectives for any serious game 
that are based on learning outcomes.  “The content of a serious game could be well 
presented, adequately formulated, “correct” or irrelevant, hard to access or 
insufficient, and in worst cases, just wrong and biased” [17,4] The Serious Game 
Design Assessment framework posits an approach that looks at content in terms of 
whether the game environment and mechanisms reflect the necessary information to 
adequately transfer, and fidelity.  This looks at fidelity in terms of name accuracy, 
narrative, and rules. 

Universal Design for Learning is an example of an approach derived from 
architectural approach, universal design, that include designing structures to be used by 
people of varied levels of ability.  One instrument that may inform the process of game 
and simulated environment assessment and usability is a 12-item questionnaire that 
integrates usability and principles of Universal Design, the (RAPUUD) Rapid 
Assessment of Product Usability & Universal Design [2].  While this tool is intended for 
assessment of consumer products, this tool provides a starting point for the underlying 
concepts to be cross-validated to integrate existing usability techniques with structured 
universal design for learning (UDL) constructs.  The Universal Design for Learning 
principles that have been accepted by the US Department of Education are: 

• Provide multiple and flexible methods of presentation of information and 
knowledge. Examples include digital books, specialized software and websites, 
text-to-speech applications, and screen readers.  

• Provide multiple and flexible means of expression with alternatives for students to 
demonstrate what they have learned. Examples include online concept mapping 
and speech-to-text programs.  

• Provide multiple and flexible means of engagement to tap into diverse learners’ 
interests, challenge them appropriately, and motivate them to learn. Examples 
include choices among different scenarios or content for learning the same 
competency and opportunities for increased collaboration or scaffolding [9]. 

2.2 Learning Outcomes  

Learning objectives and outcomes can be reciprocally impacted by the universal 
design for learning. Instructional design principles also inform the development of 
learning objectives. Learning objectives need to be explicit and measureable. To be 
more effective, effective learning goals can be broken into tasks and subtasks that 
each have measurable goals. Similarly, learning outcomes should be measured against 
appropriate learning objectives.  Any analysis of learning outcomes without effective 
learning objectives will be less potent and potentially inaccurate. 
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2.3 User Experience  

Measurements of user experience conducted by designers are generally positive, 
indicating user engagement, enjoyment, and preference over other methods of 
instruction [8], [20]. While this is a valuable finding, which some may rely on to 
allude to engagement, the often subjective construct of engagement without 
demonstrated benefits to learning has a diminished generalizable meaning. As 
Frokjear explains, the correlation between user satisfaction and effectiveness are often 
negligible and should be looked at separately [12].  Because outcome research results 
are specific to the samples (or populations from which they were drawn) and the 
outcomes measured, “it is essential that conclusions from the research be clear as to 
the population(s) and outcomes for which efficacy is claimed” [11].  Flay goes on to 
explain that, “Effectiveness trials test whether interventions are effective under ‘real-
world’ conditions or in ‘natural’ settings. Effectiveness trials may also establish for 
whom, and under what conditions of delivery, the intervention is effective” [11]. 

User experience is a general term that often encompasses the perceptions derived 
through interactions that a user has with a system [22]  For the purposes of this 
discourse, user experience refers to the levels of engagement, presence, ludology, 
learnability, memorability, and general satisfaction with the interface.  The MDA 
framework addresses much of this in its’ synthesized approach to considering of 
mechanics, dynamics, and aesthetics.  Specifically, their objective is to understand 
and “decompose” the formal process of decision-making during gameplay in order to 
inform design, criticism, and research (pg. 4).  

In the domain of student education, engagement is a construct /that captures the 
quality of students’ participation with learning activities in the classroom, ranging 
from energized, enthusiastic, focused, emotionally positive interactions with academic 
tasks to apathetic withdrawal [19].  Skinner et. al. provide an instrument that is 
effective in measuring a learner’s levels of Engagement vs. Disaffection with 
learning.  

2.4 Usability 

The International Standards Organization has amalgamated usability as effectiveness, 
efficiency, and satisfaction in reference to users being able to achieve an intended 
goal using the specified object in an intended context [22].  Notably, at least one of 
the intended goal for learning simulations and serious games should be achievement 
of learning objectives.  Usability is often criticized as being simplistic, dichotic and 
excessively generalized [15]. The use of a single test to determine the viability of a 
product is often insufficient.  Some studies are conducted on as few as five 
participants and the results are then generalized to the population as a whole [22].  
While this approach is very effective for a formative or even summative assessment, 
the criticisms have arisen from the use of these studies to invalidate systems as having 
poor usability with limited metrics [15]  

These critiques of usability analysis are due to the fact that usability studies were 
not intended to be holistic assessments or evaluations of systems.  Instead they were 
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to look at effectiveness, efficiency, and satisfaction in terms of standards [2].  
Additionally, usability standards are generally applied to many products, rather than 
being designed to measure games specifically.  Mitgutsch explains, “investigating 
their impact becomes incomplete if the games’ purpose and their coherence in relation 
to their design is not identified beforehand. Therefore, we argue that research on the 
impact of serious games starts with the analysis and evaluation of their qualities in 
terms of their purpose based formal conceptual design” [17]. The reciprocal 
relationship between design and assessment this article combines the assessment and 
design constructs to give a thorough analysis of the elements involved in this 
undertaking.   

2.5 Ludus and Motivation 

While there are other motivations to engage with serious games, the key element that 
distinguishes these tools from other educational technology and even traditional 
approaches to learning is the motivation that is generated from the ludic nature of the 
experience [19].  Unfortunately, this essential element is often overlooked in the 
evaluation, assessment, and even design of serious games.  The capacity to immerse 
oneself in a ludic learning experience is becoming more powerful as the technology 
advances, with tools such as AR (Augmented Reality),  MR (Mixed Reality), VR 
(Virtual Reality) [4], [6], [8].  But, the capacity to create ludic learning does not 
guarantee such an experience.  Multiple elements of engagement, immersion, 
participation, and discovery must be integrated in order to make these experiences 
anything more than pixels on a screen. 

2.6 Examples  

There are several examples where this has been done well, and far more examples in 
which the attempts have been abysmal.  One of the more successful efforts includes 
the BrainPop products which integrate usability and user experience in their 
deployment with the targeted and explicit learning objectives and measures of 
learning.  Another successful effort was the River City Project, which modeled the 
approach of successful games, World of Warcraft and The Sims to create a learning 
experience in a MUVE (Multi-user Virtual environment) [8].  Both of these 
experiences are known to increase understanding and self-efficacy, which may be 
correlated to higher ratings of user enjoyment, engagement, and satisfaction. 

2.7 Iterative Implementation 

The synthesis of the different approaches to assessment and evaluation may be 
daunting if conducted simultaneously.  Fortunately, the alternative to an exhaustive 
study evaluating a system on every possible level is to take the iterative approach. The 
ADDIE model used in instructional system design allows for an iterative approach 
[7].  The iterative approach requires careful consideration of the interaction of all of 
the elements of a learning system in order to avoid making small changes that 
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inadvertently change the entire experience.  Further research will reveal if there is a 
correlation or even causal relationship between the holistic constructs within these 
learning experiences. 

3 Conclusion 

Because of the nascent nature of this research, the author’s recommendation is to 
consider the synthesis of these principles as heuristics to guide the assessment and 
design of serious games and learning simulations, rather than as the basis for a finite 
algorithmic model.  In some cases very few of these considerations need to be 
conducted, while in other cases, the complexity of the learning system or learning 
objective may demand a more extensive evaluation.   This is not intended to drive the 
development of a rubric by which to judge a learning system, rather, these ideas can 
be used to shape a more informed and empowered perspective and the discourse that 
crosses both game designers and consumers or evaluators of those systems.  The 
heuristics that come from a shared discourse about games can lead to a holistic 
approach to understanding assessing evaluating and designing serious games and 
simulations. 
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Polina Häfner, Victor Häfner, and Jivka Ovtcharova

Karlsruhe Institute of Technology, Karlsruhe 76131, Germany
polina.haefner@kit.edu

http://www.imi.kit.edu/

Abstract. In the time of globalization and technical advances, compa-
nies want to remain competitive on national and international markets.
This requires a qualified workforce with a corresponding level of educa-
tion in the STEM fields. This paper presents a didactic methodology for
a virtual reality-based workshop which supplements the school curricula
of secondary education institutions. A virtual reality driving simulation
application is used in order to enhance the students understanding of
different physical and technical phenomena as well as to teach techni-
cal skills, such as the ability to program virtual reality applications. We
observed that this methodology helps to reduce complexity and aid the
understanding of the subject. This is due to the three main contributing
factors: Immersion, interaction and engagement. The enthusiasm for the
virtual reality systems kept the students motivated not only during the
teaching units, but it has also inspired them to pursue the STEM careers.

Keywords: serious games, technology enhanced learning, STEM fields,
secondary education, virtual learning environment, driving simulation.

1 Introduction

STEM is an acronym that stands for the fields of study science, technology,
engineering and mathematics. These are very important fields with regard to
technology and workforce development. Their development directly relates to
the national economic competitiveness [1]. Graduate numbers in STEM fields
have seen an increase in the past few years, but the demand still has not been
met by a large margin. The corporate sector is urgently looking for graduates
from the faculties of mathematics, computer science, natural sciences and tech-
nology, resulting in excellent opportunities for students with degrees related to
the aforementioned subjects. To address the STEM skills shortage, ministries of
education take measures and launch campaigns to further promote interest in
STEM (for example European Schoolnet [2] or the Federal Ministry of Education
and Research in Germany [3]).

Looking at contemporary products, for example from electronic or automotive
industries, we witness a rapidly growing complexity. Handling this new complex-
ity requires well-prepared engineers, able to investigate and solve engineering
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problems efficiently and in interdisciplinary teams. Virtual reality (VR) is a
technology that can help in dealing with this complexity present both in the
industry itself and in the education. With regard to the latter, it can raise the
appeal of STEM subjects and bridge the gap between the theoretical knowledge
and its practical application to problems in science and industry.

Sherman and Craig [4] define virtual reality as ”... a medium composed of
interactive computer simulations that sense the participant’s position and ac-
tions and replace or augment the feedback to one or more senses, giving the
feeling of being mentally immersed or present in the simulation”. According to
Burdea and Coiffet [5], the three most important properties of VR are the so-
called ”3 Is”: Immersion, interaction and imagination. These are realized through
multiple input and output devices, enabling the bidirectional information flow
between the user and the virtual world. From the technological point of view, we
characterize a virtual environment as immersive, if it provides stereoscopic, real
size representations of objects, supports user headtracking and offers intuitive
interaction.

Due the advantages it offers, VR is often deployed in fields such as medicine
[6], automotive [7], aerospace industries [8] and entertainment [9]. One field of
application of virtual environments (VEs) is the educational sector [10]. An
example of such an interactive, 3-dimensional virtual learning environment is
the virtual campus [11]. It opens new types of interactive, visual-spatial learning
and therefore enables users to take advantage of its graphical representation of
information.

The entertainment industry advances the VR technologies, resulting in hard-
ware available at lower prices and increased customer acceptance. Stereo TVs
or head-mounted displays (HMD) for visual output, such as the Oculus Rift,
3D surround sound systems and interaction devices like Kinect or Leap Motion
are now affordable for the end user. These are only moderately immersive, but
can serve as an alternative to highly immersive yet expensive environments (like
CAVEs) for teaching students the fundamentals of virtual reality or employing
virtual reality to teach STEM subjects.

Technological advances are leading to familiarization of young people with
this new media. From a young age, they are exposed to modern information
technologies such as computers, smart devices and game consoles with different
interaction devices, as well as stereo output such as 3D TVs and 3D cinemas,
making the integration of new media in the classroom very natural for students.

The purpose of deploying VR technologies in education is not only to make
lessons more interesting for the students, but also to help their imaginative fac-
ulties. VR simulations enable the learners to employ their theoretical knowledge
of a certain subject in order to make decisions and observe the results in a safe,
controlled environment. Real-time realistic scenarios can be represented virtu-
ally, thus saving the costs of lab equipment, while at the same time gaining
knowledge and untderstanding of the subject matter. Another clear advantage
of using this technology in education are the fun factor and the high level of
engagement.
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In this paper, we present a methodology, as well as examples of its applica-
tion, for teaching and increasing interest in STEM subjects among senior grades
students in secondary education through familiarization with an immersive vir-
tual reality car driving simulator. In addition to conventional lessons, students
can experience physical phenomena and gain technical skills, such as the ability
to program VR applications. The following section gives an overview of related
works in the area of VR use in education. It is then followed by our method-
ology. A detailed description of this projects application in a German school is
presented in section 4. The paper is concluded with a look on the future work
on applications of virtual reality for training and education.

2 Related Works

Not all benefits of virtual learning environments (VLEs) over traditional educa-
tional environments have been explored thus far. With regard to the design of
effective virtual learning environments it is important to know which features of
virtual reality (VR) support cognitive processing [12,13].

In 2006 a study of primary school students examined two different VLEs
in comparison to traditional educational methods [14]. The evaluated virtual
learning environments included both a complete interactive one as well as a
passive one. The VLEs were designed as virtual playgrounds in a Cave Automatic
Virtual Environment (CAVE). The passive VLE employed a virtual robot that
guided activities. The results indicated that the complete interactive VLE aids
primary school students in problem solving, but does not lead to conceptual
changes in their thinking. Surprisingly the passive VLE appeared to support the
learners recall and reflection abilities, thus hinting at signs of conceptual change
in their minds.

Another study describes a VLE [15] for science, physics and chemistry ”Vir-
tual Water” at the final year of secondary education and first year of university
and indicates that 3D virtual environments may help students with high spa-
tial aptitude to acquire better conceptual understanding of the subject matter.
The main advantages according to Trindade et al. are the ability to visualize
situations which cannot be seen otherwise and to immerse the students within
these situations. Students reported that the stereoscopic view gave them a more
tangible grasp of a solid state structures such as that of ice.

There are numerous examples of VLE considering the STEM subjects. One
application is the virtual physics laboratory that allows students to control the
test environment (gravity, surface friction and atmospheric drag) as well as the
physical properties of objects (coefficients of restitution of elastic bodies). The
students can both observe physical phenomena at macroscopic and microscopic
levels or control the time [16].

An application for mathematics and geometry classes at the latter grades
of secondary school and university encourages experimentation with geometric
constructions and facilitates learning with the aid of stereoscopy, thus being
more effective learning tool than the traditional CAD package [17]. The three
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dimensional geometric construction tool called ”Construct3D”, based on the
collaborative augmented reality system ”Studierstube”, uses a stereoscopic head-
mounted display and a two-handed 3D interaction tool.

Serious games are being considered as a new method for teaching content
and motivate the students for STEM careers. Serious games allow learners to
experience situations that are impossible in the real world for reasons such as
safety, cost and time. They are also claimed to have a positive impact on the
players’ development of various skills [18].

Such applications can be implemented in virtual environments on different
immersion levels. Miller et al. created and tested a web-based forensic science
game among 700 secondary school students [19]. They observed a positive re-
lationship between the role-playing experience and science career motivation as
well as significant gain in knowledge of the subject.

A game-based, semi-virtual learning environment called ”SMALLab” is pre-
sented from Johnson-Glenberg et. al for teaching geology and physics. It relies on
multiple modalities: 3D object tracking, real time graphics and surround-sound
used to enhance embodied learning [20].

The first cyber classroom lab in Germany was opened in 2009 at Lifecycle
Engineering Solution Center (LESC) of the Karlsruhe Institute of Technology in
cooperation with the company Visenso [21,22]. During the last six years at Insti-
tute for Information Management in Engineering (IMI), we worked on solutions
for holistic, interdisciplinary and multilingual education methodologies for the
field of engineering by using the benefits of virtual reality and virtual learning
environments. In the next section, we present our methodology for experiencing
physical and technical phenomena in schools using a VR driving simulator as
learning environment.

3 Methodology

The idea behind the project is to enhance the students understanding of dif-
ferent physical and technical phenomena using a driving simulator as testing
environment and to utilize appropriate VR technologies to visualize the effects
of those phenomena. The aim of this project is the creation of a virtual real-
ity experiment kit for secondary education institutions containing the required
hardware and software components along with all necessary teaching materials
(for instance exercise sheets and presentations). Using the VR experiment kit,
the students acquire and strengthen their interdisciplinary knowledge in the ar-
eas of computer science (visual programming), physics (Newtonian mechanics)
and technology (control loops). The following goals were defined for this project:

1. to increase the students interest in science and engineering through creative
work and hands-on learning

2. to promote the development of skills required for identifying and solving
complex, interdisciplinary problems from STEM fields

3. to create situations that reinforce the connection between thinking, action
and intuition
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4. to stimulate individual and self-determined learning
5. to strengthen the students imaginative faculties using modern media
6. to create a sustainable inner drive for further education in engineering and

science

The learning approach is similar to serious games but supported by virtual
reality. The focus lies on STEM topics with lessons on VR technologies, basics
of computer graphics programing and 3D content authoring. 3D immersive rep-
resentations aid the students in absorbing new information with greater ease, as
they can perceive it in an adequate manner using multiple senses, thus seeing
and hearing simultaneously.

The didactic method used is the so-called sandwich strategy. The teaching unit
consists of 90 minutes and is divided in multiple activities with the maximum du-
ration of 20 minutes each. These activities can consist of theoretical explanations
in front of the class, presentations, discussions, individual programming sessions
and testing of the results with the VR setup. This strategy helps in keeping the
students focused and motivated as well as in aiding their understanding of the
subject matter.

The labs are designed in a modular manner, so they can be easily reconfigured
for students of varying grades and educational backgrounds. The teachers can
select the topics in an arbitrary manner depending on their schools curriculum.
Each topic comes with a standalone programming exercise. This results in a de-
crease of programming complexity and fosters the concentration of the students
on the problem-setting.

The proposed solution is designed to support conventional science lessons in
form of extracurricular activities (further referred to as workshops). Another im-
portant aspect of the proposed solution is the possibility of collaborative work,
which supports interdisciplinary communication and problem solving. The work-
shop can be divided in the following four parts: introduction to virtual reality
and the authoring tool, teaching units, demonstrations of VR and evaluation.

3.1 Introduction

The first teaching unit starts with an introduction to the project, followed by
a presentation about virtual reality, its definition and characteristics. At this
point, it is important to differentiate between the perception of virtual reality
from the point of view of entertainment media, such as science fiction literature
and cinema, and the currently available hardware and software.

The next step is to present the virtual reality development environment that
will be used for the exercises. The employed software tool has been chosen for its
visual programing paradigm that allows to easily implement behaviours in the
virtual world. This decreases the programming difficulty level that the students
have to achieve and eliminates the need to learn a programming language.
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3.2 Exercises

Each exercise has a typical structure following the sandwich strategy described
above. First the topic is introduced, describing the problem with its definition,
formula and real life examples. The subject should be selected to be something
that the students are already familiar with or have already studied as a part of
their curriculum. The suggested approach is to organize a group discussion and
ask the students to explain the presented problem in their own terms, meanwhile
writing down all suggestions on the black board. The main part is a tutored
exercise where each student works on the same assignment. The students are
asked to investigate and learn independently the influence of system variables
on the exercise outcome.

For example, an exercise from the field of Newtonian mechanics could be
conducted by simulating the free parabolic trajectory of a car launched from a
ramp (see Fig. 1). The students could be tasked with the creation of a visual
script that would allow to alter the cars power output as well as the angle at
which it is launched. The students would then conduct the experiment several
times, noting down the variation among distances the car traveled depending
on the figures entered for the two aforementioned parameters. The recorded
distances, as well as the entry parameters, can then be presented in a tabular
form and verified with regard to their correspondence to established physical
models.

3.3 Experiencing Virtual Reality

The solutions from the exercises are presented at the end of the lesson. The best
solution can be deployed on the VR setup to experience it in an immersive envi-
ronment. The chance to test the results in the driving simulator should keep the
students motivated while they are completing the tasks. The first contact with
immersive virtual reality environments should be as early as possible, preferably
during the first unit. It is important to demonstrate different VR hardware, soft-
ware and applications at the beginning of the workshop, combining both, theory
and practice.

3.4 Evaluation

Both, the success of the workshop and the students’ performance can be eval-
uated by conducting discussions with the participants or through the use of
questionnaires. There is a possibility to measure the improvement in knowledge
acquisition with written tests, conducted at the beginning and at the end of the
workshop.

4 Application

The pilot project Driving Simulator in Virtual Reality - DRIVE was a work-
shop in schools that expanded their traditional laboratory exercises in order to
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Fig. 1. Exercise on the free jump and testing it on the driving simulator

give the students the opportunity to experience physical phenomena in VLEs.
The target group included public school students from Baden-Württemberg,
Germany, grades nine through twelve. The entirety of the workshop lasted one
term. The project covered three topics: control loops, energy and mechanics. A
total of 18 teaching units took place, with a duration of 90 minutes each.

4.1 Equipment

The driving simulator was introduced in the classroom as a low cost VR setup,
serving as a basis for virtual reality exercises. Originally the driving simulator
was developed by students of the Karlsruhe Institute of Technology during a
practical course on virtual reality [23]. The hardware used for the stereo visual
output consists of powerwall equipped with headtracking. The students at the
university built a seat-box with a real car seat and used the gaming controller
Logitech G25 as car interface (steering wheel, pedals and gear lever). The soft-
ware solution contains a 3D model of the car, a racing track, the environment,
weather conditions and sound. The most important part of the package was the
driving simulation and the physics (e.g. collision detection).

The Einstein Gymnasium has a well-equipped computer lab with internet-
connected laptops available to each student (see Fig. 2). These are a necessary
prerequisite for any type of programming workshop or IT driven lesson. The
virtual reality system had been added to the classroom like the one constructed
by the students in the virtual reality practical course, but instead of powerwall
HMDs were used. This setup is quite immersive but still low-cost and thus
affordable for a school that would want to adopt the project’s methodology.
The total hardware cost was approximately e 2000, which included a computer,
an HMDs, a car seat and a Logitech wheel.

The students had the opportunity to visit the labs at LESC at IMI. The
center was established in 2007 as a central platform for the institute’s research
results, the interdisciplinary exchange of knowledge at KIT and the transfer
of technology into practice. The laboratories are equipped with state-of-the-art
VR hardware and software. The first lab has a high-end virtual reality environ-
ment with a distributed stereoscopic visualization in a three-sided CAVE setup,
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Fig. 2. Students working on the programming task

which allows the user to dive into virtual worlds. The second lab consists of a
mobile powerwall and contains haptic devices. Both labs have an ART track-
ing system for headtracking and interaction. Moreover, 3D monitors, HMDs,
depth cameras, data gloves and smart devices allow to experiment with low-cost
VR environments. A computer pool with powerful workstations is used for 3D
content authoring, application development and teaching courses.

4.2 Software

For the DRIVE project the VR authoring tool 3DVIA Virtools from Dassault
Systèmes was used. It features a graphical programming interface with functional
blocks connected by lines that either represent the workflow or the parameter ref-
erences. The graphical programing paradigm allows a fast prototyping of logic in
a virtual world, without having prerequisites like programming skills or advanced
knowledge of computer science. The software comes with a good documentation.
During the work with 3DVIA Virtools some drawbacks were noticed. The tool
lacks a larger community, this makes it difficult to solve problems through the
use of forums or mailing lists. A further problem for the suites future adoption
in schools are the high incurred costs for licenses and the end of support in 2014.

4.3 Exercises

The exercises are structured around three main topics. Energy is the first topic
where we address the energy management in a car. The second topic introduces
control loops, the third some basic Newtonian mechanics. All topics have been
chosen to fit the theme of car dynamics simulation. As the students proceed, the
exercise grows in complexity providing fewer hints than the previous one. At the
same time the amount of basic functions grows with each following exercise as
more advanced features are implemented.

Energy. The first exercise addresses the topic fuel consumption. The task is to
program in an appropriate consumption rate that varies depending on the use of
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the throttle. The gas tank and the fuel gauge are modeled at the same time. The
students learn the relations between the different variables. For instance they
have to model the fuel consumption using a Bèzier curve.

The second exercise implements a visual feedback for the wind resistance.
Again a Bèzier curve is used to map two parameters. The last exercise consists
of recovering energy from the car brakes when slowing down. A booster meter
fills up every time the car slows down using the brakes. Once the meter is filled,
a key press releases additional torque on the wheels.

Control Loops. The first exercise in the control loops unit features an auto-
matic car light control. The intensity of the car lights is adjusted, depending
on the output of two sensors: the car light sensor and the daylight sensor. The
second exercise is an automatic windshield wiper. The third is an extension of
the first with an indicator for the lights state. Here, we introduced the concept
of RGB colors (see Fig. 3). The final exercise in this unit is centered around the
automatic control of the cars sunroof. The automatization works through the
use of a rain sensor. Furthermore, the students had an opportunity to imple-
ment the ability to control the sunroof directly through a push of a button on
the Logitech wheel.

Newtonian mechanics. The Newtonian mechanics unit is the largest of the
three and consists of six exercises. It starts with a free jump simulation where
a launched car has to cross a trench. The width of the trench is constant, only
the height between the two sides of the trench and the engine torque can be
adjusted. The speed at the beginning of the jump is recorded. This allows the
students to validate the theoretical height for a successful jump.

The second exercise puts the free jump in another setup. Now the car is
launched from a ramp, which effectively changes the starting angle of the jump.
This exercise also includes loading a 3D model in the scene.

The third exercise focuses on friction, demonstrating the driving behaviour
depending on the adjustable friction coefficient of the road. An advanced feature

Fig. 3. 3DVIA Virtools script - programming task
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of this exercise is the use of a quad generating function that represents the road
surface depending on the friction coefficient.

The fourth exercise builds on the previous one. Now the braking distance has
to be computed and displayed depending on the friction coefficient and the speed
just before pushing the brake.

The fifth exercise allows to tilt the track in a curve sideways at an angle. The
goal of this exercise is to discuss the centrifugal and centripetal forces acting on
the car and how this changes when tilting the track in a curve sideways at an
angle. The last exercise exemplifies the law of conservation of momentum. The
students have to observe and discuss the behaviour of the car when crashing into
a static object of a mass lesser, equal or greater than that of the car. The second
part consists of crashing into a moving object.

5 Conclusion and Future Works

The enthusiasm for virtual reality system kept the students engaged even through
some of the less exciting parts of the exercises, thus suggesting that VR ap-
proaches result in superior motivation, retention and intellectual stimulation, as
well as a better conceptual understanding of the subject matter.

The methodology has been validated by acquiring feedback from the students.
The driving simulator was recognized as a valid and beneficial tool for imparting
a better understanding of physical concepts and phenomena. The students were
able to discern connections between physical principles and their application in
vehicles. Furthermore, by performing the tasks offered by our approach, they
were able to better understand the interplay between physics, computer science
and technology. Various aspects of the pilot project were of particular interest
to the participants of the workshop, resulting in diverse suggestions and het-
erogeneous feedback. Eleven of the twelve surveyed students would recommend
the workshop to a friend. During this project, the students also made minor,
voluntarily expansions to the driving simulations program code.

The teachers also considered the project to be a success and not only intended
to organize the workshop again at future point in time, but also decided to use the
topics from the pilot in the schools regular STEM lessons. Some of the students
from the pilot are now studying machine engineering and computer science at
the university level.

For future research, we suggest involving more homogeneous groups with re-
gard to the participants age when conducting the workshop. Unfortunately our
findings will be non-generalizable without a method for evaluating the impact of
virtual reality on learning. This is a good opportunity for further investigation.
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13. Häfner, P., Vinke, C., Häfner, V., Ovtcharova, J., Schotte, W.: The impact of
motion in virtual environments on memorization performance. In: 2013 IEEE In-
ternational Conference on Computational Intelligence and Virtual Environments
for Measurement Systems and Applications (CIVEMSA), pp. 104–109 (July 2013)

14. Roussou, M., Oliver, M., Slater, M.: The virtual playground: an educational virtual
reality environment for evaluating interactivity and conceptual learning. Virtual
Reality 10(3-4), 227–240 (2006)

15. Trindade, J., Fiolhais, C., Almeida, L.: Science learning in virtual environments: a
descriptive study. British Journal of Educational Technology 33(4), 471–488 (2002)

16. Bowen Loftin, R., Engleberg, M., Benedetti, R.: Applying virtual reality in educa-
tion: A prototypical virtual physics laboratory. In: Proceedings of the IEEE 1993
Symposium on Research Frontiers in Virtual Reality, pp. 67–74 (October 1993)

http://www.eun.org/
http://www.bmbf.de/de/mint-foerderung.php


Experiencing Physical and Technical Phenomena in Schools 61

17. Kaufmann, H., Schmalstieg, D., Wagner, M.: Construct3d: A virtual reality ap-
plication for mathematics and geometry education. Education and Information
Technologies 5(4), 263–276 (2000)

18. Susi, T., Johannesson, M., Backlund, P.: Serious games: An overview (2007)
19. Miller, L.M., Chang, C.I., Wang, S., Beier, M.E., Klisch, Y.: Learning and moti-

vational impacts of a multimedia science game. Computers and Education 57(1),
1425–1433 (2011)

20. Johnson-Glenberg, M., Birchfield, D., Savvides, P., Megowan-Romanowicz, C.:
Semi-virtual embodied learning-real world stem assessment. In: Annetta, L.,
Bronack, S. (eds.) Serious Educational Game Assessment, pp. 241–257. Sense Pub-
lishers (2011)

21. Zimmermann, M., Wierse, A.: From immersive engineering to selling and teaching.
In: Virtual Reality and Augmented Reality in Industry, pp. 191–198. Springer
(2011)

22. Ovtcharova, J.: Prof. Dr. Dr.–Ing. Jivka Ovtcharova eröffnet zusammen mit
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Abstract. The objective of this paper is to propose a gamification platform 
called Free2Grow that promotes scientific critical thinking based on User 
Immersive Experience (iX). Essential condition for effective use of media and 
methods is to make sure that they trigger and direct youngsters' curiosity, 
support their reasoning and emotional states, so that the learners are engaged 
and participate in new idea generation in co-creative writing. Free2Grow main 
characteristics are as follows: (a) diagnose/feed conative characteristics such as 
curiosity and reasoning as well as body atlas feelings as subtle ways that drive a 
youngster’s reasoning and resilience; (b) enable gamification architecture; (c) 
team building and group formation techniques; (d) learners’ active engagement 
in team co-creativity projects that will necessitate and make reference to the 
knowledge and skills acquired.  

Keywords: Gamification, Immersive Experience, critical thinking, curiosity, 
emotional states, Computer Supported Collaborative Learning Communication, 
E-research with Communities, Team Based Innovation. 

1 Introduction 

Nowadays, there are several challenges for initial education such as fostering talent 
and training; transitioning from school to work; gaining and retaining employment; 
and introducing new skills: personal, social and learning skills such as initiative, 
resilience, creativity, team-working, empathy, co-construction and connectedness as 
well as skills for management, organisation and metacognitive skills which are 
important for learner-centered, social and lifelong learning. Free2Grow is a novel 
educational collective intelligence multimodal platform aiming to support, advance 
and challenge the interplay between reasoning and curiosity and feelings mapping 
charts by the creative use of gamification and enhancing youngsters’ associated 
competencies for the Semantic Web. In result, based on these conative drives as well 
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as cognitive, affective and social factors, advanced scientific thinking for 
technological meaning and implementation in action can help youngsters to unlock 
their potential. 

2 Free2Grow Design  

Free2Grow is focused on supporting students’ natural curiosity and reasoning as well 
as feeling recognition and control, individual interests, drives and opening up the 
space for their reasoning including aligning several aspects of diverse information. 
These directly affect inductive/deductive reasoning preferences and thus, choices on 
decisions youngsters make on learning pathways, leading to tailor-made, targeted and 
constructive learning as well as motivating and engaging in teamwork. Consequently, 
an attractive and efficient gamification educational system provides customisable 
control, assessment and guidance for the youngsters to be responsible for their 
learning. Such functionalities can make thoughts and reasoning obvious in 
metacognition and challenge the youngsters on their preferred technological subject 
by providing creative flow conditions for their knowledge utilisation. The new 
unification learning model enables them to develop volition for technological 
innovation key competences as well as awareness and sensitivity about specific needs, 
excitement, enthusiasm and joy found in imaginative and innovative activities.  

It is already known that emotions are connected to a range of physiological 
changes, such as perspiration, raised heartbeat, etc. New research reveals that 
emotional states are universally associated with certain bodily sensations, regardless 
of individuals’ culture or language. Researchers found statistically discrete areas for 
each emotion tested, such as happiness, contempt and love that were consistent 
regardless of respondents’ nationality. In science of emotion, consciousness and 
feeling evolution support the Free2Grow feeling mapping [1] and chart: Shame, guilt, 
apathy, grief, fear, hatred, tension, anxiety, worry, restlessness, desire, anger, pride, 
courage, neutrality, relief, willingness, acceptance, reason, gratefulness, friendliness, 
love, happiness, joy and peace. Emotions are often felt in the body, and 
somatosensory feedback has been proposed to trigger conscious emotional 
experiences, allowing the construction of culturally universal categorical somatotopic 
maps. Perception of these emotion-triggered bodily changes may play a key role in 
generating consciously felt emotions. Basic emotions, such as anger and fear, caused 
an increase in sensation in the upper chest area, likely corresponding to increases in 
pulse and respiration rate. Happiness was the only emotion tested that increased 
sensation all over the body. 

Secondly, Free2Grow is focused on Semantic Web allowing the direct interchange 
of existing and user-generated data with internal and external software components. 
The two main aims are achieved by (i) separating Free2Grow architecture in the 
individual and the small-group level; (ii) facilitating users in creating an initial 
detailed profile for cognitive, affective, conative and emotional characteristics 
diagnosis, mapping and guidance aiding the individual to evolve in their personality 
traits and activities; (iii) providing semantic multimedia identification and real-time 
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context-aware analytics; (iv) supporting learning activities coordination on an 
individual and small group level by adaptive Computer Supported Collaborative 
eLearning (CSCeL) scripts (learning scenarios); (v) offering customisation of 
educational resources and learning networks for building up individual and team 
learning pathways; (vi) addressing these specific personality characteristics as 
mediating factors between the perception of feedback, the goal pursued and the 
responses made; and (vii) developing feedback to challenge and keep youngsters into 
creative flow via innovative forms of CSCeL assessment based on feed-in -back and -
forward system suggestions.  

Thirdly, Free2Grow follows level descriptors such as knowledge, skills and 
competences Lifelong learning; key competencies (knowledge, attitudes and skills) 
are essential in a knowledge society and guarantee more flexibility in the labour force, 
allowing it to adapt more quickly to constant changes in an increasingly 
interconnected world. They are also a major factor in innovation, productivity and 
competitiveness, contributing to the motivation and satisfaction of workers and the 
quality of work. Following the EC direction, technological and digital competencies 
are two of the basic the basic ones. Technology is to improve human capabilities, and 
then using tool-augmented behaviour and habits to influence the further refinement of 
the tools, in a continual “co-evolution.”  

For the third focus, Free2Grow provides the knowledge (educational material), 
enhances youngsters’ cognitive (involving the use of logical, intuitive and creative 
thinking) and practical skills (involving manual dexterity and the use of methods, 
materials, tools and instruments) and competencies (indicators for individual 
responsibility and autonomy). 

3 Curiosity, Reasoning and Emotions in Gamification  

Free2Grow supports the challenging and creative interplay between the conative drive 
of curiosity and its counterpart cognitive factor of reasoning with an attractive 
collective intelligence platform using pictorial/rich media databases to enhance user 
generated context and the co-creation of open-corpus knowledge and open innovation. 
Such approach requires detailed descriptions of the ways youngsters acquire 
knowledge, learn and apply new information on both an individual and small-group 
level, and use pedagogical pathways and scenarios for learning activities coordination 
to support their learning curve as learning pathways. The following aptitudes exist in 
learning [2]: Cognitive aptitudes include (a) intellectual ability constructs, consisting 
mostly of fluid analytic reasoning ability, visual spatial abilities, crystallized verbal 
abilities, mathematical abilities, memory space, and mental speed; (b) cognitive and 
learning styles; and (c) prior knowledge. Affective and Conative aptitudes include (a) 
motivational constructs such as anxiety, achievement motivation, and interests and (b) 
volitional or action-control constructs such as self-efficacy.  

If the reasoning ability is enhanced by specific reasoning techniques associated 
with several and diverse individual learning styles and curiosity is supported to create 
a challenging creative flow, a youngster can be motivated either on his/her own or 
with peers to creative discovery.  
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3.1 Cognitive, Affective and Conative Learning Aptitudes – Group Cognition   

Cognitive-Learning Aptitudes: Reasoning. Emphasis has been given to different 
aspects of cognitive personality driving to the cognitive and reasoning styles of an 
individual. A cognitive style refers to an individual’s characteristic and consistent 
approach to organizing and processing information [3], while see it as a fairly fixed, 
static and in-built characteristic of an individual and thus mostly unconscious [4]. 
Thus in most cases cognitive and learning styles are studied together as for example, 
field independence-dependence [5], holistic-analytic [3], auditory-visual (e.g. sensory 
preferences of divergent and convergent thinking learners. Consciously using 
appropriate and most suitable reasoning styles is a skill; reasoning is used to associate 
one idea to the related idea building cognitive structures and synapses in the brain. 
Thus, achieving cognitive change in the brain leads to behavioural change, translating 
a skill to competence. Many educational and knowledge-based systems have been 
based to different reasoning styles such as deductive, inductive, abductive, analogical, 
fallacious or gestalt reasoning. Therefore, classification is needed based on what the 
system does and how it does it.. If appropriate tools are integrated in a Collective 
Intelligence System, they can facilitate technological concepts, taxonomies, causal 
relationships, co-occurance relationships, etc. Therefore such system tools can 
facilitate, support and enhance dynamic generation of problems where new instances 
can be generated for conceptual change and behaviour to occur.  

3.2 Affective/Conative Learning Aptitudes 

Cognitive abilities are distinguished from affective/conative abilities (such as anxiety, 
motivation, emotion, interest and curiosity) [6]. Curiosity is based on other affective 
learning drives and factors calling it as a passion or appetite for learning. Curiosity is 
the desire to know, see (knowledge) or experience that motivates exploratory 
behaviour, and, furthermore, curiosity is activated when there is the feeling of lacking 
knowledge for a subject of interest [7]. Such information need is substantial and 
capable of increasing subjective feelings of competence, in our case technological and 
digital competencies. Therefore curiosity also serves as an intrinsic motivational and 
activation factor. Intrinsic motivation is an internal state typified by a strong desire to 
engage and interact with the environment with stimuli. It is reinforced by interest and 
enjoyment, a willingness to initiate and continue autonomous behaviour, and prompts 
an individual to engage in activity primarily for its own sake, because the individual 
perceives the activity as interesting, involving, satisfying or personally challenging. 
Interest can be reinforced by competence and plays a primary role in intrinsic 
motivation [8]. Interest is defined as the emotion underlying curiosity, exploration, 
and attention [9]; also it is the result of “conceptual conflict” or “conflict between 
mutually discrepant symbolic response-tendencies as thoughts, beliefs attitudes, 
conceptions” [9]. Such configurations, or “schema-experience mismatches,” are 
inherently attention-getting, causing arousal of autonomic nervous system activity 
which essentially has an interest provoking function [10]. Interest leads to selective 
attention of a particular stimulus which in turn produces exploration, investigation 
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and manipulation of the stimulus [11]. He also notes that an “active-cognitive” 
orientation of joy “tends to be associated with a sense of vigor and with feelings of 
strength, confidence, and competency”.  

Curiosity seems to be the attitudinal exemplar for intrinsic motivation. It has been 
extensively used in gaming as the means to re-enforce repetitive desirable behaviours. 
If effectance and self-determination are necessary and perhaps sufficient conditions 
for curiosity, their utilization represents two key strategic objectives vital for the 
construction of intrinsically motivating persuasive messages (self-determination 
theory). Curiosity is the conative internal state when subjective uncertainty generates 
a tendency to engage in exploratory behaviour aiming at solving or mitigating this 
‘inconvenience’. This discordance has also have been linked to anxiety or even fear as 
the major instigator of exploratory behaviour. There are two types of curiosity, 
perceptual and epistemic, based on the degree of specificity and diversity of the 
subject of exploration [9]. Perceptual curiosity is defined as “the curiosity which leads 
to increased perception of stimuli”, activating uncertainty-relieving perceptions [9], 
while epistemic curiosity, as “the drive to know” activates quests for knowledge that 
could be stored in structures of symbolic responses. Two associated types of 
exploratory behavior are differentiated [9], diversive, motivated by boredom, and 
specific, motivated by the desire to acquire information about novel stimuli. In this 
way, curiosity triggers exploration, and thus, it is rewarded for situations which 
include novelty, surprise, incongruity, and complexity. 

3.3 Group Interaction and Cognition 

Free2Grow work is anchored in the CSCeL field and the associated group cognition 
theories. Stressing the importance of group cognition, a new science for small group 
interaction is proposed [12] anchored in: (a) designing testbeds to support interaction 
within teams, (b) analyzing how interaction takes place within this setting, (c) 
describing how the teams achieve their tasks, and (d) the ways small groups blend 
both Computer Supported Collaborative Learning and Work (CSCL/W): “When small 
groups engage in cooperative problem solving or collaborative knowledge building, 
there are distinctive processes of interest at the individual, small-group and 
community levels of analysis, which interact strongly with each other. The science of 
group cognition is the study of the processes at the small-group level.” In small 
groups, students act on both individual and group level; they each engage in their 
own, private individual activities. These also function as group actions, contributing 
to the on-going problem solving by participating in a socialisation process, through 
which the students become increasingly skilled, in our project acquire competencies 
to become members of the community of technologically literate citizens. 

3.4 Emotion – Group Emotion 

Body Atlas and bodily maps of emotions reveal bodily sensations associated with 
different emotions using a unique topographical self-report method [1]. Silhouettes of 
bodies alongside emotional words, stories, movies, or facial expressions can be 
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coloured and associated with the bodily regions whose activity they felt increasing or 
decreasing while viewing each stimulus. Different emotions were consistently 
associated with statistically separable bodily sensation maps which were concordant 
across West European and East Asian samples. Statistical classifiers distinguished 
emotion-specific activation maps accurately, confirming independence of 
topographies across emotions.  

3.5 Connecting the Nodes: The Zone of Proximal Flow 

Creative flow is a crucial source of internal rewards for humans, it is the self-
engagement in activities which require skills just above their current level. Thus, 
exploratory behaviour can be explained by an intrinsic motivation for reaching 
situations which represent a learning challenge [13]. The Zone of Proximal Flow 
(ZPF) is the area where flow occurs within the zone of proximal development. In this 
way learners’ interest and engagement counteract the anxiety experienced in the 
creative flow. However, in order for the learners to experience ZPF for an enhanced 
learning experience, immersion is required [14]. There are ten factors to promote flow 
and not all of them need to happen simultaneously to experience flow: 1. Clear goals 
where the challenge level and skill level should both be high; 2. Concentration and 
focused attention; 3. Loss of feeling and 4. Distorted sense of time as in immersion; 5. 
Direct and immediate feedback; 6. Balance between ability level and challenge (the 
activity is neither too easy nor too difficult); 7. Sense of personal control over the 
situation or activity. 8. The activity is intrinsically rewarding, so there is an 
effortlessness of action; 9. Lack of awareness of bodily needs; and 10. Absorption 
into the activity.  

ZPF in combination with bodily mapping [15][16] and feelings evolution can 
provide a multiple perspective view of individuals’ and groups’ actions and reactions 
on specific interactions as for example, a creative argument. As internal processes 
become apparent the team members may be able to solve discrepancies and build gaps 
or bridges for further development and thus, forward their own evolutionary process 
in the innovation game.  

In free2Grow, there are two directions in which assessment and feedback provision 
is made by such systems: explicitly via initial questionnaires and implicitly via 
identification of users’ preferences by the system. The socio-cognitive layer of 
interaction refers to personality traits, emotion and meta-perception, that is to say, 
interpretation of how a user perceives another user based on observed feedback. 

The user profiles are based on user characteristics from the basis of most Web 
personalisation systems. Mobilised internet now provides different service delivery 
channels, especially computers, mobile phones and PDAs, accessing ever-more 
heterogeneous users groups and user environments. If an explicit user-model 
represents certain user characteristics, a domain model, which is a set of relationships 
between knowledge elements in the information space, is capable of modifying some 
visible or functional part of the system based on the information maintained in the 
user-model. Results from the implementation of such systems related to their 
effectiveness suggest a positive correlation with academic performance. The most 
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recent research is directed towards a unified model of cognition and emotion. Models 
integrating emotion and cognition generally do not fully specify why cognition needs 
emotion and conversely why emotion needs cognition for example, appraisal values 
direct the participants’ emotional states.  

There is no research on the actual interplay between the conative drive of curiosity 
and the cognitive factor of reasoning as well as emotions for a challenging non-linear 
zone of proximal creative flow in gamification. Dynamic scripting has been used to 
generate creative behaviour in gaming. Dynamic scripting [17] is a reinforcement 
learning method for automatically acquiring effective scripts for games and adapts to 
a number of tactics and learned effective counter-tactics achieving evolutionary 
learning as well as tactics. Such applied evolutionary learning aids youngsters’ 
metacognitive skills by customising developmental and effective sequences and 
Free2Grow evaluation of the degree for “novelty,” “surprise,” “complexity,” and 
“challenge”. Free2Grow scripts manage and diminish the occurrence of such 
mismatch by emerging recommendations on both levels as well as on individual  
and team basis presenting both students’ and groups’ projects for individual and 
small-group presentation and assessment.  

4 Interaction Analysis in LAK   

Computer-based Interaction Analysis (IA) can be defined as the automatic or semi-
automatic processes that aim at understanding the computer mediated activity, 
drawing on data obtained from the participants' activities. This understanding can 
serve in supporting the human or artificial actors to take part in the control of the 
activity, contributing to awareness, self-assessment or even regulation and self-
regulation.  

Although IA is part of Learning Analytics, the unique implementation in a 
Collective Intelligence Platform requires a separate view. The IA research field 
focuses mainly in collaborative activities occurring within a learning context. An IA 
process consists in recording, filtering and processing data regarding system usage 
and user activity variables, in order to produce the analysis indicators. These 
indicators (presented usually in a visual format) may concern: a) the process or the 
‘quality’ of the considered ‘cognitive system’ within the learning activity; b) the 
features or the quality of the interaction product; and c) the mode, the process or the 
quality of the collaboration, when acting in the frame of a social context formed 
through the technology based learning environment [18]. 

The core aim is to offer the means directly to the human actors, so as to be aware 
of and regulate their behaviour, either as individuals or as cognitive groups. The 
corresponding IA tools support the users in three major levels: awareness, 
metacognition and evaluation, aiming at optimizing the learning activity through: a) 
refined participation by the students through reflection, self- and group-assessment 
and self- and group- regulation, and b) better activity design, regulation, coordination 
and evaluation by the teachers. It is highlighted in the literature that students often 
face difficulties in understanding the goals of a collaborative learning activities and 
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project their actions on a higher -group level activity- thus being able to understand 
the impact of their actions on the overall activity. IA tools facilitate this understanding 
and thus the application of metacognitive knowledge by the students upon their 
actions, enhancing the quality of collaboration and group well-being [19]. 

5 Immersive Experience for Team Projects  

Immersive eXperience (iX) [20], as with User Experience (UX), is the creation of 
immediate, deeply immersive, meaningful and memorable learning experience. Thus, 
it is appropriate, satisfying, successful, and related to humane values, also directed 
towards the specific learning objectives for each course or session. User eXperience 
(UX) is a person's perceptions responses resulting from use and/or anticipated use of a 
product, system or service.  

iX is focused on supporting learners’ natural curiosity and reasoning, individual 
interests, drives and opening up the space for their reasoning including aligning 
several aspects of diverse information. These factors can be explicit such as cognitive, 
learning, social and pedagogical, and implicit such as metacognitive, affective and 
conative such as curiosity. Curiosity is the desire to know, based on knowledge or 
experience that motivates exploratory behaviour; furthermore, curiosity is activated 
when there is the feeling of lacking knowledge for a subject of interest. Such needed 
information is substantial and capable of increasing subjective feelings of 
competence, in our case technological and digital competencies. Therefore curiosity 
also serves as an intrinsic motivational and activation factor. Intrinsic motivation is an 
internal state typified by a strong desire to engage and interact with the environment 
with stimuli. It is reinforced by interest and enjoyment, a willingness to initiate and 
continue autonomous behaviour, and prompts an individual to engage in activity 
primarily for its own sake, because the individual perceives the activity as interesting, 
involving, satisfying or personally challenging. Also the feelings mapping and 
evolution on both an individual and group level work on identifying the level of 
contribution and engagement in both levels. There are specific immersive factors, 
conditions and associated iX Design attributes that enable and enhance the user’s 
engagement and activity on platforms that require such actions and evolutionary 
mapping.  

These directly affect inductive/deductive reasoning preferences and thus, choices 
on directions learners make on learning pathways, leading to tailor-made, targeted and 
constructive anywhere-anytime learning as well as motivating and engaging in 
teamwork. Consequently, an attractive and efficient 3D iX environment provides 
customisable control and immediate feedback. Such functionalities can challenge the 
learners by providing creative flow conditions with enhanced awareness and 
sensitivity about specific needs, excitement, enthusiasm and joy found in imaginative 
and innovative activities. 
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6 Conclusions and Future Work 

This paper proposes a combined approach of critical thinking and emotions mapping 
towards individual and group creativity and innovation. Gamification is the suggested 
technical approach on and platform called Free2Grow. On Free2Grow youngsters and 
not only can create their profiles with characteristics related to critical thinking such 
as curiosity and reasoning as we as  bodily feelings mapping and evolution so the 
system can detect the exact stage and aid in team building and group formation. The 
semantic multimedia identification and real-time context-aware and interaction 
analytics support activities convergence towards the team project aims as well 
coordination on an individual and small group level. Such adaptive approach 
customizes the educational resources and learning also helping the individual to 
transform his/her specific personality characteristics in an evolutionary way. As the 
individual evolves in time, ideas, feelings and thoughts are translated into actions, 
collaborative activities and learning. If a system can shed light into our internal 
processes and initial intentions then as human beings, we may be aided to unfold our 
potential and creativity towards the targets we have chosen ourselves. 
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Abstract. Haptic technologies provide physical sensations in the inter-
action with a computing system, by exploiting the human sense of touch
and by applying forces, vibrations, or motions to the user hands or body.
Considering their features, they can be a useful tool in life-science teach-
ing, especially when molecules are involved. For this purpose, a frame-
work composed of an haptic device and a visual interface for molecular
exploration has been developed to simulate molecular and intermolecu-
lar interactions . Furthermore, this work evaluates the visual and haptic
tool for molecular exploration in a didactic context, performing tests
and interviews with students. The final aim is to properly develop the
features of the tool, in order to make it suitable for the introduction in
chemistry education. Preliminary results show positive and effective re-
sponses and learning gains from the tasks. It has also been noticed that
the use of such an innovative instrument raises the interest of students
in the learning process, which is one of the main benefits of the haptic
device.

Keywords: Haptics, Intermolecular Interaction, Life-Science Education.

1 Introduction

Currently, life-science teaching makes a wide use of visual representations, espe-
cially when molecules are involved. Indeed, due to the miniscule size of molecular
level, these aids represent an abstract knowledge that can be difficult for students
to grasp. Visual perception is usually superior if compared to touch: first of all,
it is rapid, while touch involves sensory exploration over time and space. How-
ever, visual representation does not provide an immediate method to improve
comprehension of how molecules interact with each other. In this context, the
haptic technology enables users to apply and feel forces, which would otherwise
not be possible. Haptics can be extremely useful in several educational topics
where forces play a fundamental role, like in the case of molecular interactions.
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A study by Bivall et al. [1] recognized the beneficial effect of using an haptic
device in the solution of protein-ligand docking problems, while Schönborn et al.
[2] demonstrated that when protein-ligand recognition tasks are accomplished
using a visual-haptic support, less errors occur and that the conceptual under-
standing improves, with respect to the case where just the visual channel was
used. Sourina et al. [3] proposed a visual haptic-based biomolecular docking sys-
tem, developed for research in helix-helix docking typically occurring in drug
design, and proposed its application in e-learning. In Sauer et al. [4] work, a
Phantom haptic device was used to interact with atoms and to build molecules
in a 3D virtual world populated by hydrogen, carbon, and oxygen atoms. The
user could feel the strength of molecular bonding, properties of full and partially-
full valence shells in bonding, and see how these properties affect the geometric
structure of the molecule.

Given these premises, in a previous work, a virtual environment for the explo-
ration of the space around molecules has been developed [5], and the usability
of the tool has been assessed [6]. After a further extension of the tool in order
to include the simulation of the interaction between two molecules, the tool has
been tested in order to evaluate the impact of its use in a chemistry learning
context, and results are addressed in the present work.

The paper is organized into two main parts: in the first one, the framework and
its Graphical User Interface (GUI) is presented. Some possible applications of the
system are also mentioned. The second part outlines the tests and experiences
carried out together with students, and the benefits that our project can give to
the didactic field are highlighted. We conclude by presenting the current state
of the project and possible future developments.

2 The System

Fig. 1 sketches the architecture of the main components of our system. The frame-
work consists of a visual interface showing a 3D representation of a molecule. It is
possible to set different modes of 3D molecular rendering among the ones that are
typically used in chemistry teaching [7]: some are based on the geometrical struc-
ture (e.g., ball-n-stick), while others depend on the involved chemical elements
(e.g., covalent or Van der Waals spacefill). The space around the molecule can be
explored with the Sensable Phantom Omni haptic device [8] (Fig. 2). The haptic
probe can be associated with two different kinds of objects:

– a point charge: with this mode, the user can explore the electrostatic field
of the molecule [9]. The entity and the nature of the charge (positive or
negative) can be set by the user;

– a molecule: in this case, the user can experience the interactions between the
two molecules, as the probing molecule moves in 3D space around the fixed
molecule. Both the fixed and the probing molecules can be chosen from a
repository of molecules.

In order to simulate the aforementioned phenomena, two different typologies
of information are needed:
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– Geometrical molecular data to determine how the atoms are located in the
3D space. This information must be provided as input, and for this purpose
Protein Data Bank (PDB) files [10] are used;

– Electrostatic field data, that determines the intensity of the forces, and that
is calculated from the geometrical information through the General Atomic
and Molecular Electronic Structure System (GAMESS [11]) whose output
is elaborated by a second tool (wxMacMolPlt) and returns the molecular
electrostatic potential (MEP) of the molecule. MEP values are arranged as
a grid of voxels around the molecule up to a certain threshold distance in
space [9].

A zero MEP value is assumed for the points outside the grid. This is a realistic
assumption because molecular interactions are short-range, and they rapidly
decrease as the intermolecular distance increases [12]. Since the intensity of the
returned forces is naturally very weak (nanoscale), forces are rescaled according
to the range of force intensities the Phantom can transmit [12]. In order to solve
the problems related to the discontinuous nature of the MEP grid, the force is
computed as a linear interpolation in positions between the grid points [9].

To simulate the molecule-molecule interaction, which represents a novel ele-
ment of this work, the probing molecule is modeled as an aggregate of concen-
trated charges [13]. Each charge interacts according to its position in the MEP of
the fixed molecule. The resulting force is calculated as a sum of the single forces
(e.g. Fig. 3 shows a water molecule with its three single forces). To reproduce
the nuclear repulsion between atoms of different molecules, the maximum repul-
sive force that the device can generate is applied when the distance between the
atoms reaches the critical limit.

The user can also manipulate the fixed molecule in the 3D space, by rotating,
translating or zooming it. In the charge-molecule example in Fig. 4, the Van der
Waals representation has been chosen and the surfaces of the atoms are colored
according to the electrostatic field associated to these points. The color scale to
be used can be set by the user through the bar shown on the right-hand side of
the virtual environment. Moreover, other auxiliary visual information is shown;
for example, the plot of the electrostatic field along the direction connecting
the probe position and the center of the molecule (shown in the rectangle in
the bottom-right-hand side of the interface). This information can be useful
in the determining the direction and magnitude of the interaction, helping in
the understanding of the binding mechanism. In this way, the student receives
information on the bonding process through two information channels: the haptic
one and the graphical one.

Tests regarding real-time performances have decreed that the molecule size
that our tool can support ranges up to 264-308 atoms. This range allows the
exploration of all the cases a student may face during high school/basic university
courses.
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Fig. 1. Architecture of the system Fig. 2. HaptiChem framework

Fig. 3. Ball and stick modality: water-
burane interaction

Fig. 4. Screen-shot of the tool: positive
charge-water molecule interaction

3 Possible Scenarios for Educational Activities

Some examples of didactic activities that can be performed with the molecule-
charge interaction mode have been presented in a previous work of ours [5].

Therefore, we now focus on some possible examples on the molecule-molecule
interaction.

– Hydrogen bonding: Because of the different electronegativity of the oxy-
gen and the hydrogen, the molecule of water is a permanent dipole. In par-
ticular, oxygen represents the negative pole of the molecule while the hy-
drogens represent the positive ones [14]. This feature is responsible for the
hydrogen bonding between water molecules, where the partially positive hy-
drogen atoms are attracted by the partially negative oxygen ones of other
water molecules. This phenomenon can be easily felt with the tool (Fig. 7),
since the attractive force reproduced by the haptic device guides the probing
molecule towards the bonding site.
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– Halogen bonding:Another intermolecular interaction that is both interest-
ing for chemistry research activities and supported by our tool is the halogen
bonding. A halogen bond R −X • • • Y − Z occurs when there is evidence
of a net attractive interaction between an electrophilic region on a halogen
atom X belonging to a molecule or a molecular fragment R −X (where R
can be another atom, including X , or a group of atoms) and a nucleophilic
region of a molecule, or molecular fragment, Y −Z [15]. Around the halogen
atoms the potential is expected to be all negative. However, some recent
studies based on quantum-mechanics showed that in some molecules there is
a region at the edge of the halogen atoms that has a positive potential [16].
This phenomenon can be reproduced by the tool, as in the case of the hydro-
gen bonding. Fig. 10 shows the interaction between an ammonia molecule
(NH3) and the trifluorine-iodio-methane (CF3I). It can be noticed that the
negative pole of the nitrogen atom of the ammonia molecule is attracted by
the positive charged surface on the iodine. Since chemistry aspects are not
the main topic in the present paper, we redirect the reader to our website
(http://www.haptichem.com/), and we dedicate the rest of the paper to the
experiences and the test performed with students.

Fig. 5. Hydrogen bonding: Water-Water
interaction

Fig. 6. Halogen bonding: Ammonia-
TetraFluoroIodioMethane interaction

4 Evaluation of the Tool

The tool has been tested in an informal way by different kinds of users (stu-
dents, teachers, researchers, but also non-experts) in different occasions (ICCE-
ECRICE Conference in Rome1, MeetMeTonight 2012 night in Milan) and using
different molecules stored in the repository. All the users who tested the tool rec-
ognized the possibility of combining the typical visualization of chemical data

1 http://www.iccecrice2012.org/

http://www.iccecrice2012.org/


HaptiChem 77

with the rendering of interactions between molecules provided by the haptic de-
vice. Students greatly appreciated the novelty represented by the introduction
of such a tool in the current teaching activities, in order to make concepts more
understandable. Teachers and researchers appreciated the improved awareness
of the simulated phenomena they usually explain or deal with theoretically.

Therefore, in this work we perform a more systematic investigation with stu-
dents at Politecnico di Milano, with the aim of defining the impact of the haptic
device in chemistry learning. More in detail, we want to verify what the haptic
technology adds to the visual rendering, when molecular interactions are sim-
ulated. The initial target population consists of engineering students (bachelor
level) enrolled in a chemistry course, which is a part of the Electronic Engineering
program at Politecnico di Milano. The course contents give the fundamental basis
necessary to the interpretation of chemical phenomena. In particular, one of the
topics of the course is organic chemistry, and the theory provides the background
to determine how functional groups produce a certain electronic distribution, and
how they affect molecular interactions. Therefore, after a canonical lesson given
by the professor of the course, the haptic device is presented. Thereafter, a group
of students takes part in the test. The test population in the study is 19 stu-
dents, subdivided into two groups and accomplishing different tasks. There are
9 participants in the group A: 2 females and 7 males, in average 19,3 year old;
and 10 participants in the group B: 1 female and 9 males, in average 19,2 year
old.

Group A students use the haptic device for molecular exploration. The general
aim is to observe how students behave in the virtual environment. Students are
asked to express impressions and comments during the experience, the final
purpose being the identification of strengths and weaknesses of the tool. Group
B is asked to accomplish two tasks, and to fill in a questionnaire. The first
task can be performed only using the visualization tool, while the second task
is accomplished using a tool combining the visual and haptic rendering; the
purpose being to highlight the improvements that the haptic device adds in the
comprehension of molecular phenomena. The tasks involve the individuation of
the critical points and of the parts of the molecule that take part in bindings.
Molecules that are explored are Acetic Acid and Ammonia.

Two surveys are performed in the study: a survey before the test, and a final
survey as a summary of the experience. The questions in the first survey are
meant for statistical purposes and gather students’ basic information, such as
age, gender, previous knowledge on haptics, usual studying materials. Through
the analysis of the two surveys and the test results, we hope to isolate the effects
due to the use of the haptic device, and to highlight the learning potential of
the tool.

5 Preliminary Result Analysis

Results from the preliminary survey show that the approach in learning chem-
istry is quite traditional, since all the participants indicate that during their
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studies they mainly use books (hard copy) and computer for reading lecture
notes, while just two participants use a multimedia application for improving
the comprehension of chemical phenomena (Fig. 7). This fact means that there
is a great potential for the expansion of the technology in this field.

Afterwards, the participants are asked to provide some information about
their prior knowledge, that they have to evaluate on a scale from 1 (I do not
know it at all) to 5 (I know it very well). In the figures, the abscissa indicates the
number of students that express a given preference. Some specifics are shown in
Fig. 8: it appears clearly that their prior knowledge about the haptic technology
is very limited, while the majority of the students considers its knowledge about
molecular interactions intermediate.

After the preliminary survey, the two groups are involved in two different
kinds of experience. The test performed by students in Group A is meant to
gather the impressions that users have the first time they use the haptic device,
to highlight the strengths and the weaknesses of the tool. The most significant
comments that help in understanding how to improve the tool are:

– The plot of the MEP along the direction connecting the probe position and
the center of the molecule aids in understanding which direction to move to
find the stability points. It would be worthy to make it a default property
of the interface. However, some students have troubles in the interpretation
of the plot at first; the main difficulty is that the y-axis moves with respect
to the MEP minimum as the position of the probe changes.

– Even though it is possible to rotate the fixed molecule, it would be interesting
to be able to turn it while using the haptic device, in order to further exploit
the attraction force.

– The feeling of repulsion is, somehow, more difficult than attraction to be
perceived with the haptic device. In this context, the MEP plot gives impor-
tant additional information about repulsion, and it helps in understanding
when the repulsion is present.

– Only one student (out of 9 in the group) tries independently to switch from
one molecular representation to another; all the others simply use the log-
scale mode that is already set at the beginning of their experience. A more
clear and attractive way to select the 3D representation mode would improve
the experience, since different molecular features can be understood with the
different rendering modes.

– While moving in the 3D space around the molecule, several students end up
with the exploring probe “behind” the molecule, and they do not menage to
get back “in front” of the molecule without help. This fact is probably due
to a difficulty in properly perceiving the visual representation of the depth.

We notice that, during the experience, most of the students are more focused on
the haptic rendering than on the visual one. Even so, visualization is a funda-
mental aspect to integrate the haptic information.

Participants in group B are asked to solve two tasks initially using only the tool
for the visual representation, and then using the haptic rendering as well. The
two tasks involve some aspect of the molecular polarity, and the individuation



HaptiChem 79

Fig. 7. Kinds of support used for study-
ing in chemistry

Fig. 8. Prior specific knowledge

of the points of the molecule that are critical in the bonding process. Figs. 9
and 10 show a summary of the experience. The majority of the students find it
useful to integrate the visual representation with the haptic rendering, for the
comprehension of molecular properties. Thanks to the haptic device, the tasks
are accomplished in a more precise way, and sometimes their accomplishment
is possible only when the tool is used. An improvement concerning the learning
time is also noticed.

The final survey is aimed gather an overview of the opinions of the students
regarding the tool, and to understand if the device is considered a valid help in
basic chemistry education. The students express a very clear positive response
to this new type of teaching, as more than 85% of the students included in
the study consider the tool capable of generating improvements in chemistry
education (Fig. 11). In general, the level of complexity of the tool is considered
appropriate for the course contents and activity objectives (Fig. 12).

When students are asked to recognize the improvements in their knowledge
concerning different aspects related to the basic chemistry course, mainly two
aspects are highlighted: electrostatic distribution around the molecules, and the
spatial understanding of the molecular structure (Fig. 13), which are the main
aspects of focus of the experience. Nevertheless, some of other minor aspects
that are individuated by the students can represent a valid suggestion for the
application of the tool in the explanation of phenomena that have not been
considered so far.

According to the students, the haptic-based tool has the potential to improve
the understanding of the molecular phenomena (Fig 14), as well as to increase
the spacial ability of the user in a molecular environment (Fig 15). Fig. 16 sum-
marizes the results provided by students when asked to figure out and evaluate
specific aspects of the haptic-based tool. Once more, the students recognize the
awareness in the molecular perception provided by the haptic device, and most
of the students agree that the learning gain due to the experience would not
have been the same without the inclusion of the tool. On the other hand, they
generally show to be skeptical on the usefulness of introducing sounds as an
additional channel for providing information.
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Fig. 9. Evaluation of the role of the hap-
tic tool during the accomplishment of
the task

Fig. 10. Evaluation of improvements in
the comprehension of molecular phe-
nomena due to the haptic tool

Fig. 11. Can the haptic-based tool gen-
erate improvements in chemistry educa-
tion?

Fig. 12. Student evaluation of the tool
complexity

Fig. 13. Specific improvements indi-
cated by the student

Fig. 14. Has the tool improved the stu-
dent perceived knowledge on molecular
phenomena?
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Fig. 15. Has the haptic-based tool im-
proved your spatial abilities?

Fig. 16. Overall evaluation of the
haptic-based tool

6 Conclusions

The present analysis helps in understanding how the application can be devel-
oped and improved for an educational purpose; the direct interaction with the
users of the tool has proven to be fundamental to correctly develop the device
features, especially in overcoming the difficulties that students met during the
experience. In the present case, even though results are limited to a small num-
ber of participants to the test, it is generally demonstrated that the use of the
haptic device as a tool for learning chemistry can help the process of understand-
ing molecular properties and features. It is also found that there are significant
improvements in the learning time. It should also be noticed that the use of a
such innovative instrument enables to highly rise the interest of students in the
learning process: indeed, one of the benefits is the strong increase of motivation
due to the use of the haptic device. Moreover, students appear to assimilate the
concepts presented through the haptic experience in an easier way. It is also
noticed that, moving in a tridimentional space, student can understand the dif-
ferent proportions of the involved objects and how the nature and intensities of
interactions can be related to spatial properties (e.g., distances from molecule).

Further works will consider the implementation of other kinds of interactions,
such as covalent, ionic, and Van der Waals interactions, in order to investigate
their differences and impact on the user’s learning process.

References

1. Bivall Persson, P., Tibell, L.A.E.: Evaluating the Effectiveness of Haptic Visualiza-
tion in Biomolecular Education: Feeling Molecular Specificity in a Docking Task.
In: Proceedings of 12th IOSTE Symposium, pp. 745–752 (2006)
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Abstract. In the area of engineering, we can move much in the way clients 
generally can interact with models or designs for new products, so we are 
developing various alternatives for visualization, such as Virtual and 
Augmented realities based on accurate models with no need of using specific 
software. In order to have a better and global knowledge of the possibilities we 
show in this paper the situation and capabilities of these technologies. From 
models developed with commercial programs and tools for industrial design, we 
propose a workflow to give everybody a chance to interact with these models. 
The sectors where these technologies are applied and the services offered are 
grouped in Industrial production systems and Learning of related disciplines. At 
the end conclusions will be given with every reference used. With everything, 
ideas for improving these technologies and the correspondent applications could 
be suggested to the reader.  

Keywords: Collaboration technology and informal learning, Augmented and 
virtual Reality, engineering, models. 

1 Introduction 

In this paper we try to analyze the different options we have to represent an object in 
augmented reality, from 3D design programs and engineering, such as Catia, Solid 
Edge, Solid Works, Autocad, etc., with the objective of product design or do it more 
accessible to all potential customers. 

Augmented Reality (AR) [1, 2] is a technology in which the vision for the user in 
the real world is enhanced or augmented with additional information generated from a 
computer model. The improvement may consist of virtual devices placed in a real 
environment, or the display of "non-geometric" information about real objects. 

The AR allows the user to work with and examine real 3D objects, while receiving 
additional information about these objects. The AR adds information to the real world 
of the user. Allows the user to stay in touch with the real environment. This is a clear 
difference from the Virtual Reality (VR), in which the user is completely immersed in 
an artificial world, completely separated from the real world. In VR [3, 4] systems 
there is no possibility for the user to interact with objects in the real world, the AR, 
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however, does allow users to interact naturally with a world that is a mixture of 
virtual and real. The AR systems carry the computer to the real world of the user, 
while the VR systems have the real to the computer world. 

However, such applications impose demanding requirements. To combine models 
actually states that these models are very accurate. This realistic mix requires objects 
that are introduced in the real scene behave in a very realistic way. To achieve this 
reality the AR requires a very detailed description of the physical setting. 

2 Software CAD 

The Computer Aided Design (CAD) software, which we will discuss in this article, 
refers to the most widely used in the field of both mechanical as aerospace, 
automotive engineering and many other fields of engineering mainly manufacturing.  

What we intend to show in this article, first, is the use which has been given so far 
to the designs in CAD [5], and different outlets that we provide such software to work 
at a later stage display through AR. 

This kind of software is always expensive and there are students, customers and 
partners that can’t afford to buy licenses. Sharing 3D contents using websites and 
AR/VR apps based on open standards offers a great chance to make public know our 
products with no specific investment. There are open technologies to diffuse 3D 
contents but there are not widely used nowadays because producers of plugins to 
visualize 3D contents on the web are in advanced. But most used web browsers 
include native possibilities to visualize 3D contents, it is only a question of 
developing special websites or adding the needed modifications to the actual 
websites. There is where the aim of our project lies in. 

Basically we will focus on CAD programs [6], we have at our disposal and that has 
allowed us to see all the possibilities for the AR environment. 

In Table 1 shown below can be seen, the software used and the different 
extensions that we provide for further treatment in AR. 

Table 1. Software CAD and extensions 

Software CAD Main extension Other extensions 

CATIA v5 *.part; 

*.product 

*.stp;*.vrml;*.3dmap;*.3dxml;*.cgr;*.iges;*.model;*.Navrep;*.

stl;*.x3d;*.wrl;*.hcg;*.icem 

NX 9 *.prt *.iges:*.stp:*step:*dxf:*dwg:*.model(catia):*.catpart(catia) 

Autocad 2014 *.dwg; *.dgn;*.dxf;*.dws;*.dxx;*.bmp;*iges:*.igs;*.dwf;*.3ddwf;*.pdf

;*.fbx;*.wmf;*.sat;*.stl;*eps 

Solid Edge ST5 *.par;*.asm *.model;*.plmxml;*.prt:*.dwg:*.dxf; 

*.x_t;*.xgl;*.sat;*.jt:*.part;*.igs;*.step;*.stl;*.3dpdf;*.u3d 

Solid Works *.sldprt;*.sldas

m  

*.stl;*.iges;*.stp;*.proe;3D XML; *.dxf;*.dwg 

Skectup 2013 *.skp *.mtl;*.obj;*.wrl;*.xsi:*.fbx;*.dwg;*.3ds;*.txt 
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From the different extensions that provide us with CAD programs, we try to 
transfer to AR software, making the appropriate changes, and rendered application 
layers, lighting and even movement, to try to get the effect of visualization features is 
as real as possible and the user can manipulate as if it were in your hand. Such 
supplements are obtained from other specific porgrams [7] for it such as the Autodesk 
3DStudio, Maya or Blender, the latter of Open Source, and they are specialized in 
toods rendering, animation or ilumninacion scenes. 

3 Web3D 

Even more and more websites are tridimensional. This will be generalized when our 
smart phones and tablets will be able to visualize these characteristics. Having 
specific hardware to do this is the intention of project AREngine [8]. Several 
standards like VRML and X3D have been designed by Web3D Consortium [9] but 
there are also works in progress for AR. For example, ARML [10] is a proposal. 
Also standardization of a 3D compression format is a must. The big challenge is to 
compress and stream 3D assets using an effective and widely adopted coder – 
decoder (codec), in the same way as MP3 is the standard for audio, H.264 for video 
and PNG/JPEG for images. Then we will see a popular application for 3D 
transmission on the way as there are popular applications for audio, video and 
images (see Table 2). 

Table 2. A Standard 3D Compression Format? 

Audio Video Images 3D 

MP3 H.264 PNG/JPEG X3D, MPEG4, COLLADA 

Napster YouTube Facebook ? 

 
Uses of Web3D could be those proposed by John Vince in Table 3 but related to 

engineering environment we can consider: 
(1) Visualization of product and data, reducing cost of sending samples to the 

customers, etc. 
(2) E-commerce and B2B applications, improving detailed information about 

products offered. 
(3) Learning and training, giving a better approach to the tridimensional 

appearance to the learners without using authoring tools. 
(4) Web improvement, giving 3D to the web. 
(5) News and Ad improvement, giving 3D to advertising and commercial web-

based reports. 
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Table 3. AR/MR/VR applications (Vince, 2004) 

GROUPS AR/MR/VR applications 

Industrial Visualizing engineering concepts, Training personnel, Evaluating ergonomic 
issues, Visualizing virtual prototypes, Visualizing virtual weapons, Exploring 
servicing strategies, Simulating the interaction of assemblies, Simulating the 
dynamics of articulated structures, Stress analysis, Distributed product 
development management, Simulating manufacturing processes, Collaborative 
engineering on large AEC projects, Machining and pressing simulation, 
Concurrent engineering, Ergonomics, Virtual prototypes, Visual engineering, 
Spatial visualization. 

Training Simulators Medicine (Soft body modeling, Minimally invasive surgery, Virtual therapy), 
Civilian flight simulators, Teaching, Learning, Military simulators (Flight, etc.), 
Strategic simulators, Train driving simulators, Vehicle simulators, Emergency 
services 

Entertainment and 
Cultural Heritage 

Computer and Video Games, Recreational games, Experiences at Thematic 
parks and Museums, Tourism and Advertisement 

VR Centres Architecture, Indoor Design, Urban Development, Airport Design, Bridge 
Design, Human Movement Analysis 

 
Several options have been used to develop Web3D, the most popular are:  
(1) Commercial Plugins: Adobe Director [11], Adobe Flash [12], Microsoft 

Silverlight [13], Cortona [14] and others. 
(2) Java Plugins, applet based solutions developed with Java or Java based APIs 

like Java3D [15]. 
(3) Ajax3D [16]: X3D based and plugin needed with JavaScript. 
(4) WebGL [17]: several JavaScript libraries for HTML5,  
(5) X3DOM [18]: that is our choice because of the great community supporting 

this JavaScript and CSS library with no need of plugin and widely implemented 
natively on most popular web browsers. 

4 X3DOM 

While X3DOM community is still working hard to make it a reference for Web3D 
[19], we have tested several desktop and mobile devices to know the possibilities to 
access 3D contents using desktop/laptop based systems and mobile based systems. 

4.1 Desktop / Laptop Support 

The current implementation of the X3DOM fallback model needs an InstantReality 
plugin, a Flash11 plugin or a WebGL-enabled browser. WebGL-enabled web 
browsers are available for most platforms. We tested the most usual web browsers on 
a Microsoft Windows 8.1 Enterprise 64 bits machine and an Apple Mac OS X 10.9.1 
(Table 4). 
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• Internet Explorer: Latest version needed and installing of the Instant Reality 
plugin, Flash 11, or Chrome Frame.  

• Google Chrome [20]: Starting with version 9.x of Google Chrome, WebGL is 
natively supported. 

• Mozilla Firefox [21]: Supports WebGL natively, latest version recommended. 
• Safari [22]: Mac only, version 5.1 and newer on OS X (10.6 and above) include 

support for WebGL but manual enabling is needed. 
• Opera [23]: Despite of having no information about support for X3DOM, we tested 

that it works on Mac OS but it doesn’t work on Windows. 

Table 4. Desktop/laptop browser support for X3DOM  

Web browser Windows  Mac OS Linux 

Internet Explorer NO N/A N/A 

Google Chrome OK OK N/A 

Mozilla Firefox  OK OK N/A 

Safari NO NO N/A 

Opera NO OK N/A 

4.2 Mobile support 

We tested the most usual web browsers on an iOS based device and an Android based 
device (Table 5): 

─ iOS: The standard Safari browser does not yet support WebGL. However, there are 
various ways to enable WebGL via 3rd party solutions, there is no way to visualize 
3D content on any web browser without special configuration. 

─ Android: Sony Ericsson delivered there 2011 Xperia Phones with WebGL support. 
By doing so, Sony Ericsson is the second mobile phone manufacturer to support 
WebGL for the default (Android) web browser and standard HTML content. 
Firefox mobile for Android supports WebGL natively. We improved it works on 
our Android device and also Google Chrome does. 

─ Windows Phone: No tests done yet. 

Table 5. Mobile browser support for X3DOM 

Web browser iOS Android Windows Phone 

Internet Explorer N/A N/A N/A 

Google Chrome NO OK N/A 

Mozilla Firefox  N/A OK N/A 

Safari NO N/A N/A 

Opera NO NO N/A 
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5 From CAD to AR 

As mentioned above, the information transfer from CAD [24, 25] models to the AR is 
done sometimes in a direct way, through specific software of AR or through 
intermediaries such as could see Sketchup, Maya or 3DS that allow models to be 
interpreted by the AR software. 

Our proposal allows 3D designers to export their contents developed with usual 
author tools like Catia, Autocad, etc. to be shown on the Internet inside websites with 
no need of downloading plugins or any special configuration for the users. On Figure 
1 where this process is shown. 

 

Fig. 1. CATIA to X3DOM 

Once the 3D content is exported to standard Web3D format (VRML, X3D, etc.) a 
customized HTML and JavaScript code is created to display the 3D content in usual 
Web browsers on PCs, laptops, tablets or mobile phones where users can interact with 
this 3D content resizing it, changing perspectives, etc. 3D content can be shown as 
VR or AR. For visualizing as AR more development is needed depending on being 
location based, marker based or even Oculus Rift [26] based but always using 
JavaScript and HTML with no commercial plugins. 

Once we are able to show our 3D models through the Web3D, 3D printing could 
be the next step and this could be done with a similar process where instead of 
producing web pages file formatted for 3D printing are put to be downloaded (STL, 
stereotype layered, etc.) 
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6 Conclusions 

With the above, we show that the world of AR is very powerful and can have many 
applications [27] in engineering and that this junction can be very beneficial for all 
parties involved, both the designer and the potential customer, which the information 
will reach a more realistic and intuitive way, as it can interact with the model in some 
cases. At other times we may be of assistance to the formation or maintenance [28] of 
equipment, both aeronautical and automobile field. 

In the area of education, we can see that the interactive with the design can be 
more realistic, although still alignment errors or loss of information are in place, the 
AR [29, 30]  can provide us a breakthrough in spatial ability student, unimaginable 
recently time. 

In the field of aeronautics and automobile production, major companies like 
Boeing and Airbus are already making significant evidence for the use of AR in the 
training of their workers, as well as field maintenance. 

There is a promising future for Web3D technologies. Despite of the investment on 
training for developing this kind of applications, the solutions that can be reached are 
less expensive than others, not only relating to money, also talking about 
sustainability. As an illustrative example, augmented books are cheaper to develop 
than paper books and there is no need of deforestation, virtual furniture for TV 
programs is cheaper and more sustainable and including 3D objects in a website could 
be a perfect way to let our customers interact with our products with no need of 
sending samples.  
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Abstract. Each year thousands of pedestrian get killed in road accidents and 
millions are non-fatally injured. Many of these involve children and occur when 
crossing at or between intersections. It is more difficult for children to 
understand, assess and predict risky situations, especially in settings that they 
don’t have that much experience in, such as in a city. Virtual Reality has been 
used to simulate situations that are too dangerous to practice in real life and has 
proven to be advantageous when used in training, aiming at improving skills. 
This paper presents a road-crossing application that simulates a pedestrian 
crossing found in a city setting. Children have to evaluate all given pieces of 
information (traffic lights, cars crossing, etc.) and then try to safely cross the 
road in a virtual environment. A VR CAVE is used to immerse children in the 
city scene. User experience observations were made so as to identify the factors 
that seem to affect children’s performance. Results indicate that the application 
was well received as a learning tool and that gender; immersion and traffic 
noise seem to affect children’s performance. 

Keywords: CAVE, User Experience, Road Crossing, Children, and Training. 

1 Introduction 

Each year thousands of pedestrians lose their lives in road accidents and millions are 
non-fatally injured. Many of these are children and occur in accidents when crossing 
at or between intersections, primarily when children are going to and from school. It 
is more difficult for young children to understand, assess and predict risky situations, 
because of poorly developed perceptual and attention abilities especially in settings 
where they don’t have that much experience, such as in a busy city.  

Many governments have realized the great importance of road safety education and 
have developed well-organized initiatives towards increasing awareness and training, 
especially among young children. Early practical experience is acknowledged by all 
as the most important factor to improve road safety skills among children. Studies 
have shown [1] that increasing knowledge does not necessarily improve behavior. 
Investing on getting practical experience seems to be the key to alleviate this problem. 
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Current strategies used to train children in safe pedestrian behavior include group 
education, individualized roadside behavioral training; computer based training and 
virtual reality training. Virtual reality represents the newest approach and has several 
advantages: children can engage in potentially risky situations, such as road-crossing, 
without facing any risk, they can practice without time restrictions, the settings can be 
adapted according to the child’s individual needs (which might include disabilities) 
and last but not least VR applications are highly engaging.  

In the study presented in this paper, we try to study the effectiveness of a 
specialized VR CAVE application as a learning tool to improve 9-year old children’s 
road-crossing skills. Furthermore, by observing and monitoring children’s experience/ 
behavior we try to identify factors that seem to contribute to successful road-crossing 
performance in the VR CAVE.  The results of this study are discussed, as well as the 
next steps towards this research direction. 

2 Background 

Children’s road crossing skills and their behaviour in traffic may be influenced by a 
variety of factors including demographics and individual differences, cognitive 
ability, as well as visual, attention and perceptual skills. Much of the literature 
suggests that young children are less competent in traffic than older children and 
adults because of poorly developed perceptual and attention abilities, which 
consequently increases their risk as pedestrians [2], [3], [4]. A more recent study [5] 
that involved children aged 6 to 11, concluded that younger children took longer to 
make correct decisions with respect to road crossing and also seemed to be affected 
negatively by auditory and visual distractions. Keeping the above in mind, it is 
recommended that children be supervised when crossing roads until they reach the 
age of nine. 

Virtual Reality allows one to do more than just imitate reality. If that was the only 
goal, then it may be simpler to manufacture physical props with which a participant 
could practice some procedure. What virtual reality adds is the ability to practice 
uncommon, expensive and dangerous tasks. Additionally, the operator has more 
control over what scenarios can be presented to the participant, and can change the 
scenario in response to performance. The other significant benefit is that performance 
can be recorded and analyzed. 

The effectiveness of virtual reality has been tested in a pedestrian-safety training 
situations for children since 2002 [6]. Thomson et al. [7] conducted a study with 7, 9 
and 11-year old children, looking at their road-crossing judgments before and after 
training with a computer-simulated traffic environment. Trained children performed 
better, crossing more quickly, missing fewer opportunities to cross safely and 
generally demonstrating a better understanding of the factors considered when 
making crossing decisions. Schwebel et al [8] conducted an important study 
confirming the validity of human behavior in the virtual world matching the same 
person’s behavior in the real world using an immersive, interactive virtual pedestrian 
environment. 
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3 VR CAVE Application for Road-Crossing 

3.1 Software and Equipment Used 

For the design and development of the immersive application in the VR CAVE 
environment we used the EON Studio Professional for the implementation, Autodesk 
Maya and 3ds Max for the 3D modeling and animation production. A road-crossing 
learning environment was developed.  In this environment, there is a crossing, with 
the crossing button, lights and cars that commute in a street of a city. The child has 
the opportunity to navigate and interact with the virtual world.  The child can press 
the button at the crossing, wait until cars stop and lights change from red to green and 
then cross the street.   

 

Fig. 1. VR CAVE, glasses, Xbox controller 

The EON REALITY iCube VR CAVE was used to display the 3D virtual 
environment which was viewed using a pair of active stereo shutter glasses. 
Interaction and navigation were performed using an Xbox game controller. Both the 
stereo glasses and the Xbox controller were tracked using a non-invasive infrared 
position tracker. The former allowed the view of the environment to be updated 
according to user head movements. 

The VR Cave consists of four screens (to the front, left and right of the viewer and 
one on the floor). Each screen is displayed by one of four HD projectors. The 
participant stands between the screens and with the help of the active stereo glasses is 
immersed in the 3D world being displayed (see Figure 2).  
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Fig. 2. Screenshots from VR CAVE application for road crossing 

3.2 The Study 

The goal of this research was to design and develop an immersive application in a VR 
CAVE environment for improving children’s road-crossing skills, as well as to study 
the factors that influence performance.  

A city is an environment that it is realistically dangerous for young children 
especially because of cars, but indirectly because of heavy noise levels and 
continuous distractions which can disturb concentration. They have to learn how to 
cross the road safely, identify and avoid cars, recognize and press the crossing button 
and recognize and interpret traffic signs and lights. Specifically, in the scenario used 
for this study, the following learning processes are involved:  

• The child recognizes, tracks and avoids moving cars within the virtual street scene  
• The child recognizes and finds the crossing button, walks to it, stops, and presses it   
• The child recognizes the traffic lights and how to interpret them (red light means 

stop and green means walk)   
• The child recognizes the crossing and walks over it, if it is safe to – based on the 

lights and cars   

In this study the main objective was to investigate which factors seem to affect 
children in their behavior in road-crossing using the VR CAVE environment. Traffic 
noise was added to study its influence on road-crossing behaviour. It is commonly 
believed that background noise can affect concentration and can increase stress levels 
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[9].  Additionally, questions involved finding out whether the children felt immersed, 
whether the application can be used for educating children to learn how to cross a 
road safely, the devices were easily used by children and also if it offered an 
enjoyable experience. 

Eleven children (9-10 years old) participated in the study. The evaluation was 
empirical and was assessed by a pre-test questionnaire, by making observations 
during the session, and by a post-test questionnaire. Four girls and seven boys 
between 9 and 10 years old were selected randomly among sixty children of a primary 
school that had come to the research lab for a visit, as part of an educational 
excursion. Consent forms were signed by parents/guardians, informing them about the 
particular study and giving details about their children’s participation. 

The procedure for each session was as follows. First of all, the child was asked to 
wear shoes and glasses, which are necessary in order to enter the VR CAVE 
environment. After that, it was explained to the child how to use the Xbox controller 
in order to interact and navigate within the environment.  For 5-10 minutes, we gave 
the opportunity to the children to play with the Xbox controller in order to familiarize 
themselves with it and learn how to handle it and interact with the environment. 

The session for each child consisted of four trials: two with traffic noise and two 
without (with no specific order). The steps that each child was expected to execute 
during each trial in order to complete the session successfully, were the following:  

• Press the button at the crossing box (the child did this by pressing a button on the 
Xbox controller) 

• Look right and left in order to check if cars are coming 
• Wait until cars stop 
• If the cars stop and the pedestrian lights are green, then cross the road 
• Cross the road and get to the other side safely 

Participants filled a pre-test questionnaire and a post-test questionnaire.  Also, during 
the session the observers kept a form for each child to record observations.  The pre-
test questionnaire contained questions related to the child’s skills with technology, 
and electronic gaming habits (e.g. hours per week).  It also included questions 
relating to their subjective level of knowledge of road-crossing, as well as some 
questions concerning attention and how easily they get distracted. The observation 
form and the post-test questionnaire focused on specific proposed judgment 
categories, such as mistakes made, difficult points in interaction, etc. 

3.3 Data Analysis 

Most children reported in the pre-test questionnaire that they already knew how to 
cross the street; one child stated that they knew a little, and another one that they 
knew but never before had the chance to cross a road alone. All children owned one 
or more electronic devices: PC, tablet and smartphone. They reported using their 
electronic device for browsing the Web (91%), for playing games (91%), for doing 
homework (45%), for Social Networking (45%). Most children (64%) reported 
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playing electronic games for less than 5 hours per week, while the rest (36%) said 
they played for 5-20 hours per week. There were three attention related questions in 
which children were asked (a) whether their attention gets distracted (e.g. from noise, 
conversations, etc.), (b) how difficult do they find it to concentrate on a telephone 
conversation when their favourite TV program starts and (c) how often do they find 
themselves repeating pieces of text when they are reading. Answers were distributed 
somewhat evenly when seen for all participants, but a tendency was observed in boys 
being more easily distracted when reading text, whereas girls had more difficulty 
concentrating in a telephone conversation (Error! Reference source not found.).  

 

Fig. 3. Boys and Girls responses to attention-related questions 

Almost all children verbally mentioned and demonstrated through gestures and 
facial expressions that they greatly enjoyed the virtual street-crossing experience. The 
post-test questionnaire results indicated exactly the same. Additionally, only 27.27% 
of children mentioned that they felt dizziness during their experience, while 64% of 
the children answered that they got immersed. 91% answered that they felt the whole 
experience and interaction was compatible with the real world and all of them agreed 
that the application would be an excellent learning tool. Regarding the adequacy of 
the application we measured if children found the use of the equipment (hand 
controller/ glasses/ shoes) restrictive. 55% of children reported founding it restrictive, 
referring primarily to the glasses being uncomfortable due to them being relatively 
large and perhaps too heavy for children of their age.  

After careful analysis of the data, we observed that boys outperformed girls in all 
aspects in the four trials. Figure 4 summarizes these findings. Boys did significantly 
better when it came to waiting for the green light before crossing, look left and right 
and generally in successfully crossing the road.  
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Fig. 4. How Gender Seems to Affect Performance 

Another factor that seemed to affect children’s performance was their sense of 
immersion. Children who reported that they felt immersed when interacting with the 
application did significantly better than those who said they did not (Error! 
Reference source not found.). 

 

Fig. 5. Successful Crossings by Children who reported being immersed and not 
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Children who reported feeling that their knowledge on how to successfully cross a 
road improved after their experience with the VR CAVE application, also 
demonstrated better performance compared to children who felt their knowledge did 
not improve (Error! Reference source not found.). 

 

Fig. 6. Successful Crossings by Children who reported improved knowledge on road crossing 
after their experience and children who did not 

Finally, the influence of bakcground noise was studied, offering each subject two 
trials with traffic noise and two trials without. The starting state was alternated for 
each subject: so some experienced with-noise in the first trial and others without-
noise. Across subjects, noise did not seem to affect performance as such. However, it 
was observed that subjects who started with a “without noise” trial performed better 
in all trials compared with subjects who started with a  “with noise” trial (Error! 
Reference source not found.).    

 

Fig. 7. Children’s Performance depending on whether their trials started with or without noise  
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No particular relation was found between children’s responses to attention-related 
questions and their performance. In Table 1, we report on children’s responses to 
question “Your attention is easily distracted (by e.g. noise, people talking around you, 
etc.) with possible responses “Yes”, “Sometimes” or “Never” and their performance 
in the four (4) trials, based on successful crossings.   

Table 1. Performance observations, by subjective attention level 

Question: You are easily 

distracted (e.g. by noise, by 

others’ conversations, etc.)  

To_wait 
lookleftrig

ht 

waitgreen

light 
Cross_ok 

yes Mean 3.0000 3.2000 2.2000 1.6000 

Std. Deviation .70711 1.30384 1.64317 1.81659 

someti

mes 

Mean 3.5000 4.0000 3.0000 3.0000 

Std. Deviation .70711 0.00000 1.41421 1.41421 

never Mean 2.5000 3.2500 2.2500 2.2500 

Std. Deviation 1.91485 .95743 1.70783 1.70783 

4 Conclusion  

The results indicate first of all that the VR CAVE application for road-crossing 
training of children can be beneficial as a learning tool. The children who participated 
in the study (9 year olds) all interacted with the virtual environment smoothly and had 
no difficulties handling any of the devices. All of them reported to have had a 
pleasurable experience and most of them felt that they improved their knowledge on 
safe road crossing. However, a more accurate tool for assessing learning effectiveness 
would be needed in future studies. 

Questionnaire results in combination with user performance observations (waiting 
for cars to stop, looking left-right, waiting for the green light and successfully 
crossing) revealed that boys out performed girls in all aspects and that children who 
reported feeling immersed in the VR CAVE application did much better as well. 
Indeed gender, as a factor influencing the sense of presence and realness, has been 
investigated in recent studies [10] reaching similar conclusions: male subjects feel 
more present than female subjects in virtual environments.  

In addition it was noticed that children who felt their knowledge improved after 
interacting with the application, also did better. Attention-related questions were 
included in the pre-test questionnaire, but data was not sufficient to draw conclusions 
that can relate attention levels with performance. In addition, children’s responses 
about their own attention abilities might be seen as not objective enough to draw firm 
conclusions relating attention to road-crossing ability. A more specialized attention 
related test would need to be administered to get more conclusive results. 

Finally, we were not in a position to draw important conclusions concerning traffic 
noise, which was added as a distractor in two out of four of the trials, however it was 
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noticed that children who got “no traffic noise” trials first performed better than those 
who got the opposite. This possibly indicates that traffic noise distracted children at 
the beginning of their session and affected their overall performance.  

Despite the fact that this initial study’s population was not very significant so as to 
safely generalize the results, they are nevertheless promising results and a follow-up, 
larger scale study is therefore justified.  

5 Future Work 

A larger scale study is in the immediate future plans. More children have to 
experience the CAVE application to extract results that can be generalizable. It is 
believed that factors such as traffic noise (or other distractors) and attention levels 
might appear to actually have an important influence on successful crossing. 
Investigating the impact, differences and corresponding factors that influence 
performance when children have a disability, such as autism, is also being planned.  

We have concluded that the VR CAVE environment can be used as an educational 
tool in road safety with promising results. The application appeared to have 
contributed to the improvement of children’s knowledge about safe road crossing, but 
a more accurate assessment tool will need to be devised. One of the factors affecting 
performance, such as immersion, indicates that we need to invest resources on 
improving the users sense of immersion. 

Next steps also involve broadening the collection of scenes of the application, 
including more road-safety situations one can encounter in a city, such as cyclists, 
traffic lights that are not working, basic road signs, etc. 
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Abstract. Nowadays, Recommender Systems (RSs) play a key role in
many businesses. They provide consumers with relevant recommenda-
tions, e.g., Places of Interest (POIs) to a tourist, based on user pref-
erence data, mainly in the form of ratings for items. The accuracy of
recommendations largely depends on the quality and quantity of the
ratings (preferences) provided by the users. However, users often tend
to rate no or only few items, causing low accuracy of the recommenda-
tion. Active Learning (AL) addresses this problem by actively selecting
items to be presented to the user in order to acquire a larger number of
high-quality ratings (preferences), and hence, improve the recommenda-
tion accuracy. In this paper, we propose a personalized active learning
approach that leverages user’s personality data to get more and better
in-context ratings. We have designed a novel human computer interac-
tion and assessed our proposed approach in a live user study - which
is not common in active learning research. The main result is that the
system is able to collect better ratings and provide more relevant rec-
ommendations compared to a variant that is using a state of the art
approach to preference acquisition.

Keywords: Recommender Systems, Collaborative Filtering, Personal-
ized Active Learning, Cold start, Mobile.

1 Introduction

In the more recent years there has been an explosive growth of the sheer vol-
ume of information available through the World Wide Web. For instance, in
tourism websites, the amount of travel offers is continuously increasing, mak-
ing it extremely difficult to select a good hotel or a place to stay, due to the
overwhelming number of offers provided and the lack of effective system sup-
port. RSs address this “information overload” problem by providing to users
recommendations for items that are likely to be appealing to them [1].

Collaborative filtering (CF) is a state-of-the-art technique that generates rec-
ommendations by exploiting ratings for items provided by a network of users. A
challenging problem of CF is the cold-start problem, i.e., its poor performance
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on new items and on new users. In fact, CF requires that an adequate number
of ratings is provided by the target user (who is requesting a recommendation),
which makes the system knowledgeable about the user’s preferences, before rel-
evant suggestions can be generated.

The cold-start problem becomes even more severe for Context-Aware Recom-
mender Systems (CARS), i.e., systems that recommend items by exploiting not
only the traditional user and item dimensions but also contextual information
[2]. In these systems, it doesn’t suffice anymore to have enough ratings of sev-
eral users for many items; the system must have collected a sufficient number of
ratings in the various contextual situations as well. For instance, imagine that
a CARS for places of interest (POIs) collected from the users many low rat-
ings for a mountain hiking route, and the users tagged these ratings with “rainy
weather”, to indicate that the item was always experienced under that contex-
tual situation (which influenced the rating). Moreover, assume that no rating for
the same route was tagged with “sunny day”, which is a contextual condition
expected to make that route much more attractive. In this case, that route would
not be recommended to any user during a sunny day since the system could not
learn yet that in a sunny day the ratings for this item tend to be higher than on
a rainy day.

In order to tackle this problem in a CF system (irrespectively whether is
context-aware or not), the user-system interaction typically begins with a rating
elicitation process (preference elicitation). When a new user registers, the system
proposes a set of selected items for her to rate. If the system is context-aware the
user must specify not only her ratings but has to tag each rating with the con-
textual conditions under which the item was experienced (e.g., a rainy or sunny
day). In fact, the ratings that a user provides are not all equally informative of
her preferences and equally useful for the RS to generate accurate recommen-
dations (for her and also for other users). For this reason, in the most advanced
CF systems, the items selected by the system for the user to rate are computed
by an Active Learning (AL) strategy aiming at acquiring a better user profile
and ultimately generating more accurate recommendations [3–6].

In this paper we illustrate the application of a novel AL strategy for context-
aware rating elicitation that uses the personality of the user within a mobile
recommender system for places of interest, which is called STS (South Tyrol
Suggests). First, the user personality is acquired with a simple questionnaire.
Then, using a customised matrix factorisation model, the system predicts the
items that the user is familiar with, i.e., items that the user has experienced
in the past, and asks the user to rate them. This prediction is crucial because
in our application domain, which is tourism, users cannot experience or try an
item during the rating elicitation process, as for instance in the music domain,
in which users can listen to a music track on the spot and rate it. Moreover, in
the selected domain, user needs are dependent on the context of the travel and
are not simply based on the long term preference model. Therefore, any user
rating should explicitly indicate the contextual situation of the user while she
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was experiencing the rated item, i.e., must be tagged with as many as possible
contextual conditions which correctly describe the experience of the user.

The proposed AL strategy, by exploiting the knowledge of the user personality,
aims at maximizing the utility of the recommendations, which is measured by
the appropriateness of the suggestions to the user preference and their relevance
to the current contextual situation of the user (requesting recommendations).
In order to measure the above mentioned properties we have designed a novel
evaluation methodology and conducted a user study [7]. We hypothesised that if
the recommendation model is trained with the ratings elicited by the proposed
AL strategy then it will recommend items that not only “fit the preferences”
of the user (ultimate goal of classical RSs), but also are “well-chosen for the
situation” of the user (her contextual situation). In fact, our results show that
the proposed AL strategy, compared to a state-of-the-art strategy, elicits ratings
that make the recommendations more “context-aware”, i.e., better suited for the
current situation of the user. Moreover, it acquires more and better ratings, i.e.,
the acquired ratings are tagged by the raters with more contextual conditions.

In conclusion, the main contributions of the paper are the following:

1. Based on the acquired user personality, we have designed a new algorithmic
AL strategy that can be used for preference elicitation in CARS.

2. We have designed an easy-to-use HCI that supports user personality ac-
quisition, context-aware rating elicitation and recommendation in a mobile
scenario.

3. We have designed a novel online user study to evaluate our proposed AL
strategy with respect to the quality of the generated recommendations.

4. We have shown that the proposed AL strategy outperforms a state-of-the-
art one in terms of how well-chosen are the recommendations for the current
user situation, which indicates that it is more effective in context-aware
recommendation scenarios.

The rest of this paper is structured as follow: Section 2 presents the HCI that
we have developed for preference elicitation. Section 3 describes the structure of
the user study and the obtained results. Section 4 discusses the related works
and positions this work with respect to the state-of-the-art in active learning for
collaborative filtering. Finally, section 5 summarizes contributions and outlines
the directions for future work.

2 Human Computer Interaction for Active Learning
Preference Elicitation

This section describes the experimental design of the user study and the human-
computer interaction with STS (South Tyrol Suggests): our Android-based rec-
ommender system that provides users with context-aware recommendations for
attractions, events, public services, restaurants, and accommodations (for South
Tyrol region in Italy).
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2.1 Personality Questionnaire

After the user has registered to the system by specifying her username, pass-
word, birthdate and gender, she is asked to fill out the Ten-Item Personality
Inventory (TIPI) questionnaire [8], so that the system can assess her Big Five
personality traits (openness, conscientiousness, extroversion, agreeableness, neu-
roticism). Figure 1 (left) shows a screenshot of our application where one of the
questionnaire statements is illustrated. The full questionnaire includes the follow-
ing ten statements, answered on a 7-point Likert scale (from “strongly disagree”
to “strongly agree”): I see myself as extraverted, enthusiastic; I see myself as
critical, quarrelsome; I see myself as dependable, self-disciplined; I see myself as
anxious, easily upset; I see myself as open to new experiences, complex; I see
myself as reserved, quiet; I see myself as sympathetic, warm; I see myself as
disorganized, careless; I see myself as calm, emotionally stable; I see myself as
conventional, uncreative.

2.2 Active Learning Strategies

Using the assessed personality (as illustrated in Figure 1, middle), along with
the retrieved age and gender as input to one of the two implemented AL strate-
gies (i.e., either the state-of-the-art log(popularity) * entropy [9] or our proposed
personality-based binary prediction [7], depending on the experimental group the
user belongs to), the system identifies and prompts the user to rate eight POIs,
whose ratings are aimed at best improving the quality of subsequent recommen-
dations. The log(popularity) * entropy strategy is considered as a baseline in our
evaluation (see section 3). We have used it since previous works have compared
it with other approaches and reported its excellent performance [4, 6, 9, 10]. In
fact, it has been shown that this strategy (or its variation) is one of the bests
[4, 6, 9].

Log(Popularity) * Entropy scores each item i by multiplying the logarithm
of the popularity of i (i.e., the number of ratings for i in the training set) by the
entropy of the ratings for i. Then, the top scored items are proposed to be rated
by the user (4 in our experiments). This strategy is a Balanced strategy [9] in
the sense that it tries to collect many ratings, by highly scoring items that are
popular (hence can be rated), but also taking into account their relative infor-
mativeness (measured by the ratings’ entropy), hence finding a balance between
the quantity and quality of the acquired ratings.

Personality-Based Binary Prediction first transforms the rating matrix
in a matrix with the same number of rows and columns, by mapping null entries
to 0, and not null entries to 1. Hence, this new matrix models only whether a
user rated an item or not, regardless of its value. Then, this Boolean matrix is
used to train an extended version of the popular matrix factorization algorithm.
Our model, which is fully described in [7], is similar to that proposed in [11], and
enhances the user representation with additional factor vectors that correspond
to each attribute in the set of user-associated attributes, in our case, gender, age
group and the discretized scores for the Big Five personality traits.
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2.3 Contextual Information Acquisition

The acquisition of rating-in-context is a new feature of the rating elicitation
HCI that we have designed. During the rating elicitation process, for each of the
POIs selected by the AL strategies, the user can specify her rating as well as
the value of up to three randomly selected contextual factors (from a set of 14
context factors [12]) in which the POI was visited. From the GUI design view,
three contextual factors can better fit into the mobile device and the random
selection allows to sample uniformly the impact of every factor on the ratings.
Figure 1 (right) shows the snapshot of the system where the user is presented a
POI and is asked to rate it, if she has experienced it, and specify the contextual
situation, if she remembers it and is eager to give. For instance, here, the user
is asked to specify the travel budget, the crowdedness as well as the duration
of the stay. We note that such contextual information could help the system to
better figure out the contextual situation when the user experienced a POI, and
hence help the system to make better predictions and better recommendations.

Fig. 1. Personality Questionnaire (left), Big 5 Personality Trait Assessment (centre),
and Active Learning (right)

2.4 Recommendation Presentation

After the user has completed this registration procedure (i.e., by filling out the
personality questionnaire as well as by rating known POIs), she is finally pre-
sented with the suggestions (recommendations) screen, as illustrated in Figure 2
(left). This window provides the user with a list of four POIs that are considered
highly relevant taking into account the previously acquired user’s ratings as well
as the current contextual conditions around the user and the POIs. In order to
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take into account the current contextual conditions when generating POI recom-
mendations, we use an extended version of Context-Aware Matrix Factorization
(CAMF) [13], which, besides the standard parameters (i.e., global average, item
bias, user bias and user-item interaction), incorporates baseline parameters for
each contextual condition and item pair. This extended version, analogously to
our implemented AL strategy, exploits known user attributes to provide accu-
rate recommendations also for users with no or few ratings (more details can be
found in [12]). We note that some of the contextual conditions are automatically
acquired (e.g., weather conditions, temperature, season and location), whereas
others can be specified by the user using a system screen (e.g., mood, budget,
means of transport) (Figure 2, middle).

Fig. 2. Context-Aware Suggestions (left), Context Settings (centre), and Feedback on
Recommendations (right)

Since we were interested in evaluating the quality of the individual recommen-
dations produced by our recommender, we asked the user to complete a short
mobile-based questionnaire (see Figure 2, right) for each of the recommended
POIs that popped up after doing a long press on them. The questionnaire con-
tains the following two specific statements to be answered on a five-star rating
scale (1 star being the lowest score and 5 stars being the highest score):

– Q1: Does this recommendation fit my preference?
– Q2: Is this recommendation well-chosen for the situation?

These statements are obtained from [14], which provides a standard question-
naire for perceived recommendation quality and choice satisfaction. We chose
these statements since they address two important goals of recommender sys-
tems, i.e., fitting the preference of the user (general preference) and being well-
chosen and relevant (specific preference related to the context).
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3 Evaluation Results

The online evaluation methodology presented in the previous section was de-
signed to understand whether the incorporation of human personality into AL
can result in eliciting more informative ratings or not. We have formulated the
following hypotheses: the proposed personality-based AL strategy (in compari-
son to the chosen baseline) elicits ratings which result in recommendations that:
a) better fit the preference of the user (preference fitting), and, b) are well-chosen
for the current situation of the user (context-awareness).

To evaluate these hypotheses we conducted a live user study involving 51
participants who were randomly assigned either to the log(popularity) * entropy
strategy group (n = 19) or the personality-based binary prediction item selection
strategy group (n = 27). Some users from log(popularity) * entropy strategy
group have been excluded because they did not complete the evaluation. Given
a particular AL strategy, the (training) rating matrix evolves by including all
the ratings entered by users on the training items elicited so far. Using these
ratings the RS model is computed and recommendations are generated.

Table 1 summarises the results of the evaluation. It shows the average replies
of the users to the two statements mentioned above. Those of the users assigned
to personality-based binary prediction Active Learning is 3.56 for Q1 (preference
fitting) and 3.31 for Q2 (context awareness). For the log(popularity)* entropy
strategy, these numbers are 3.58 (for Q1) and 2.95 (for Q2), respectively. Com-
paring the results, we observe that both strategies got almost the same average
reply to Q1 (no significant difference, p = 0.43 for a t-test), while personality-
based strategy got a significantly higher average for Q2 (p = 0.049). Hence,
while both strategies acquired ratings that resulted in recommendations that
“fits the preferences” of the users, the proposed personality-based binary predic-
tion strategy outperforms log(popularity) * entropy, by acquiring ratings that
result in recommendations that are evaluated to be more “well-chosen”.

Table 1. Average users reply to recommendations evaluation questions (numbers in
bold indicate significant improvement of one strategy vs. the other). “# of contexts”
refers to the average number of contextual conditions entered by a user while rating
an item.

AL Strategies
log (popularity) * entropy personality-based binary pred.

Q1 3.58 3.56
Q2 2.95 3.31

# of contexts 1.01 1.52

In [7] we have shown that the proposed active learning strategy acquires sig-
nificantly more ratings than log (popularity) * entropy. Here we want to also
compare these strategies in term of how many contextual conditions are en-
tered by the users, in order to describe their POI experience, during the rating
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elicitation process. The users assigned to the variant using the personality-based
active learning strategy, by average, have entered 1.52 contextual conditions (out
of 3) vs. 1.01 entered by the users assigned to log(popularity) * entropy strategy
variant (p = 0.001). This result indicates that the proposed strategy acquires
significantly more contextual conditions. We believe that this effect is due to
the fact that the personality-based strategy selects POIs that are more familiar
to the users and hence users may better remember the experience of their visit
(and the contextual conditions).

Furthermore, we note that STS was deployed on Google Play on Sep 18, 2013,
and until Jan 14, 2014, 465 users have used the system (346 users downloaded
it from Google Play). Overall, the system has collected 2,415 ratings and many
of the ratings were entered together with a description of the context of the
experience. Among the full set of users, 380 (81.72%) have completed the per-
sonality questionnaire and 326 (70.1%) went through the active learning phase.
This shows that users largely accept to follow the proposed active learning phase
to obtain recommendations.

4 Related Works

Most of RSs interactions begin with a sign-up process that includes a preference
elicitation phase. In this phase the users are required to enter their preferences,
for instance, in the form of ratings to items. After that, the recommender system
is able to generate and display a set of personalized recommendations for the
user to review or critique. The more informative about the user preferences the
available ratings are the higher the recommendation quality is. This is because
the ratings given by the users are not all equally useful for the system and
informative of the users’ preferences and tastes. Indeed, the need to implement
more effective sign up processes is one of the main motivations of the research
on Active Learning (AL) for recommender systems.

Several AL strategies have been proposed and evaluated [3, 4, 9, 10, 15, 16].
Two methodologies have been used for evaluating AL strategies: either based on
conducting online or offline studies. In the first case, the active learning system
interacts with real users and acquires their preferences (ratings) by means of
a customary designed user interface. This requires to access an up-and-running
recommender system, preferably with a large network of active users. Conversely,
in offline evaluations, a pre-collected rating dataset is used to simulate the be-
haviour of users interacting with the system. However, since the online evaluation
is expensive and time consuming, the majority of previous works have focused
on offline evaluations [3, 15, 16], while only a few of them have tackled online
evaluations [4, 9, 10].

One of these few works which conducted an online evaluation, as a follow up to
a preliminary offline study, is [9]. The authors considered six AL strategies: en-
tropy, where items with the largest rating entropy are preferred; random request;
popularity, which is measured by the number of ratings for an item, and hence the
most frequently rated items are selected; log(popularity) ∗ entropy where items
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that are both popular and have diverse ratings are selected; and finally item-item
personalized, where random items are proposed until the user rates one. Then, a
recommender is used to predict what items the user is likely to have seen based
on the ratings already provided by the user. These predicted items are requested
to the user to rate. In online evaluation, every new user who registers to the
system (MovieLens), was presented with a number of movies (10 movies per
webpage) selected by one of the active learning strategies described before. This
process continued until the user rated 10 or more movies. Then the strategies
were compared in terms of the number of pages the users had seen. The authors
considered this measure as an indication of “the effectiveness of the signup pro-
cess”. In their results, they have shown that overall the log(popularity)∗entropy
strategy got the best prediction accuracy while popularity and item-item were
the best in terms of the effectiveness of the signup process. It is important to
note that there are several differences between their work and ours. First of
all, they have not compared the strategies with respect to the recommendation
quality (fitting to the user preference, and context-awareness) or the number of
acquired contextual conditions. Instead, they focused on the number of pages
the users see during the rating elicitation process. Moreover, their RS uses only
the ratings while our system uses the users’ personality together with their rat-
ings, and hence, can generate personalized recommendations even if the user has
not provided any rating. Finally, their system recommends movies through a
web interface, while, our system recommends POIs through a mobile interface,
which is totally different (due to the limited interaction capabilities in the mobile
devices). For instance, the mobile screen size is small and this makes it infeasible
to present properly 10 items in a page (as they have done in their work).

In [4] the authors followed up their early work [9] by proposing an AL strat-
egy, called IGCN , which is based on decision trees. According to the user rating
entered for the asked item a different branch is followed, and a new node, which
is labelled with another item to rate, is determined. They also considered two
alternative strategies. The first one is entropy0 that differs from the classical
entropy strategy, which we mentioned above, because the missing value is con-
sidered as a possible rating (category 0). The second one is called HELF , where
items with the largest harmonic mean of entropy and popularity are selected.
They have evaluated their strategies in an online study after a preliminary offline
analysis: for every new user who registered to the RS (MovieLens), a number of
movies selected by one of the AL strategies, was shown. After the user had rated
20 movies she took a brief optional survey that collects the users’ opinions about
the signup process. Then the RS was trained on the ratings entered by the user
during the signup process (train set) and generated a set of recommendations
to the user. After that, the user could provide any rating whenever she wanted,
either by searching movies or using the “rate more movies” feature that presents
random movies. Finally, the ratings entered by the user, after the signup pro-
cess, were used as test set to evaluate the accuracy of the RS. The authors have
concluded that, overall, Entropy0 and IGCN performed the best among the con-
sidered strategies. It is worth noting that this work has also several differences
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compared to ours. First of all, they have not asked the users whether the recom-
mendations are well-chosen for the user’s contextual situation or not. Moreover,
they have asked the users to rate any movie any time they want. In this way, the
users were more likely to rate the movies that they like, while we asked the users
to evaluate only the recommended items even if they don’t like them, hence we
better measured the true performance of the RS. Another difference is that, in
this work, the users completed a survey in order to globally evaluate the AL
items and the sign-up process. We instead asked the users to evaluate, one by
one, the recommended items.

We must note that the AL approach illustrated in this paper was originally
proposed in [7]. It exploits user’s personality information - using the Five Factor
Model (FFM) - in order to identify a list of items that are not only useful to rate
but also expected to be experienced by the user. Personality is a predictable and
stable factor that forms human behaviours. It has been shown that there are
direct relations between personality and tastes / interests [17]: people with sim-
ilar personality factor usually share similar interests and tastes. Earlier studies
conducted on the user personality characteristics support the possibility of using
this information in collaborative filtering based recommender systems [18]. How-
ever, to the best of our knowledge, no previous research work has incorporated
the personality of the user in AL for RS. In [7] we showed that the proposed
personality-based AL technique increases the number of ratings elicited from the
users as well as the recommendation accuracy, measured in terms of Mean Ab-
solute Error (MAE), i.e., the average absolute deviation of the predicted ratings
from the true ratings in a randomly selected test set. In this paper, instead, we
evaluate the quality of the recommendation list rather than the system accuracy
on a random list of items, and we show that there is a positive effect on the
“context awareness” dimension of the recommendations.

5 Discussion and Future Work

In this paper, we have proposed a novel AL strategy based on collecting the user
personality. We have applied this strategy in the mobile recommender system
to elicit context-aware ratings. Also, an easy-to-use HCI has been designed for
our application. Using this application, we have conducted an online user study
to evaluate our proposed AL strategy with respect to the quality of recommen-
dations. Our results have shown that our proposed AL strategy outperforms a
state-of-the-art strategy and it is more effective in context-aware RSs.

We want to finally discuss a number of issues and implications of our research.
Most of the current active learning approaches for collaborative filtering imple-
ment the Standard Interaction Model [3], i.e., the system selects and proposes a
set of items to the user to rate only in the sign up process, until she rates a suf-
ficient number of items. An alternative interaction model is the Conversational
and Collaborative Model [3], which, in addition to allow the user to rate items
in the sign-up process, it proposes to rate some additional items whenever the
user is motivated to provide more ratings. For instance, in a tourism scenario
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the system may ask the user to rate a POI when she is visiting it. We call this
feature Proactivity, and a proactive system asks the user to rate an item when
the user is in a better position to provide a reliable rating. For instance, our
mobile platforms can help users to rate their experienced items in a ubiquitous
manner. In a future work we want to extend the current active learning strat-
egy to become even more proactive, i.e., the system should evaluate the items
and select the most useful and appropriate for rating elicitation, not only in the
sign-up process, but also in the full operational usage of the system.

Moreover, while there are several types of contextual data that can be auto-
matically obtained from sensors (e.g., weather, temperature, location, daytime,
season, and weekday) there are contextual information that can only be provided
by the user (e.g., budget, companion, mood, and transport mean). However, not
all the contextual factors are equally useful for the system to improve the accu-
racy. For instance, may not be useful to know the transportation mean of the
travel when the user is rating a visit to a museum. In other words, the trans-
portation mean may not have any impact on the experience of the museum and
hence should not be used in the predictive model that evaluates if a museum
is worth recommending to a user. Moreover, actively selecting the contextual
factors that are more informative and relevant to the item is an feature that can
also ease the user-system interaction (more meaningful requests are made to the
user).

Another issue in active learning for recommender systems concerns the sequen-
tial nature of preference elicitation. Although we have shown that identifying a
list of well selected items for the user to rate can increase the system performance
(number of ratings elicited and recommendation accuracy), this approach may
fail to correctly react to the first users entered ratings and may not immediately
adapt the remaining rating requests to the user. Hence, sequential AL algorithm
in which the items to be rated are selected incrementally by choosing each suc-
cessive item to be rated based on the users ratings provided to the previously
requested items is an interesting area of future research.
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Abstract. The emergence and application of the information and communica-
tion technologies have changed the tools that people use in their daily life. 
However not all the collectives use the technology in the same way. One case to 
take especially into account is older people. For them technology should be an 
inclusive factor but it can be also exclusive. The use of mobile devices and mo-
bile apps by older people is an example of this. The devices and the apps are not 
always adapted for the special abilities or features of older people; moreover 
they do not always meet their needs. In order to facilitate older people access to 
mobile apps the present work reviews the usability issues to take into account 
and poses a repository of apps adapted and classified taking into account usabil-
ity issues related to older people.  

Keywords: Older people, ICT, mobile apps, usability, needs. 

1 Introduction 

Since the late 1990s access to information and communication technologies (ICTs) 
has seen tremendous growth —driven primarily by the wireless technologies and 
liberalization of telecommunications markets. The impacts of ICTs cross all sectors. 
Research has shown that investment in information and communication technologies 
is associated with such economic benefits as higher productivity, lower costs, new 
economic opportunities, job creation, innovation, and increased trade. ICT application 
also helps to provide better services in health and education, and strengthen social 
cohesion [1]. ICT has become something natural in people daily life. However all 
persons do not use it in the same way.  

An example of this is older people. Older people are also known as elderly people 
or senior citizens, however during this work the expression used to name them is 
“older people” as several experts recommend [2]. What is understood as older people? 
It depends on the context, in Europe an older person is not the same as in Africa, most 
developed countries set the age of 65 years to define when a person is older. At the 
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moment, there is no United Nations (UN) standard numerical criterion, but the UN 
agreed cut-off is 60+ years to refer to the older population [3]. In this paper this last 
age is used to consider who is an older person. 

These older people have special features and use ICT in a different way from the 
people that have grown surrounded by ICT. This fact implies a digital gap between 
the former group, named digital immigrants, and the latter, known as digital natives 
[4, 5].  

Moreover, ICT has high potentiality for inclusion and exclusion for older people. It 
can help to include older people because ICT and specially, older-adapted ICT, can 
reduce de digital gap [6], increase social interaction and improve older people quality 
of life. ICT helps them to access to learning activities, gives them health information, 
provides a new way to interact with family and friends, etc. [7, 8]. However the use of 
these technologies is not easy for older people, the devices and technologies are not 
always adapted to their real needs and they find such technologies and tools expensive 
[9-11]. Surveys such as “ICT and Older people. Connected to the future” from Voda-
fone Spain Foundation, show that people between 56 and 70 years are in favour to use 
new technologies, which implies that exclusion is being reduced. [12]. 

Mobile technology can be seen as an example. Mobiles are one of the technologies 
with a greater penetration and acceptation in our society. In 2013 there are more than 
6800 millions of subscriptions in the world and more than a mobile device per person 
in the developed countries [13]. These devices provide access to a complete set of 
services that can be employed with different purposes. A high percentage of older 
people in developed countries owned one of these devices, however they use only 
mobile phones for very limited purposes, such as for calling or texting in emergen-
cies. This is mainly caused because the devices are not adapted to their needs, because 
they need to learn to use the device and they have been not thought thinking in their 
special features [12, 14]. Adaption of mobile services and apps is not new [15-17], 
however in this case a very specific collective is considered. 

Given this context, there is a need to facilitate older people mobile apps adapted to 
them and that facilitate their access to other of the services provided by such kind of 
devices. To deal with these problems several issues should be taken into account:  

• It is necessary to study the usability in this kind of devices and specifically if the 
devices and apps are adapted older people. 

• It is necessary to study what are the apps and tools that this collective want and 
needs. That is, take into account older people real necessities and not only what the 
apps developers think they have. 

• It is necessary to explore existing repositories of mobile apps for older people. 

In order to order to do this the present work studies: the different existing studies 
about usability in mobile devices for older people, those that consider how the mobile 
apps included in the devices are adapted for them and which of those apps they are 
really using. With this information an application for classification, storage and rec-
ommendation of mobile apps is defined. It acts as a repository for mobile apps and it 
is tested with a set of mobile apps and enriched with older people feedback about 
them. 
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The paper is structured as follows: the following section (Section 2) presents the 
related works, including usability studies, necessity surveys and other repositories of 
tools for older people; after it the approach to carry out the repository is presented and 
also the evaluation methodology (Section 3); finally (Section 4) some conclusions are 
posed. 

2 Related Works 

The idea of the definition of repository of apps is not new, but in this case the apps 
stored into it are oriented to a stakeholder with very specific abilities and necessities, 
the older people.  

These people use the mobile phones and apps in a different way from other collec-
tives, they interact with mobiles in other ways, they have other worries, need other 
functionalities, etc. [18]. As the ongoing work consists of the definition of a reposito-
ry of apps for older people it is necessary to explore the usability of this devices and 
apps for them and also what they need from this technology. 

2.1 Mobile Phones Usability for Older People 

The usability measurement of any kind of device or application is not an easy task. It 
implies to consider several dimensions that can be different depending on the authors, 
some of most common are the execution time, performance, final user satisfaction and 
ease to learn [19]. In addition, this dimensions cannot always been applied in the con-
text of mobile technologies given the special features of this devices and that they are 
continuously evolving [20]. In this sense there are several studies that consider mobile 
usability such as [20-25]. However they are very focused in the device and no so 
much in a different final user of the device as a senior citizen is. 

Regarding the works that study the usability for older people, Villaseca [26] made 
a review of different studies in this sense. This study shows that older people require 
more time to complete tasks on mobile devices [27] and it describes problems such 
as: the size of the screen to read information, the size of menus and interfaces to enter 
data such as keyboards (virtual and physical), functionalities such as de drag and 
drop, the size of the target (the older tend to make errors when tapping a small target), 
the gap between intended and actual touch locations (the older tend to miss their in-
tended targets due to parallax and the large contact area of each finger) [28-32]. In 
addition Villaseca [26] also carry out an experience from which they extract that for 
older people there are also other issues very important related to mobile devices such 
as: characters in the screen easy to read, buttons easy to use, that the device was easy 
to learn and operate, keep in contact, good sound quality, etc.  

If these and other factors were taken into account to define more usable interfaces 
it would be possible to compensate performance decrements as present in older adults 
[18]. 

These studies present two problems: 1) mobile technologies and mobile interfaces 
are evolving very quickly, this means that the usability issues considered by them can 
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be old-fashioned in a short period of time; 2) the existing studies are specially focused 
usability issues of the devices but also apps and mobile operating systems should be 
taken into account. 

2.2 Mobile Phones Usability for Older People 

The study of usability in mobile devices apps is not something new; there are several 
works that explore this issue [33-35]. However in this case the important issue is how 
to define usable apps for older people. 

Usability in apps for older people used to be linked to the requirements they have 
from this devices [36] (that is discussed in next subsection). For instance some of the 
features to include in mobile apps and in mobile devices designed for older people are 
[14]: Memory aids (e.g.: appointments, reminders, address book with photos, personal 
Information, standardised menus, personalized menus), Visual aids (e.g.: backlight, 
large text, bold colour, colour scheme and big buttons, etc.), Haptic aids (e.g.: a rub-
ber grip and easy-to hold phones), Features to minimise user error (e.g.: keypad auto-
lock, extra confirmation dialog and noticeable reminders); And safety features (e.g.: 
panic button and speed-dial). 

Authors such as Lorenz and Oppermann [37] describe some requirements for mo-
bile applications:  The font size should be between 36pt and 48pt; one-level naviga-
tion instead of using menu structures; Arrange the buttons at the bottom of the inter-
face so the input-hand will not hide the screen; Colour-neutral displays for visual 
impaired users; Redundant user guidance by colour-coding and blinking boxes; and 
Slow animation speed. 

Authors such as Holzinger et al [38] define metrics for the design of applications 
for the older (not only mobile applications), to do so they establish relationship 
among some criteria understandable and easy to identify for the older people (Like-
ability, Controllability, Simplicity, Privacy, Security Familiarity, etc.) with the tradi-
tional usability factors (Efficacy, Effectiveness, Satisfaction, Productivity, etc.). 

Other authors carried out experiences with tablets that are successfully completed 
by older people [39]. From this experiences some issues related to the usability of the 
apps can be highlighted: The representation of web links can vary largely between 
different websites therefore they are not always perceived and recognized correctly; 
Simpler applications and features such as gesture control were quickly learnable and 
useable by the target group; Anglicizes are present when using the World Wide Web 
and not all the possible older people know them; And the way input fields work is not 
easy to understand for novice users (the necessity to tap in the input fields to show the 
virtual keyboard). 

From these studies it is possible to see that different criteria is used to define the 
usability of a mobile app for an older person. Several of them can be grouped to de-
fine a classification of factors to take into account. However, in order to deliver a 
popular application, the mobile application itself must be able to meet the specific 
needs of senior citizens in their daily life, so these needs should be also considered. 
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2.3 Older People Specific Needs from Mobile Devices 

As the present project aims to define a repository of tools specifically designed for 
older people, the tools to include in the repository should be usable by older people 
but also should satisfy their needs. This means that older people needs should be ex-
plored. In this sense there are several studies. 

VDI/VDE-IT, together with the AAL Association developed a model that classifies 
the needs of older people for their well being. They considered the following factors 
[40]: Health and Wellness, Home Care, Chores and Supply with Goods, Safety, Secu-
rity and Privacy, Mobility, Information, Learning and Education, Social Interaction, 
Hobbies and Working life. 

Other authors such as Plaza et al review this classification [41]. They distinguish 
between: Health, wellness and home care; Safety, security and privacy; Mobility, 
Information, learning and education; Chores and supply with goods; Relig-
ion/spirituality; Social Interaction; Hobbies and Working Life. 

Abascal and Civit defined 6 requirements that mobile communication systems 
should provide older people: Personal Communication, Security, Social Integration, 
Access to Education and Labour Market and Autonomy. The apps should satisfy these 
requirements. 

Finally, Gao and Koronios [36] explore different studies about the older people 
needs related to mobile devices and they needed: Health Monitoring tools, Personal 
Information tools, Social tools, Leisure and Sales tools, Safety and Privacy services. 

It is possible see that most of these classifications take into account more or less 
the same areas and a combination of the is used as will be described in the Repository 
Approach section. 

2.4 Repositories of Apps for Older People 

Regarding with mobile apps repositories, there are not markets of apps specifically 
designed for older people. However it is possible find communities such as: Apps-
ForOldPeople in Facebook [42], that recommend apps; other recommendation of apps 
by user communities [43-47]; and sections in the main mobile app repositories that 
can be related with some of older people needs (e.g.: Google Play and Apps Store 
have categories for health monitoring apps, home care; chores and supply with goods, 
etc.).  

These initiatives are not defined thinking in older people and do not classify the 
tools for them. Given this contexts there is a necessity of the definition a repository of 
mobile apps, that satisfies older people needs, presents tools usable for them and 
gathers their feedback to classify the applications efficiently for the people of this 
collective. 

3 Repository Approach of Mobile Apps for Old People  

In the previous section was described that although there is lot of work about usability 
in mobile apps for older people, there are not specific repositories for them. The  
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repository should consider the final end-user, the older persons. They have special 
requirements and characteristics that should be taken into account while designing the 
repository.  

Taking this into account the present work poses a repository with functionalities to 
satisfy older people needs. These functionalities are: 

• Apps Classification. The mobile apps should be classified attending to different 
criteria: 

o Operative System. The repository should consider Android and iOS 
apps because they are the most common operative systems for mobile 
devices nowadays. However it should be flexible enough to add other 
operative systems (Windows Mobile, FirefoxOS, etc). 

o Attending to older persons needs. In order to do so Plaza et al classi-
fication [41] is used because it takes into account a wider range of 
apps. In this classification will be added the adaptations of mobile 
phone operative systems for older persons (e.g.: VoiceOver, Talk-
Back, Big Launcher, Phonotto) [48]. 

o Usability features. The apps will be evaluated taken into account if 
they include some of the usability features desirable for these collec-
tives (described in section 2.2.). A scale will be defined depending on 
the number of usability issues considered; the definition of such scale 
will depend on the evaluation of at least 30 tools for each operative 
system. 

o Evaluation by older people. The final users of the repository will have 
the possibility to vote for their favorite tools and report feedback 
about them. This evaluation can be used to establish the top rated 
tools in the repository or in an existing category. 

These criteria can be combined to show a specific showcase of the stored 
apps. For instance a user could be interested on a list of apps filtered by 
needs and evaluation. 

• Apps Evaluation. The user of the repository can evaluate and provide feedback to 
an application. The evaluation will consist of a score between 0 and 10. The feed-
back will be free text that later can be evaluated by using qualitative techniques in 
order to elaborate reports that facilitate recommendations and new classifications. 

• Visualization and navigation for older people. All the content shown in the reposi-
tory should take into account the special characteristics of the final users. Naviga-
tion should be simple and contents should provide different aids that for older to 
decide the tools to use. 

• Web and Mobile adapted navigation. The repository should facilitate the naviga-
tion both through web browsers and through mobile browsers, so it is possible that 
some content should be adapted in this last case. 

• Advanced search and recommender. The repository should provide a functionality 
to search for tools based on the name of the tool or the possible classifications. It 
should recommend the apps for the final user can solve their specific needs. If the 
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features should be taken into account, in this case the different authors present also 
different conclusions about app usability but in this case is easier to address them 
when developing tools. However this do not guarantee that an app can be used by 
older persons, it is important to take into account also if the apps are solving the needs 
and interests of old people. In this sense several authors present more or less the same 
areas of interest of older people about mobile applications.  

Taking this into account a repository of apps for older people is going to be devel-
oped with special attention to usability features and with the idea to satisfy their spe-
cial requirements. 
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Abstract. What is the best way to feel the spirit of the location?  In Japan, the 
students of the elementary school and the secondary school have the school 
trips for several days with classmates.  The purpose of those trips is to visit 
historical areas in Japan or foreign countries to encourage the students to learn 
about history, culture and nature in a proactive way. However, it is not easy for 
them to recognize and understand valuable points such as the artistic points and 
historical points even if they look at the objects or scenery.  To solve this 
problem, we have developed a new learning model for outdoor studies using 
mobile phone applying Zeigarnik effect that explains human beings takes much 
interest in uncompleted or interrupted tasks.  In this paper, we explain our 
study model for outdoor study and evaluate the usefulness of our tool though 
trials. 

Keywords: E-learning, Zeigarnik effect, Outdoor study, Mobile Phone, 
Secondary Education. 

1 Introduction 

Mobile communication gives us access to others whenever and wherever we want, 
however it is still important to go to the field in order to know the place or the thing 
thoroughly. In Japan, students go on several day school trips to encourage students to 
learn history and nature in more positive way. For that purpose, 87.3 % of junior high 
schools allow students to walk around the area by themselves in small groups [1]. 
Such outdoor studies are very precious in the view point of history, architecture and 
some site-specific art [2], however, they cannot recognize artistic or traditional points 
and understand the meaning and the value just by look at the objects or scenery. To 
solve this problem, we have developed a new learning model for outdoor studies 
using Zeigarnik effects [3]; human beings take an interest in uncompleted or 
interrupted tasks. This paper examines our learning model for outdoor study, our 
original application and the results of 2 trials. 

                                                           
* Corresponding author. 
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2 Background 

2.1 Children’s Mobile Phone Usage in Japan  

Increasing the crimes using mobile phones, the Ministry of National Education 
informed Education Committees of Japan announced that children should not take 
mobile phones to their schools in 2009. Exceptionally, however, students sometimes 
use mobile phones while outdoor studying in order to get contact with teachers. In 
addition after the big earthquake in Fukushima, many parents hope their children to 
bring mobile phones with GPS. Telephone, e-mail and location technology of mobile 
phones are regarded as a useful instruments for disaster. However, such special use 
means just bringing something like a safety box for students. 

2.2 Learning for the Several Day School Trips  

Before visiting the area, the students learn about history, art, architecture and some 
special points of place to visit for several hours in the classroom. They can use the 
Internet by PC to search information where to visit and write down the important points 
on their notebooks. They sometimes make a leaflet for the school trip, however, they 
seldom have chances to check with the document when they visit the area. 

3 Our Methods for Students to Take an Interest in the Objects  

3.1 Characteristic Points of Human Beings from the Viewpoint of Cognitive 
Science  

It is said that “seeing is believing”, however, we, human beings do not recognize what 
we are looking at. For example some like a game named photo hunt. If we can 
recognize all the things our eyes catch, photo hunt would not be a game.  We 
sometimes don’t see the differences between two resembling photos.  However, once 
we have caught the object, we cannot help looking at that particular point. If students 
walk around the area without any marks, their memory would become ambiguous. 
We utilize this special quality of human beings and use the quiz as a trigger to focus 
on the object from the whole scenery in front of them. Then the special point of the 
object would make a marked impression on their minds.    

In addition, we treat the class in which students prepare for their outdoor studies as 
an incomplete experience. Before the trip students learn the history and specific arts 
in the area and make some quizzes for the other classmates by making use of the 
preparation. They do not know what kinds of quizzes are being prepared for each 
other. Such an incomplete experience rouses human interest in the object. This is on 
the basis of a version of the Zeigarnik, that tasks that have been completed are 
recalled less well than uncompleted tasks. Nowadays some engineers have created 
detailed navigation systems for trips, however, we deliberately create such incomplete 
experiences for students by a design based on the Zeigarnik effects. 
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3.2 Related Works  

For the Zeigarnik effects, a study made by Greist-Bousquet and Schiffman 1992[4] 
provided evidence. There are several related works about Environmental psychology 
and tourism. Pearce & Stringer 1991[5] studied from the view point of physiology, 
cognition and individual variation etc. Fridgen 1984[6], van Raaij 1996[7], Toshiji 
Sasaki also studied about this field. T.Sasaki told that we can part a trip into 3 scenes: 
before the trip, during the trip, and after the trip [8]. We focus to connect before the 
trip and during the trip using our new application.   

4 Quizzes for Site-Specific Learning  

4.1 Preparing for the Trip - Using Zeigarnik Effects  

On our methods students learn about the area: famous persons, arts, architecture etc. 
(knowledge input). Then they make quizzes in preparation for the trip (Learning 
outcomes). They make quizzes about the objects they are interested using our 
authoring tool, and then they study about the area more. For, if they want to win the 
game, they should remember many kinds of things. They do not know which quizzes 
they will be answering and they do not know which course they will be taking until 
the trip. Teachers make the courses and choose quizzes. In such an incomplete 
situation, students go to the destination and will complete their study on the trip.  

4.2 For Outdoor Learning  

Using the quizzes, we make some special points to keep students’ eyes on. (Refer to 
Figure 1) This is an example. 

 

 

Fig. 1. An example of the quizzes 
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Fig. 3. Outline of our learning model 

4.4 As the Safety System for Emergency 

In addition to the learning effects, parents and teachers concerned about safety of their 
children on the school trip.  When we had a big earthquake on 11 September in 2011, 
many groups on outdoor studying were isolated for several hours.  That became a big 
problem. Using our application on the trip, teachers can check students’ positional 
information on time and contact with them by several methods: telephone by one 
push, short mail, SNS. In addition students can know publish shelters around them by 
the mobile map in which they usually look for next quiz point. See Figure 4. This is 
the image of pages of our application. Under the icon of the camera, several functions 
are displayed. One of them denotes emergency call to teacher and one lead to map 
with shelters.  Students can find these icons in every page if they need.      

 

Fig. 4. Screens of our application, “Stasta Eye” 

Emergency call Button 
Map of publish shelters 
Game score 
Home… 
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5 The Results of Our Trials 

5.1 Summary of Trials  

We should prove safety and efficiency before practical use in junior high school. 
Especially for outdoor study we had to demonstrate not only in the laboratory but also 
our door. After several experiments [9] in our workshop “Study Group on School 
Trips”[10], we had two trials using our orienteering system as table 1. 

Table 1. Our 2 trials 

 
 
At the first trial we ascertained movement of our application at the large area with 

several groups. We have also investigated the effectiveness of the system by 
questionnaires. At this time we only researched a part of using application. (Refer to 
Figure 2) 

After having ascertained our system, we had second trial with younger subjects 
enclosing junior high school students by the cooperation of Academy Camp [11].  
Students had a lecture in the room to know about the areas and history to answer the 
quizzes at the outdoor study.  They should keep new knowledge till answering the 
quizzes. This situation would cause Zeigarnik effects. In order to prove the effect, we 
performed questionnaires at the next day of the trial. At first trial we performed them 
when subjects arrived at the goal. If the second subjects remembered the points of 
quizzes, Zeigarnik effects will be proved. 

5.2 The First Trial 

Summary. 30 persons (students and adults) formed 8 groups (3 or 4 persons per 
group) with smart phones and 1 teacher managed them by PC. They walked around 
the Tokyo sky Tree, where there are many old historical Japanese temples, gardens 
and architecture.  After they answered one quiz, the next point was shown by our 
application, “Stasta eye”. They could also see the point on the map with their smart 
phones. 10 quizzes were prepared for each group. The teacher could have the 
information through the PC, such as the telephone number which students use, their 
location and the score of the quizzes.  

Results: Our system worked normally. All groups reached the goal using “Stasta 
eye” within 2 hours. Teacher got 3 calls from 2 groups using emergency button as a 
part of testing. The results of questionnaires show us that people were interested in the 
objects and scenes they saw by answering the quizzes. (Refer to Figure 5 and Figure 
6.) 

Date Number Age Area Device

Ⅰ 15, Sep, 2012 30 16-60 Sumida-city, Tokyo Smart Phone

Ⅱ 15, Aug, 2013 35 9-22 3 cities, Tokyo Tablet PC
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Fig. 5. Impression of using “Stasta Eye” 

 

Fig. 6. Evaluation about the planning and the operation（Likert scale） 

The evaluation of planning was 4.5/5(Average). It is very high and seems to affect 
other elements; Planning and operation R=0.312 / Planning and “interesting” 
R=0.452 (Both results means moderate positive correlation) The evaluation of the 
operation was 3.36/5(Average). The standard deviation was 1.08. We had high 
evaluation about the planning and our methods of learning.   

5.3 The Second Trial 

Summary. 35 persons (pupils and students) formed 7 groups (5 persons per group) 
with tablets and 1 manager used PC. Before the orienteering with quizzes, they had a 
lecture about 3 traditional areas, where they would walk around, in the room for 1 
hour. After the lecture 2 or 3 groups walked with our application each area. Only the 
start point and the goal point are same. Answering a quiz, they took pictures or 
compared their records with other groups.  

Results: The results of questionnaires are following.  

• The evaluation of our application (Likert scale) 

The evaluations were very high level. Though the quizzes are little difficult for 
younger students, they enjoy the outdoor studying and gave “Quiz” a high evaluation 
as Figure 7.  In addition many students used several functions. 94% of the subjects 
took photo. 80% of the subjects answer the quizzes (Some elder students didn’t 
answer and encouraged children to answer quizzes).  83% of the subjects input 
something at tablet. 

Comparing with the results of the first trial (Figure 6), evaluation of operation is 
higher (+1.0 point). At the first trial we used smart phone and second one we use 
Tablet. The result reflected the differences of interface. The evaluation of quiz was 
excellent at the second one.  
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Fig. 7. Results of the application evaluation（Likert scale） 

5.4 Comparing the First Trial with the Second One 

Comparing 2 trials, we can find several remarkable points. (Refer to Figure8)  
The second trial gave higher results about all positive evaluations. Exceptionally 

the negative item, “difficult” was indicated 17% of the second trial. None said 
“difficult” at the first trial.  

The ages of the first trial were 16-60 years old.  The ages of the second trial were 
9-22 years old (Refer to Table 1). Young subjects felt something “difficult”, however 
they also said “interesting”. 

  

 

Fig. 8. Impression of 2 trials(1) 

This tendency became clearer in the Figure 10 in which we assorted 2 layers about 
ages in the second trial. (Refer to Figure 9.)  Ages of the second trial are from 9-22 
(Average 13.34 years old). Main students are Junior high school students and pupils at 
elementary school. 
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Fig. 9. Ages of subjects at the second trial 

 

Fig. 10. Impression of 2 trials(2) 

Ⅱ(students)  in the Figure 10 means Junior high school students and pupils and 
they are 28 persons. Comparing “Interesting” with “Difficult”, we find younger 
students interested in our application and felt interesting and convenience, though 
they felt the quizzes were difficult. In the scene of outdoor studying difficulty isn't 
necessarily a bad meaning for those students. To learn something is to solve some 
difficulties. This can gain the feeling of satisfaction from younger students. 

• The most impressive place 

The students of the second trial answered the questionnaires at the next day of the 
outdoor study, however, 18 persons (51.42%) answered the points of quizzes 
concretely. For example 10 years old pupil answered that the bronze statue of 
Takamori Saigo, who was a famous person on Meiji Restoration, was the most 
impressively. 13 years old students answered that The Stone Hut at Edo Castle was 
the best. Those objects were explained in the lecture before outdoor studying and also 
they answered quizzes at the points.  At the first trial in which we didn’t have a 
preparing lecture, only 2 persons (6.67%) answered the points of quizzes and the 

0"

5"

10"

15"

20"

25"

0" 5" 10" 15" 20" 25" 30" 35" 40"

A
ge

User'ID

Students

Instructors



136 Y. Hiramatsu et al. 

names of the places were incomplete. We presumed the Zeigarnik effects can makes 
such results. 

Pupils are not usually interested in such inanimate objects.  They look at 
something moving objects; animals, trains or such active things. There is a big zoo at 
the same area and many pupils like to look at lions, pandas and other animals, 
however, they do not notice any bronze statues near the zoo. 

Having lecture before the outdoor study in order to win orienteering game with 
quizzes, they keep and remember the contents well. They have one point to know the 
place using our application. 

6 Conclusion 

Our learning model has succeeded to obtain good results for outdoor studying. 
Students noticed the points and were interested in the objects.  We had higher 
evaluation in the second trial that is similar to the situation of practical use at secondly 
education and confirmed the effectiveness of   Zeigarnik Effect.  

We consider the smart phone or tablets as the connecting device between 
classroom study and outdoor study. Zeigarnik Effect is the method to connect them. 
Students looked around the area, architectures, and site-specific arts more positively 
by using our application. We would like to design opportunities for students to feel 
and know about the objects of where they are.  

According to the results of the second trial, we also considered about the elements 
of e-learning. When it comes to use the ICT, we need the usability and easy operation 
in our daily life. However,  we need different idea in the field of learning application 
so that the students could find some problems or hard tasks and the solve those 
matters.Then they get some knowledge and the sense of accomplishment.  Much 
automatic information is never always necessary for their learning. It is important for 
students to make chance to think about something positively. 

At the next stage we will have chances to use our system at junior high schools, 
where the whole process inclosing scene 1(Refer toFigure2) perfectly.  

Nowadays mobile internet users are increasing year by year throughout the world 
and some other countries in Asia become to have such several days school trip.  We 
will use this system to introduce Japanese culture for them. 
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Abstract. There is considerable evidence that sleep supports memory
consolidation. Items studied before going to sleep are memorized more
efficiently than on other occasions. Consequently, we propose a learning
application based on these findings. The system includes an alarm clock,
which alarm is set only if a user answers a few questions. We implement
a prototype and conduct a field test to evaluate the effectiveness of the
system.

Keywords: Memory consolidation, CAI, sleep, learning application, smart-
phone application.

1 Introduction

Since David Hartley proposed in 1971 that memory consolidation is enhanced
by dreaming [1], many studies have been conducted on the relationship between
sleep and memory. In recent years, the importance of sleep in memory reacti-
vation has been borne out by neuro-scientific and cognitive-scientific research
[2].

Memory is generally classified into sensory memory, short-term memory, and
long-term memory [3]. Sensory memory stores sound and image information.
The duration of short-term memory is in the order of seconds. In contrast, in-
formation can retain in long-term memory until one’s death, barring impair-
ment of the brain’s function. Long-term memory is classified into declarative
and non-declarative memory. The former contains facts and knowledge that we
can consciously recall, and the latter contains unconscious skills, procedures,
and techniques that we have learned. It is well-known that both declarative and
non-declarative memories are consolidated by sleep [2].

Research shows that sleep consolidates declarative memory, but no systems
have yet utilized this finding to help with everyday life. Setting an alarm before
going to sleep is one of the routines of our daily lives. To utilize this for effective
learning, we make a ubiquitous learning system, Dream Drill. The alarm clock
application designed for Dream Drill provides a learning opportunity when a
user sets the alarm at night and turns it off in the morning. To test the effective-
ness of our application, we have conducted preliminary English-language word
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c© Springer International Publishing Switzerland 2014



Dream Drill: A Bedtime Learning Application 139

Fig. 1. Dream Drill usage scenario

memorization experiments on several Japanese participants [4]. In this paper,
we carry out more precise experiment with larger number of subjects in longer
period of days. We also present results of learning effect data from a wide vari-
ety of users, gathered by making our learning application public through Google
Play1. These results indicate that learning before bedtime is more effective than
at any other time of the day, and also show that our learning system successfully
encourages the consolidation of memory.

2 Related Work

Some alarm clocks are employed not only to wake the user up but also to help
him/her learn. The TWIST Desktop Digital Alarm Clock [5] displays a formula
on the LCD when its alarm sounds. To stop the alarm, the user has to complete
the formula by twisting the wheel on the clock. This technique is based on the
idea that forcing a user to use his/her brain and body will help him/her wake up
easily. However, this technique does not employ sleep effects to promote memory
consolidation. This device does not provide any systematic way to make users
practice memory enhancement before sleeping.

Various devices and applications have been developed for learning support.
For example, MicroMandarin [6] is a location-based application program for
language learners whose first language is not Chinese. It provides Chinese word
quizzes that correspond to the location of users. However, such devices and
applications do not provide any systematic way of making users exercise their
memory before sleeping. In this paper, in order to effectively promote memory
consolidation by sleep, we propose Dream Drill, a ubiquitous learning system
that uses the time before sleep for this purpose.

3 Design of Dream Drill

Dream Drill is a system that supports daily learning before sleep for people
whose first language is not English. We used smart-phones as mobile terminals

1 A smart-phone (Android) applications and contents distribution service by Google.
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Fig. 2. Question, correction, result and alarm set screens

and built the server using the Google App Engine. The system includes an
alarm clock function and the opportunity to perform language exercises before
and after sleep. Figure 1 shows the typical scenario for the use of the system. It
offers English language word quizzes to users before they set alarms and after
they turn them off. We chose an English word quiz, because a lot people want
to learn English and memorize English words. The screenshots of the quiz on
a smart-phone are shown in Figure 2. The system displays one English word
and four options for its meaning in Japanese. Users select one of these words
as answer. The system displays ”correct” in response to a correct answer and
”incorrect” in response to an incorrect one, along with the correct answer to the
question. At the end of a turn, the system shows the number of correct answers.
Users are able to set the alarm after the completion of the quiz.

On the server side, the database of the system stores information for each
user, such as his or her name, a list of question words, correct response rate, the
choices, the time taken to answer, and the date and time of each turn (Figure
3). At the beginning of each turn, mobile terminals fetch the words from the
server. At the conclusion of each turn, the mobile terminals send data to the
server. The server selects words at random for each user in the first version. In
the later version, word-sets are selected according to the user’s language skill as
selected in the setup menu.
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Fig. 3. Server and client configuration

4 Experimentation

Using the system described above, we performed a weeklong experiment with 10
participants to explore an effective way to learn before sleep. We selected difficult
English words that were new to all participants. The participants learned the
words simply by answering the questions asked by the system. We asked the
participants to take these tests three times a day – upon waking up, in the
daytime, and before bedtime – and compared the results. We know that a few
trials in the experimental log can be noise, such as taking the quiz before a short
nap instead of prior to going to sleep for the night, or waking up and taking the
quiz only to fall back to sleep, or taking the quiz at an unscheduled time. We
consider such data to be noise and remove it manually by referring to our survey
questionnaire, which was filled out by each participant.

Table 1 is the trial schedule of the experiment and shows when a subject
challenges each word group. The first column represents the name of the word
group, the first row represents the days of the experiment while the second row
records the time of the experiment (morning, afternoon, and evening). Each
word group contains five words and is posed to the users at the scheduled time
marked by a capital letter, as shown in Table 1. The letter ‘O’ (for once) shows
a learning trial that poses a questions only once, while ‘R’ (for repeat) shows a
learning trial that will be repeated until the user correctly answers each question
two times. ‘T’ (for test) indicates the final test to measure the effectiveness in
each word group. At the beginning of each trial, a questionnaire screen is shown
to survey the condition of sleep, such as time elapsed between learning and
bedtime, whether the user takes a nap after the last trial, etc. Although not
shown in Table 1, this experiment also has dummy word groups to adjust the
amount of learning.

Table 2 shows the results of measurement effectiveness. The numbers show
normalized scores of the final tests (out of 100). EMD (Evening Morning Double),
AED (Afternoon MD), and MAD are the word groups with four trials. EMS
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Table 1. Trial schedule for the word groups

Day1 Day2 Day3 Day4 Day5 Day6 Day7
M A E M A E M A E M A E M A E M A E M A E

EMD O O O O T

AED O O O O T

MAD O O O O T

EMS O O T

AES O O T

MAS O O T

EMR R R T

AER R R T

MAR R R T

Table 2. Average score of effect measurements (out of 100)

EMD AED MAD EMS AES MAS EMR AER MAR

89 73 80 73 65 70 87 78 85

(EM Single), AES, and MAS are groups with two trials. EMR (EM Repeat),
AER, and MAR are word groups that are repeated until the user successfully
answers correctly. In all categories, evening-morning pairs (EMD, EMS, and
EMR) recorded the highest scores. Therefore, we concluded that learning before
going to bed and upon waking up leads to higher learning effects than at any
other time.

5 Field Test

5.1 Method

We released our learning application on Google Play and gathered learning effect
data from a wide variety of users. We also offered three courses with different
levels of difficulty so that users with varying English language skills could be
involved. Users in each skill level can learn 100 English words using our applica-
tion. During the two-month field test period, 45 Android users downloaded our
program, and attempted our 10-word-quiz 170 times.

The program advises users to answer the quiz regularly in the morning, during
the day and in the evening. We recommended that learning activities be evenly
spread out during the day, i.e., a quiz be taken every eight hours. We also
recommended that users take the evening quiz just before bedtime.

In the release version of our application, the quiz schedule has been designed
to be much simpler than in the experimental version in order to obtain more
useful data. The simplification is also intended to make our application more
user-friendly, since we realize that the average Internet user is likely to be less
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Table 3. Scheduling word groups (A, B, C,...)

Time Day1/A Day1/E Day2/M Day2/A Day2/E Day3/M ...

Word groups A & B B & C C & D D & E E & F F & G ...

patient than our volunteer subjects. While we tried to evaluate effects in multiple
learning trials in the previous experiment, we designed the quiz schedule in the
release version to evaluate effects using a single session. Each English word is
sequentially presented twice. That is, if a user takes the test regularly, each
word is posed in evening-and-morning, morning-and-afternoon, or afternoon-
and-evening sessions. The regular quiz schedule is shown in Table 3. Each word
group – A, B, C, D, E, F and G – consists of five words, and users try two word
groups (10 words) in each quiz. There are 20 word groups for each of the three
skill levels, so that each skill level contains 100 words. As shown in Table 3, 10
English words are presented to the user, half of which are new and the other
half are words from previous quizzes. The word group A is a dummy group and
not used in later analyses. In case a user has missed a quiz, the relevant score is
excluded from the analysis.

5.2 Analysis

The words presented to each user can be categorized into the following two
groups:

– words of which the user remembers the meaning even before starting the
first quiz, and always answers 100% correctly

– words of which the user does not remember the meaning perfectly, and an-
swers with an accuracy of less than 100%

Let X be the number of words in the second group – the words that the user
needs to learn and does not answer perfectly in the quiz. Note that even if the
user does not know these words, he/she can select the correct answer in 25% of
all cases. This is because each question on the quiz offers four options to choose
from, and thus, the probability that the user gets the correct answer is 0.25,
even when he/she is completely ignorant of the meaning of the word at hand.
Given that the total number of the words is N , the number of words that the
user remembers 100% correctly even before starting the first quiz is (N−X). We
claim that the learning effect of a quiz trial can be measured by the improvement
of the rate at which words belonging to the second group above are answered
correctly. In the following analysis, we try to calculate the improvement of the
rate using the number of correctly and incorrectly answered words.

Firstly, we calculate the number of correctly and incorrectly answered words
in the first quiz as shown, respectively, in Formulas 1 and 2 below. Here, we
assume that perfectly memorized (N −X) words can be answered correctly, and
that inaccurately memorized X words are answered correctly with percentage
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of α. Formulas 1 and 2 describe the user’s initial knowledge of the words in the
quiz.

C = (N −X) + αX (1)

I = (1− α)X (2)

Secondly, we calculate the number of correctly and incorrectly answered words
in the second quiz. We also assume that inaccurately memorized words, from the
second group above, are answered correctly with percentage of β in the second
trial. We categorized the words used in the quiz as follows:

– CC words that are correctly and correctly answered
– CI words that are correctly and incorrectly answered
– IC words that are incorrectly and correctly answered
– II words that are incorrectly and incorrectly answered

The two letters in each category refer to the user’s performance, respectively, in
the first and second quiz. The respective numbers of words in each category is
represented by formulas 3, 4, 5 and 6.

CC = (N −X) + αβX (3)

CI = α(1− β)X (4)

IC = (1− α)βX (5)

II = (1 − α)(1 − β)X (6)

Using Formulas 4 and 6, the rate α of correct answers in the first quiz trial is
calculated as shown in Formula 7:

α =
CI

CI + II
(7)

Similarly, using Formulas 5 and 6, the rate β of correct answers in the second
quiz trial is calculated as shown in Formula 8:

β =
IC

IC + II
(8)

Additionally, using α, β, and Formula 3, X is calculated as follows.

X =
N −CC

1− αβ
(9)

Table 4 shows the results of the field test. The rows labeled by
“Evening-Morning”, “Morning-Afternoon” and “Afternoon-Evening” represent,
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Table 4. Word-learning effect. α and β denote rates (%) of correct answer for uncertain
words in the first and second trials. The learning effect is calculated by β − α.

Timing CC CI IC II N(words) X(words) α(%) β(%) Effect(%)

Evening-Morning 58 11 38 23 130 90.2 32 62 30
Morning-Afternoon 43 13 25 24 105 75.5 35 51 16
Afternoon-Evening 55 20 33 17 125 109 54 66 12

respectively, records in the quiz trials of the times before going to bed and after-
waking-up, after waking up and daytime, and daytime and before bedtime. The
columns labeled CC, CI, IC and II represent the total number of words an-
swered correctly and incorrectly in the first and second quiz trial, as explained
above. The column labeled N represents the total number of words use in the
trial. The columns labeled X , α, and β represent, respectively, the number of
uncertainly remembered words and the rate (%) of correct answers, calculated
formulas 9, 7, and 8. The last column shows the learning effect of the first quiz
trial: that is, the improvement in the percentage for answering uncertainly mem-
orized words. These are calculated by (β − α). By calculating the difference of
the percentages, we can accurately evaluate the learning effect by canceling fac-
tors arising out of the difficulty of the quiz and questions correctly answered by
chance. The results in Table 4 show that using our application before bedtime
is two times more effective for learning than using it in the morning or during
the day.

6 Conclusion

We proposed a smart-phone application based on findings that sleep supports
memory consolidation. From the results of the experiment and the field test, we
found that learning before bedtime is the most effective in memory consolidation.
This result indicates the usefulness of our alarm clock design, which provides an
opportunity to learn while setting the alarm just before going to sleep. We will
continue to improve the functionality and user-interface design of our application
to innovate more practical computing devices that support everyday learning
activities.
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Abstract. This paper is a report on a research project which was conducted on 
blended learning (BL) in an English as a foreign language (EFL) course at a 
Japanese university. In this study the BL approach to EFL teaching was defined 
as a combination of in-class and outside-of-class learning tasks and materials 
integrated in a single learning environment by a www-based courseware, ATR 
CALL BRIX (http://www.atr-lt.jp/products/brix/index.html). The use of the 
courseware outside of class was intended not only to help improve students’ 
TOEIC scores, but also to nurture self-regulated learning (SRL). A student self-
evaluation system was implemented in this project. On the basis of the findings 
of pre- and post-learning questionnaires and interviews with students, it was 
concluded that the self-evaluation system encouraged students to engage in 
SRL. Furthermore, pre- and post-TOEIC testing revealed that the students in the 
project improved their TOEIC scores (p < .01; r = .49). 

Keywords: Self-evaluation system, Blended learning, Self-regulated learning, 
E-mentoring, English as a foreign language (EFL). 

1 Introduction 

1.1 Blended Learning: A Definition 

Blended learning has been defined as a combination of face-to-face delivery with 
online delivery [1]. However, there is a lack of satisfaction with the definition that is 
apparent in the literature. As with other innovations in educational technology, there 
have been problematic issues with the definition of blended learning as the related 
technologies have developed [2].  

In this study, the BL approach to EFL teaching was specified as a combination of 
in-class and outside-of-class learning tasks and materials integrated in a single 
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learning environment by a www-based courseware, ATR CALL BRIX 
(http://www.atr-lt.jp/products/brix/index.html) which included a learning 
management system (LMS). The LMS provided a variety of learning materials 
designed to prepare students for the TOEIC Listening and Reading Test. 

1.2 Blended Learning as a Facilitator of Self-Regulated Learning 

Self-regulated learning (SRL) is defined as a set of proactive study processes that 
students use to manage their own learning by making decisions about their own 
learning goals, by selecting and deploying learning strategies and by self-monitoring 
their own effectiveness as learners [3]. 

Nicol & MacFarlane-Dick [4] found that feedback is a key element in the 
development of SRL as it informs students of the parameters of good learning 
behavior through self/peer learning performance comparisons enhanced by analytical 
interaction with instructors and peers. This process facilitates self-assessment and the 
development of self-esteem, key processes within SRL. Butler & Winne [5] also 
found that the richer the feedback a learner received, the higher the level of self-
regulation. A study by Sadler [6] suggests that when constructive feedback empowers 
students self-regulatory skills improve. Interaction and feedback facilitates analytical 
thinking, as learners interpret what they have done or intend to do next, compare their 
own performance with that of their peers, and with the target performance level that 
their teacher guides them towards. 

The abilities to recognize what good performance is and to gauge one’s own 
performance against performance standards are key factors in the development of 
reflective learning. Interaction and feedback are important for self-assessment, as self-
reflection alone can be a limited and difficult process [7]. Effective self-assessment is 
based on the critical evaluation of actual personal experiences, in particular the impact 
on current performance of past success and failure; the analytical observation of peer 
performance; and the constructive reception of feedback from peers and teachers. A 
study by Miltiadou & Savenye [8] highlighted the importance of feedback for 
improving self-assessment in ways that will foster study persistence by allowing 
learners to accept signs of incremental steps towards target-level success. Thus, the 
variety of interaction and feedback opportunities BL offers facilitates the growth of 
SRL through self-assessment skill-building. 

Using several case studies from Japanese universities, Goda [9] examined e-
learning environments and their capacity to encourage SRL. Goda [9] created a self-
regulated learning scale for e-learning based on a study by Wolters, Pintrich, & 
Karabenic [10] which has 4 categories of SRL strategies; affective, cognitive, help-
seeking, and independence-generating. The scale was designed for the purpose of 
investigating the link between learner types and learner behavior to ascertain what 
kind of support students require. It was hypothesized that different learner types when 
engaged in e-learning require different approaches to the provision of appropriate 
types and amount of support. 

At Yamagata University, Japan, the scale was used to determine the influence of e-
mentoring in a blended learning course. It was found that e-mentoring had an affect 
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on help-seeking. In a further study, time management was focused on as a SRL target 
behavior that the use of a LMS could improve, particularly with regards to having too 
much freedom in terms of the use of time which can lead to postponement of tasks 
and failure to complete assignments [9]. 

Kumamoto University in Japan has used a CALL English program to improve 
students’ autonomy and SRL skills. The system allows students to check their own 
learning progress and amount of time spent on the LMS and compare their learning 
performance with that of their classmates. The findings of this study suggest that an e-
mentor and other forms of support are important in order to increase time spent on 
SRL activities [9]. 

Ng, Seeshing Yeung, & Yuk Hung Hon’s study with EFL students in Hong Kong 
[11] shows a correlation between levels of learner satisfaction and two factors: learner 
self-management of the amount of time and effort invested in learning and the amount 
of time spent on self-assessment of their learning performance. The study claims that 
learners who are active in self-assessment have more effective learning outcomes than 
learners who attend class and engage in few self-assessment processes. Thus, it can be 
expected that BL practices that involve peer and teacher interaction and a deep 
engagement with materials will encourage the active learning behavior common in 
self-regulated learners. 

Sagarra & Zapata’s [12] study of Spanish L2 learners in the United States claims 
that how learners acquire information is related to the depth of engagement with the 
materials and the learning process. For example, resubmitting work in the online 
phase multiple times and then being encouraged to self-assess each time in the face-
to-face phase, prompts critical thinking, and the creation of more opportunities for 
self-assessment, reflection and satisfaction due to a growing sense of achievement as 
progress is made toward learning goals. Learners who were active in self-assessment 
increased their self-awareness of SRL strategies. 

Qu [13] found that high levels of engagement in interaction and feedback enhances 
self-efficacy levels in EFL learners in China. Conventional courses with limited 
resources, usually the teacher and the students, have low levels of input from peers 
compared to BL courses. It was found that encouragement and inspiration from 
teacher and peer feedback that acted as scaffolding built learners’ self-confidence. 
Through engagement with other people, cognitive processes were activated, and as 
students became increasingly aware of their own weak and strong points, their 
problem solving strategies improved. 

Sanprasert [14] investigated a BL delivery system for Thai EFL students that was 
designed as scaffolding to create a flexible learning environment based on 
autonomous learning. Thai students are generally described as being obedient to the 
point of being over dependent on their teachers. Thus, classroom time assigned to 
face-to-face interaction may mainly be spent in students listening to the teacher talk. 
The study acknowledged that it is not easy to radically alter ingrained learner and 
institutional characteristics; however, if teaching and learning methods shift the 
classroom power structure, individual capacity may be liberated. Sanprasert [14] 
found that students who had been described as having low SRL levels became more 
aware of the importance of their own roles, they gained in confidence at setting goals, 
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and did not just rely on receiving them from the teacher. The students reported that 
feedback which allowed them to compare their performance with that of their peers 
was a good source of motivation. While many students still preferred to have face-to-
face time with a teacher, blended learning had altered their beliefs and behavior in 
ways that resulted in more active SRL activities. 

A study by Jochum [15] examined the use of blended learning by learners of 
Spanish and the impact of self-reflection and assessment. The study identified how a 
BL multiple delivery system prompted SRL. Although the online activities were 
student-centered and thus, facilitated independent learning and consequently 
improvements in learner self-esteem, it was concluded that online materials alone do 
not provide students sufficient output opportunities and feedback. It was found that if 
online tools are used to provide data on learner progress to teachers and students, 
teacher and peer feedback can become a rich source for self-reflection which may 
prompt learners to adapt their learning strategies in the SRL practice phase. 

The studies reported above offer encouragement that systematic procedures for 
student self-evaluations in the BL approach to foreign language teaching may 
promote SRL. Positive findings are reported on efforts to constructively apply the on-
going developments in ICT to create effective combinations of on-line and in-class 
mentoring in programmed generic e-mentoring and face-to-face in-class teacher and 
peer mentoring. The studies rest on an assumption that students will use on-line self-
evaluation materials and add to it in their own independent and individual ways in 
class. 

In the classroom students must be willing to interact with each other and their 
teacher as learning colleagues, and not as isolated individuals or in groups that are 
primarily friendship-based. Based on such constructive attitudes, classroom time can 
be devoted to interaction between students and their teacher that will support outside-
of-class study through problem-solving tasks which depend for success on self- and 
other-analytical reflection of learning task performances. 

The aim of the study reported in this paper was to learn how to recreate the self-
reflective independent learning environment that some high-performing students 
employ to continuously and gradually improve their skills. Professional mentoring for 
top performers typically relies on self-reflection by students that allows timely critical 
interventions by the mentor. The aim of our study is to apply this combination of 
teacher/peer-mentoring and self-mentoring to enhance students SRL effectiveness at 
the same time teachers become more insightful mentors to the full range of students 
they teach from the highest to the lowest proficiency levels. 

The study reported in this paper explores a way of creating and sustaining student 
motivation at levels high enough to ensure that a virtuous cycle of reflection, 
mentoring intervention and performance is created. 

2 ATR CALL BRIX 

ATR CALL BRIX is a www-based courseware with a LMS, which contains seven 
different functions: 1) study logs, 2) feedback on the achievement rates of student-set 
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goals, 3) records of the frequency of the use of the materials, 4) a record of time spent 
on learning, 5) a continuous update of the average score on the TOEIC learning tasks, 
6) an evaluation of students’ weak points and advice for further learning, and 7) 
students’ rankings in comparison with other students in the course [16]. 

The courseware was used in conjunction with weekly messages of advice and 
encouragement from an e-mentor team, student in-class completion of a self-
evaluation form in which students reflected on their progress and set personal learning 
goals, and in-class teacher-student communication in learning tasks. 

3 Research Question 

The project sought to answer the following research question: Would this project’s 
student self-evaluation system lead to an observable development in student attitudes, 
knowledge, and skills which characterize successful SRL practices? 

4 Student Self-Evaluation System 

A student self-evaluation system was implemented in this project which combined e-
mentoring outside of class and weekly in-class self-evaluations as part of the course 
routine. 

E-mentoring can be defined as similar to traditional mentoring but accomplished 
through ICT communication. It is also known as online mentoring, virtual mentoring, 
telementoring or cybermentoring, utilizing computer-mediated communication tools 
such as e-mail, listservs, chat groups, and computer conferencing [17], [18], [19]. E-
mentoring has been adopted by companies, educational institutions and community 
programs where face-to-face or synchronous mentoring is not readily accessible, for 
example where there is a substantial distance between mentor and learner [18]. 
Compared to e-coaching where the focus is on a single goal or area of performance, e-
mentoring involves a more ongoing period of advice to support an individual’s 
development in a more general sense, for example, in achieving their career goals 
[18]. Within an educational setting, e-mentoring can be said to cover the academic or 
non-academic needs of the learner such as providing advice regarding the retention of 
knowledge and enhanced academic performance, or giving encouragement when 
human relationship problems interfere with study. The term online-tutoring, in 
contrast, is used when the focus of support is limited to academic areas [20]. 

For outside-of-class e-mentoring, students were placed in four groups according to 
their TOEIC scores at the beginning of the semester. An e-mentor team of one teacher 
and a graduate school student teaching assistant sent different need-based messages of 
advice and encouragement weekly to the mobile phones of the students in each of the 
four groups according to how often the students used the LMS learning materials. In 
addition, a self-evaluation process was a feature of the weekly class. The students 
reflected on their previous goals and set new goals for the following week in 
consultation with their peers and the classroom teacher. Fig. 1 shows a flow of the 
tasks of participants and the e-mentor team in the student self-evaluation system. 
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Fig. 1. Flow of tasks of participants and e-mentor team in the system 

5 Validation of the Study  

5.1 Participants 

Twenty nine students at a university in Japan participated in this study. The 
participants’ scores on the TOEIC Listening and Reading Test in September ranged 
from 295 to 650 (average = 482.59). 

5.2 Method 

The participants were provided, as out-of-class activities, with the courseware 
materials for improving their TOEIC scores between September, 2012 and January, 
2013. The materials were designed to be completed in eight weeks, and each week the 
records of the seven LMS materials were compiled. A pre- and post-course, the 
Online Self-Regulated Learning Questionnaire (OSLQ), was administered in 
September and in January. It included 24 items which used a 5-point Likert scale for 
ranking student responses from strongly agree (5) to strongly disagree (1). The OSLQ 
covered six SRL constructs [21]: setting goals, structuring the learning environment, 
creating learning strategies, managing time, seeking help, and conducting self-
evaluations. The student self-evaluation system was implemented in this project 
which combined e-mentoring outside of class and weekly self-evaluations as part of 
the class routine between September, 2012 and January, 2013. 

5.3 Results and Discussion 

Scores of four out of the six SRL constructs significantly increased as described in 
Table 1, below. The results indicate that the messages that the e-mentor team sent 
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weekly to the participants and the self-evaluation form in which the participants 
reflected on their goals of the week and set new goals for the following week were 
likely effective in encouraging SRL behavior. Task strategy creation and help seeking 
SRL behaviors showed no significant changes in score level, although help seeking 
scores decreased. A possible explanation could be that the ATR CALL BRIX’s LMS 
gave the participants adequate advice and explained which materials should be used 
in order to overcome weaknesses in their study plans to improve their TOEIC scores. 
The following statement is a typical student statement regarding their appreciation of 
the LMS: “The LMS is so nice. It shows me what I can do to improve my TOEIC 
score.” 

Table 1. Results of OSLQ in September and January 

 

Furthermore, pre- and post-TOEIC testing was conducted in September, 2012, at 
the beginning of the semester and in January, 2013, at the end of the semester. The 
result as is shown in Table 2 revealed that the students in the project significantly 
improved their TOEIC scores (p < .01; r = .49). 

Table 2. Results of pre- and post-TOEIC testing 

 

6 Conclusion  

The following research question was the focus of the project described in this paper: 
Would this project’s student self-evaluation system lead to an observable 
development in the student attitudes, knowledge, and skills which characterize 
successful SRL practices? The results of the study reveal the student self-evaluation 
system, an important component of our BL project, encouraged SRL development.  

Further research should be conducted to identify which particular types of e-
mentoring may be most effective in encouraging SRL. 

Acknowledgement. This study was supported by a Grant-in-Aid for Scientific 
Research (#23242032) from the Japan Society for the Promotion of Science. The data 
presented, the statements made, and the views expressed are solely the responsibility 
of the authors. 

OSLQ (September) OSLQ (January) p r

Goal setting 2.86 3.26 .002** .57

Environment structuring 3.14 3.55 .030* .56

Task strategies 2.40 2.45 1.00 .00

Time management 2.68 3.20 .000** .66

Help seeking 2.13 2.05 .523 .12

Self-evaluation 2.53 2.83 .043* .38

*p < .05; **p  < .01

Gain p r

Pre-TOEIC Post-TOEIC

482.59 (91.01) 520 (116.02) 37.41 .009** .49

**p < .01

TOEIC score (SD)
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Abstract. Society@school, a Telecom-Italia Social Reading application 
designed as a tool for education (presented in its first version at HCI 
International 2013) turned out to be a useful tool for students with Specific 
Learning Disabilities (SLD). Social reading could be a way to compensate some 
SLD, such as dyslexia, allowing a real inclusion of these students in the school 
system. The design process, aimed at including specific design requirements for 
SLD students with a user-centered design approach, is presented.  

Keywords: Social reading, User Experience, School, User Interface, Social, In-
clusion, SLD, Constructivism. 

1 Introduction  

Society@school is an application for social reading running on IOS, Android and PC 
Systems. With social reading we refer to the possibility of sharing opinions and 
annotations inside a community-based group with similar reading interests (such as 
high-school students of the same course and readers of the same book or reading 
genre). By using society@school, students and teachers can also find and produce 
new multimedia contents. In this way, students can be active actors of the educational 
process, by constructing their studying materials and, in the end, building new 
knowledge. This process makes reading a social and shared experience.      

The theory underlying our app is Constructivism (Vygotsky, 1978), according to 
which the goal of education should be to become creative through conceptualizations 
and synthesis of prior experience to create (or construct) new knowledge. According 
to Vigotsky (1978) every student has a "zone of proximal development" which is the 
distance between the actual development level, as determined by independent 
problem solving, and the level of potential development as determined through 
problem solving under adult guidance (i.e. a teacher) or in collaboration with more 
capable peers. Therefore interaction and active collaboration between peers is an 
essential part of the learning process. 
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In a first trial we asked one secondary school (2 classrooms: 42 students, 3 
teachers) to test Society@school in their daily educational activities for 6 months 
(Guercio et al. 2013). On the base of the feedbacks collected during this trial, we 
inserted some specific extra tools, such as vocal recording and reading, cognitive 
maps and text customized format. Furthermore, by testing society@school in the 
context of use, we realized that our app could be very useful also for students with 
specific learning disabilities (SLD), an emergent problem in the Italian education 
system, due to the increasing number of SLD students. Epidemiological data report 
that 10-20% of school-age population has learning difficulties. In particular, children 
with Specific Learning disabilities (SLD) are about 5% of the school population 
(Stella et al., 2009). 

Therefore, the goal of the present study is two-folded, being focused on both 
customizing society@school by defining the appropriate user requirements for SLD 
stu-dents, and improving the social reading experience for the class group as a whole 
(i.e. students and teachers). By adopting a user-centered design approach, we consider 
the designing process as an iterative process, in which users’ involvement is requested 
in every step of the designing process. 

We started to define user requirements with both an analysis of scientific literature 
and a review (and consequent analysis) of the existing tools designed to support SLD 
in the education system.  The second step consisted of a heuristic evaluation of 
society@school carried out by our UX team, integrating Nielsen’s (1993) heuristics 
with WCGA guidelines for accessible web interfaces. Then we run a participative 
heuristic evaluation by asking 15 users (i.e. teachers, psychologists, students with 
developmental dyslexia and their parents) to test the application and to refer their 
User Experience. Users were let free to use the application with the help of an expert, 
who was also collecting and stimulating their comments and suggestions, referring 
each com-ment to the correspondent heuristic (such as navigation, familiarity and so 
on). 

The comparison between expert and participative heuristic evaluations brought to 
define the designing requirements. Through a quick Balsamiq prototyping, 
society@school became a cloud-based solution, including not only annotations and 
notes, comments and links to multimedia extra-contents, highlights and sharing 
options, but also new functions, which are intended to be useful for both SLD and 
typically developed students.  

2 State of Art 

2.1 Dyslexia and Specific Learning Disabilities 

Developmental Dyslexia is usually defined as a neurodevelopmental disorder 
characterized by slow and inaccurate word recognition (e.g. Lyon & Shaywitz, 2003). 
Although usually considered of constitutional origin, its actual mechanisms remain 
the subject of intense research endeavor in various neuroscientific areas and along 
several theoretical frameworks.  Developmental Dyslexia causes small but significant 
anomalies in brain sites involved in the organization of linguistic and cognitive 
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functions of reading (Consensus Conference, 2007) and present a high rate of 
comorbidity with other SLD (such as dysgraphia, i.e. difficulty in writing, and 
dyscalculia, i.e. difficulty in calculating) as well as attention deficit hyperactivity 
disorder (Stella, 2004). 

To date it is possible to identify at least four major theories, identifying different 
causes for developmental dyslexia: 

1. Phonological deficit theory - the basis of reading disorder is a persistent 
impairment of the module for phonology, which pervasively affects various aspects 
of phonological processing (Catts, 1989); 

2. Theory of automation deficit (cerebellar) – the lack of automation would be 
determined by a cerebellar dysfunction which compromise a more general 
automation of skills, not only for reading, but also for other motor sequences and, 
in general, for implicit learning. In addition, this hypothesis seeks to explain the 
general difficulty shown by dyslexics in performing two tasks at the same time; 

3. Theory of visual/auditory impairment (magnocellular) – an impairment in the 
coordination of visual and auditory stimuli causes a difficulty to respect the cor-
rect sequence of letters in a word (as is the case of "cursor", which becomes 
"rucsor"); 

4. Theory of attention deficit – The automatic orienting of spatial attention, and in 
particular a deficit in selective spatial attention, may distort the development of 
phonological and orthographic representations that is essential for learning to read. 
In a recent study, Franceschini and colleagues (2012) demonstrated that pre-school 
children with visual-spatial attention problems are the same who later develop 
dyslexia. A relevant paper for our goal (Zorzi et al., 2012) shows that in-creasing 
the space between the letters of a word (and between words in a sentence), 
improves the speed and accuracy in the reading of dyslexic children. This study 
confirms the importance of using a specific font for dyslexics and the possibility to 
customize the page layout of an eBook. 

2.2 Compensatory Softwares for SLD   

The difficulties arising from dyslexia can be compensated with the help of specific 
tools. In last decades, a plenty of such tools have been developed for the educational 
system.  

Compensatory software allow people with SLD to achieve a good degree of 
autonomy, and overall they guarantee to SLD students the opportunity to learn and 
communicate without depending on a mediator (Peroni et al., 2010). 

Below the most common compensatory tools for the Italian education system are 
reported. 

• the "Talking Calculator", a calculator with a speech synthesizer that reads numbers 
and operation signs as you type; 

• specific software for writing and reading with lexical prediction and spelling 
corrections. Most of the existing text editors (such as Office Word, OpenOffice 
Writer, or Writer Libreoffice) have these functionalities too; 
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• Digital Voices (synthetic voice like Loquendo-Nuances) designed to "read with 
ears", help dyslexic children by decreasing the cognitive load they usually have 
when reading; 

• Audacity is the best solution to record lectures. It has a free portable version and 
allows users to record, edit the audio file and save it as MP3; 

• Aplusix is a French commercial software for arithmetic assistance, available in 
Italian as well. It helps students in solving calculations by guide them step by step, 
indicating whether the each single step is carried out correctly; 

• Berlitz is a useful plug&play program  for translations from foreign languages: it 
instantly translates each single word in 5 different languages (including English, 
French and Spanish) and is also equipped with speech synthesis; 

• the visual organizers to create maps, charts and diagrams (for the study and the 
summary of written texts) are considered very useful: SuperMappe Anastasis with 
all its useful features is the most used instrument for dyslexics in Italy; 

• the "easy to read" books are becoming increasingly popular: those books have 
typographical choices that make them much more readable, such as big characters, 
special fonts, increased spacing, not justified alignment, no hyphenation and all 
key elements for the easy reading; 

• Anastasis and Erickson, two of the most influential educational publishers in Italy, 
makes available for schools audio books and spoken books read by a human voice 
and distributed on CD, tapes or MP3.  

3 The Design Process to Integrate SLD Requirements in 
Society@school 

After testing society@school in a trial in the city of Trento (Guercio et al. 2013) and 
according both to the benchmark on the available software and the analysis of 
literature about dyslexia and SLD, we realized how important it would be to develop 
society@school towards a real inclusion of all the students in the learning process. 

For this reason we focused our analysis on the development of design requirements 
for SLD students, using the User Centered Design approach, i.e. an iterative process 
that puts the user in the center in every step of the designing process, from the 
collection of user requirements to the final evaluation 

In particular, we started from a heuristic evaluation of society@school to evaluate 
if our app, thought for general consumers of the educational world, would be usable 
also for people with especial needs. After the expert evaluation we interviewed 15 
individuals involved at different levels with developmental dyslexia, to find out 
specific requirements for that type of users. Users’ requirements were transformed in 
designing requirements and inserted in a new low fidelity prototype of 
society@school. This new version was tested with SLD users before the final 
implementations. 
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3.1 Heuristic Evaluation Results 

In the heuristic evaluation, we analyzed the application according to the guidelines of 
both heuristic analysis (Nielsen, 1993) and accessibility. Main results were related to:  

• Visibility and feedback: there are no violations of the heuristic of visibility. 
Moreover, the application is easy to interpret, with good feedback for each user 
interaction. However, text formatting is not usable for SLD students and a violation 
of the WCGA principle of visual presentation has been identified: there is no left 
alignment of the text and there is no division into paragraphs; 

• Consistency and standards: the application is consistent and icons are overall 
intuitive. However, for students with SLD the Text To Speech functionality is too 
mechanical and without intonation; 

• Familiarity and Control: the "back" function is always available and respect 
“standard de facto” for tablet applications; all the icons are well positioned; 

• Navigation: In two cases some weakness were highlighted. In the first case, when 
the touch screen is tapped to select the text there is no feedback, which left the user 
with the idea of not having performed the action correctly (a serious break of the 
principle of visibility and feedback). In the second case, after selecting the text, the 
context menu could appear at the top or at the bottom of the screen in a random 
way; 

• Flexibility, style and friendliness: in general, standards of flexibility and efficiency 
for a good usability are respected. Features are simple and designed to avoid 
technological breakdown. The user interface makes the interaction easy, reducing 
user's cognitive load by the use of very intuitive icons. 

3.2 User Interviews and Test of Application Prototype 

To collect specific user's need of SLD needs, we interviewed 15 individuals: four 
students (three attending high school and one college), three educators, three teachers 
(one teaching at high school and two at “middle-school”, i.e. a school for children 
aged from 10 to 13 years old), three parents and two psychologists. The interviews 
were face to face and were different according to the interviewed individual; each 
interview lasted on average 55 minutes. 

Each interview was structured in five different steps. The first step was dedicated 
to collect information about the role each individual have in the “SLD world”. In the 
second part the questions focused on the most frequent needs of SLD students, on 
their difficulties and on their learning requirements. The third phase was aimed at 
collecting information about the most used tools for compensating SLD weaknesses. 
In the fourth phase each interviewed was given a tablet with society@school, asking 
them to use it and to refer comments and criticalities to the interviewer. Then the 
interview was concluded by the last phase, consisting in 15 questions regarding the 
collaborative learning, aimed at having information about the core of society@school 
and its possible improvements. 
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3.3 Main Results and User Requirements for SLD Students 

The main needs emerging from interviews involve support in reading, writing, 
calculation and recovery of grammar and arithmetic rules. In particular, it was 
highlighted that SLD student should be supported during both homework and 
exercises at school, with the help of grids for reading, forms, summary tables and 
mind maps.  

It emerged the need for a single solution, which can simultaneously compensate 
the SLD students' difficulties and integrate the learning process for the whole class-
room. 

The features requested by the majority of respondents are: 

• The app should be ease to use and designed to avoid cognitive overload; 
• The app should be synchronized in all devices so that one can write down on his 

tablet, view and make quick additions on his smartphone, and then double check 
all on his personal computer at home; 

• Readability is a crucial requirement: a specific font should be available; a change 
in text format (overall enlargement) is requested; justified alignment has to be 
avoided. Dyslexics prefer to read with left alignment of the text and spacing should 
be at least 1.5. It should be possible also to change the color of both text and 
background, as well as screen luminosity, which base-level should be low, to avoid 
eyes tiring during the reading;  

• Collaborative learning and the presence of a social network are two important 
requirements: all participants think that it could be useful to integrate in 
society@school some specific features of the most popular social networks (i.e. 
Face-book) like groups, private conversations, group working, and so on. 
However, ac-cording to teachers, these functions should be used under their 
supervision given that, as a teacher said during his interview, "too much freedom 
could destabilize students”. On the contrary, students prefer autonomy and self-
organized study; 

• Encyclopedia (like Wikipedia) is requested: the whole sample agrees that a 
vocabulary can greatly help individuals with SLD; 

• All the interviewed claimed that personalized study path is necessary and that users 
should have the possibility to activate or de-activate each different tool, because 
things change during the year, and some deficits may be compensated; 

• Mind and conceptual maps are fundamental functionalities to be introduced; 
• Speech synthesis is a significant enrichment: once again, all the 15 participants 

agree that the use of speech synthesizers can be a valuable aid. It would be optimal 
to use the synthesizer while surfing the web, taking notes or translating to different 
languages (without having to change application or system settings). Such a 
software could be useful for everyone, not only for SLD students. A requested 
requirement of speech synthesis is “a human voice”: robotic voices are disliked by 
students, who do not use tools with such voices; 

• Finally, last requirement was the possibility to record lessons and to translate them 
in written text. 
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3.4 From User Requirements Towards a Low Fidelity Prototype 

Every collected user requirement was “transformed” in graphical element or 
navigation option of the App prototype. 

• Accessibility for all (Fig. 1): a simple mode to access the App by a friendly GUI 
has been crested. In particular, we have added an icon button to change the default 
text format (spacing, alignment left, pronounced edge, special fonts, etc) into a 
simplified format. By pressing this button the whole preferred options set is 
available with one click. In this way SLD students could save their set without 
feeling “different” from the rest of the classroom;  

 

Fig. 1. Activation of simple reading mode 

• Multiple devices: Society@school will have a total synchronization between tablet 
and PC. In fact, all the work done on the tablet, will be visible on the PC and vice-
versa. This also allows users not to choose a specific platform (iOS vs Android); 

• Modularity: default settings are provided, but they can be modified by the user; 
• Readability (Fig.2): text is not justified, line spacing is set a 1.5 at the minimum, 

the possibility is given to change the space between words and letters, and fonts are 
sans serif or special (preferably EasyReading, certificated by AID - Italian 
Association of Dyslexia). Background and text colours are set black for text on a 
parchment-colored background, which makes reading more relaxing;  
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Fig. 2. Text before and after the activation of simple reading mode  

• Interactivity: Interactivity has been already present in the first version, to give the 
possibility to upload and share both text notes and media files (video youtube, 
image / photo, audio). In the new version users can also create mind maps and 
sum-maries as well as underlining, create notes and new text about the reading 
experience. We have added a translator and a fast link to Wikipedia; 

• Speech synthesis: Users could convert text to speech voices. The functionality of 
audio book has also been included.  

• Access Privileges and different interaction for students and teachers: the validation 
of both textual and multimedia materials is necessary. Teacher, or more in general 
the administrator, has the role to guarantee safe contents, by deleting notes if 
they’re considered not relevant or dangerous.  

3.5 The High Fidelity Prototype 

After the design of a low fidelity prototype with Balsamiq (a tool for rapid proto-
typing) and a short user test with DSL students, we designed the final functionalities 
and code for a new version of society@school. Below some screenshot of our 
application, which maintains all the features of the low fidelity prototype. 
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Fig. 3. Activation of simple reading mode and text customization 

…  

Fig. 4. Creation of a mind map 

 

Fig. 5. Mind map visualization  

4 Conclusion and Next Steps 

The user centered design process seems to fit nicely with the developing process of 
Society@school for both SLD and typically developed students. 
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We’re particularly focused on students attending high-schools and colleges. At this 
age (i.e 14-25 years old) the relationship between peers is particularly relevant and the 
possibility to share opinions and alternative studying materials is thus particularly 
important. For students at this age a social-reading tool could be very effective and 
useful. Furthermore, in the Italian education system special attention is dedicated to 
SLD first-grade students, without any particular program for the inclusion of older 
SLD students. A dedicated study about students of this age would be addressed in 
order to identify specific needs and define customization or a completely new tool for 
this target of students. 

The real challenge would be the inclusion in the testers panel of several high-
schools and universities. In particular the collaboration with the University of Modena 
& Reggio-Emilia is particularly relevant: the trial is starting on a university course 
with heterogeneous group of students (SLD students and typically developed), in 
order to verify the real benefits of this type of learning approach and the increased 
level of inclusion of students with SLD. 

Our aim is to validate all the choices made in the design process and to develop a 
version of society@school that could be useful for all students, including SLD, with-
out the necessity to label them as “dyslexic”.  
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Abstract. This contribution discusses the possibilities for mobile interaction 
and learning, facilitated by the increasing use of sensors in mobile devices. 
Each sensor provides information which is useful in certain learning contexts 
and allows for distinct interaction mechanisms. However a model is required 
how to collect the sensor data and connect it to the learning environment and 
content. A suitable architecture is described and the steps of the information 
flow are explained. Future prospects to enhance mobile interaction with more 
natural ways of communication supported by sensors are given. 

Keywords: Collaboration technology and informal learning, Mobile and/or 
ubiquitous learning, Personalization, user modeling and adaptation in learning 
technologies, Technology enhanced learning, sensors, context information, ar-
chitecture, m-learning. 

1 Introduction 

Over the last years smart mobile devices reached a significant market share [1]. They 
are characterized by having advanced calculating powers, high resolution displays, 
permanent internet access, an app store and social network integration as well as a full 
scale operating system like Android or iOS. They have essentially reached the tech-
nical level of former desktop environments while usability characteristics like display 
size, resolution and operating systems were standardized and gained a broad accep-
tance [15]. 

These devices use special interaction mechanisms like touchscreens and accelero-
meters which offer a broader and more natural human to computer interaction than 
previous desktop computers [2]. With increasing success they are used as e-learning 
devices, which is the focus of the research field mobile learning that can be defined as 
a special area of technology enhanced learning, where either a mobile device is used 
or the user himself is mobile and communicates with devices in his environment [3]. 

However almost all e-learning contents and interaction mechanisms are aimed at 
desktop devices. For this reason an adaptation to the special characteristics of  
mobile devices is required to better support mobile learning processes and to fully use 
their potential [4]. Especially for interaction purposes mobile devices offer more  
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possibilities and channels than most desktop e-learning environments. Several sen-
sors, primarily used in the mobile interaction and communication processes, have a 
high potential for mobile learning. In addition, the interaction with the environment, 
personalization and continuous reachability in social networks can be used to promote 
learning purposes.  

2 Sensors in Mobile Devices 

Sensors are converters that measure physical quantities and convert them to signals or 
data which can be interpreted by users, electronic instruments or applications [16]. 
Most sensors need to be calibrated which in the case of mobile devices is usually part 
of the manufacturing process. 

Examples for sensors used in current devices are the camera, microphone, accele-
rometer, gyroscope, GPS, temperature, light, humidity and pressure sensors, orienta-
tion sensor, magnetic sensor and the clock as a time measuring instrument. Related 
are scanners for mobile networks or Bluetooth devices. 

2.1 Typical Sensors and Interaction Mechanisms for m-Learning 

One important sensor of mobile devices which is usually not present in desktop envi-
ronments is the accelerometer. It is used to calculate the orientation of the device in 
space and to measure any motion of the device. Furthermore, it’s movement can serve 
as an indicator of the distraction level the user is experiencing during the mobile 
learning process. Shaking the device can trigger actions like activating learning con-
tent or switching to the next chapter while acceleration can be used to showcase phys-
ical processes within learning content. 

Most devices, except special ones used for secure business areas, include cameras. 
With this sensor, it is possible to determine whether the learner is facing the device, if 
he is focused on the content or elsewhere and to provide augmented reality support 
[5]. A small variety of facial expressions is also detectable by several phones. A cam-
era can be used to recognize an individual learner, which is useful to offer content 
according to one’s personal learning history and offer other personalization and con-
text features [6]. The camera is also useful to attach pictures or videos of real life 
situations to learning content and to or to collect further data by scanning codes like 
QR tags, which provide additional information.  

With the microphone it is possible to record annotations of the learner to the learn-
ing content, to give commands to the application and to communicate with other 
learners [7]. The microphone can be used to collect all environmental audio data and 
connect it to the current learning process, e.g. the audio is repeated when the user 
repeats the learning process which supports a better knowledge representation. The 
audio information can also be used to change device parameters like the volume or to 
request a repetition of the learning content due to a sensed disturbance. In connection 
with the internet cloud based speech recognition programs can be used to search for 
answers to questions. 
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The light sensor measures the ambient light level or illumination in lux. It can give 
information whether the mobile device is covered or worn in a pocket and when used 
outdoors of sun position and day or night time. The light sensor is able to adapt the 
mobile device parameters to the learning environment as it provides the ability to 
adjust the brightness of the mobile display to the environmental factors. A valuable 
information for learning is whether the device is covered which means a learning 
process should be put on hold if it does not solely rely on audio content. 

The GPS sensor determines the current location of the mobile device with the help 
of satellite position information and is able to provide hints about the movement 
speed of the user and the altitude. Especially the location is an important context in-
formation which is especially true for learning purposes as it is one main factor that 
determines whether the environment is suitable for learning. The location is essential 
for learning recommendations based on objects or people nearby and a lot of addi-
tional information is attainable by combining the location information with content 
from the internet [12]. It shows whether the user is learning at home, in the library or 
at the university, where he has learned before. Another example would be whether or 
not he is moving in a car or public transport, where learning might be possible but 
only with specific content which has been adapted to a short travel time. With the 
positional information, situation based mobile learning approaches become feasible. 

A clock is able to measure the learning time and to keep track of the learning histo-
ry. The local time, especially in combination with a calendar, schedule or reminder is 
able to trigger learning events, request users to learn after intervals and arrange meet-
ings with other learners. In assessments the time is usually a measurement for success. 
Sessions for learning and other activities can be defined and frequent situations of 
mobile spare time e. g. while travelling can be identified.  

The temperature sensor measures the temperature of the device or the ambient en-
vironment. It indicates weather conditions and detects temperature changes, which are 
further indicators about indoor or outdoor learning situations. Moreover it is more 
difficult to learn in an unusually hot or cold environment which might be an indicator 
for adjustment of the learning content. 

A proximity sensor measures the position of an object relative to the surface of a 
device. Usually the sensor is typically used to determine whether a handset is being 
held up to a person's ear [18] or, within a learning context, it can be used for gesture 
based control of the content or for an intuitive interaction with a virtual teacher. 

2.2 Other Sensors 

Other available sensors include the barometer which supports the GPS location ser-
vice in cloudy weather conditions, the compass or magnetic field sensor, which is also 
mainly useful for navigation purposes, and the humidity sensor. 

In addition to these commonly built in sensors additional wearable sensor systems 
are available which typically connect to the mobile device via Bluetooth. Especially 
the biophysiological values of a human body can be measured in this way, often a 
special watch or wristband is used to collect pulse data, body temperature and motion. 
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These can also be an indicator for the stress level or exhaustion which is useful in a 
learning context. 

With Bluetooth it is possible to scan for other users in the area using a learning tool 
or to exchange data between users. Data sent from local objects can be received and 
some objects can be manipulated and controlled, which offers a wide variety of real 
world interaction suitable for learning.  

Another channel, which has not been previously mentioned in detail is the multi-
touch screen, which allows for several ways of interaction usable for mobile learning, 
but is mainly seen as an input device and not as a mobile specific sensor. 

Most of these sensors can also be plugged into a desktop computer, but when de-
signing an e-learning environment these cannot be assumed in the same way it is 
possible for an average mobile device, which is a special characteristic and advantage 
of a mobile learning environment.  

3 Combining Sensor Data to Identify Learning Situations  

A combination of collected sensor data can be seen as typical for a special situation 
the user is experiencing [17]. By defining a range of conditions to match certain situa-
tions it is possible to categorize, save and later to recognize them. Some of these sit-
uations are more suitable for mobile learning purposes and some need an adaption of 
the content or the device parameters to maximize the learning support. 

Examples are quiet and noisy surroundings, spaces where there is typically less 
time for learning than elsewhere and times and dates when a learning routine took 
place in the past and is likely to be repeated in the future. This information could be 
obtained by recording sensor parameters of such a situation [14]. The captured dimen-
sions of the sensors need to be in a certain range to be classified as a known learning 
situation. 

Based on a recognized learning situation a content proposal mechanism [13], inte-
raction mechanisms or device parameter adjustments to support the learning process 
can be activated. Examples would be complex content in quiet situations without 
much distraction, like being in the library or at home, and short learning nuggets in 
busy situations, like travelling in a public transport. 

4 A sensor Based Interaction Architecture 

4.1 Technical Collection of Sensor Data 

To make the sensor data usable for learning purposes, a service has to collect the data 
and provide ways for an e-learning application or learning management system to 
obtain this data. The service collects the data of the selected sensors continuously and, 
after a filtering process to reduce the complexity, streams it to the applications. A 
suitable transfer format for the multi-dimensional information is necessary to extract 
the relevant data and to convey it to the learning application.   
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4.2 Interaction Architecture 

A suggested architecture to work with sensor data to support the interactions in mo-
bile learning is described in the following paragraph. Using a client-server architec-
ture multiple mobile devices can be supported by a server, which hosts the learning 
content, and a certain mapping logic for sensor data. This data is collected through a 
context service [8] which aggregates the raw data of all hardware sensors and then 
filters it to reduce the amount of data to relevant parts needed in the current context. 

This data is sent to a server, where a decision making engine maps it to different 
categories and determines the degree of fulfillment of a certain action or decision.  
Based on this, a learning situation may be recognized and suitable learning objects 
can be chosen and sent back to the mobile device [comp. 9].  

 

Fig. 1. Sensor based interaction architecture 

The learning management system on the client’s mobile device delivers the learn-
ing object sent by the server to the user. The learner benefits from learning content 
that is appropriate to the actual context he is currently in. In addition, an assisting 
mechanism to better support the mobile learning in the recognized situation can be 
started. An example would be the rise of the volume level or the adjustment of the 
device’s brightness level. 

To adjust the decision making process on the server, user feedback data is collected 
about whether the learning object and assisting mechanisms were appropriate for the 
learner. 
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5 Connecting Sensors and Learning Content 

To connect the sensors with the learning environment a model which supports sensor 
data acquisition and the inclusion of the sensor data within the learning content is 
necessary. Furthermore, if the sensor information is supposed to trigger actions to 
support the mobile learning process, an event based interaction model specified for 
the learning content is required. 

A set of rules determine the way the sensor is used and how it affects each learning 
content. 

The following figure [Fig. 2] shows mobile learning content which is connected 
with sensor data. The sensors can be clipped to the learning objects and are indicated 
by icons. During the learning process the sensors are used to display information in 
the content or to change device parameters. 

 

Fig. 2. LMS with Learning Objects connected to sensors 

6 Towards a Mobile Pedagogical Agent 

A natural form of tutoring and interaction in e-learning is the communication with or 
through a virtual pedagogical agent. In this context the collected sensor data can serve 
as a basis for a mobile pedagogical agent to allow a human-like form of interaction 
with the mobile device. The advantage of such a system would be to have a mobile 
learning system which is visualized by a face, following the theoretical implications 
of the persona effect [10]. The sensors would serve as senses and interaction channels 
for an agent. Furthermore, the sensory equipment could not only be used as a  
passive source of surrounding environmental information, but result in a pro-actively 



 Sensor Based Interaction Mechanisms in Mobile Learning 171 

assessing agent-infrastructure [11]. By implementing aforementioned senses to the 
pedagogical agent, the transfer of knowledge would be greatly enhanced, since learn-
ing software usually does not observe the user’s visual attention to the learning ma-
terial nor does it check for disturbing noises in the learning environment. By opening 
up these additional channels of non-verbal communication, any e-learning software 
would be able to adjust its material presentation and enables it to react pro- and re-
troactively to disruptive occurences. 

7 Conclusion 

This paper discussed the different sensors available in mobile devices with the focus 
on enhancing the mobile learning experience. Several techniques to use sensory in-
formation for mobile learning purposes were presented and scenarios for practical 
application, methods for implementation and evaluation are suggested. Using a sensor 
based interaction architecture, matching rules and the concept of defining specific 
learning situations from data aquired by sensors is a feasible way to utilize this con-
text information in learning content. 

Following this evolution an efficient use of sensor data leads to more natural ways 
of human computer interaction and thus can be used to further enrich e-learning sce-
narios and support mobile aspects of learning.   
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Abstract. Mobile application design is a strong motivator for student-centered 
computing. By including visual and spatial data in a mobile application, stu-
dents can develop a 3-D implementation which can provide the mobile app us-
ers with a virtual experience. The development of a mobile app for a historical 
burial ground provides an example of how to integrate database information 
with visual and spatial data to achieve s virtual experience.  The case study 
presented here, using both Android and iOS devices, includes three parts.  In-
itially, an existing database was converted for mobile application access.  This 
was followed by design integration in support of the desired mobile app fea-
tures.  Finally, the inclusion of an image gallery, with visual and spatial ele-
ments, integrated with the mobile application, resulted in a compelling mobile 
application, providing a virtual replica of an actual visit to the historical site. 

Keywords: Mobile application development, Android, iOS, visual data, spatial 
data. 

1 Introduction 

As part of a student-centered design project, a mobile application (‘app’) for a histori-
cal burial ground was developed by a team of undergraduate computer science stu-
dents. The mobile app includes a database of deceased people interred in the burial 
ground of the First Presbyterian Church (FPC) of Elizabeth, New Jersey, which is 
integrated with visual and spatial data to create a virtual experience emulating a phys-
ical visit to this historical burial ground.  

The idea for the mobile application was initially motivated by the Reverend Higgs, 
the religious leader in charge of the FPC. The church is home to a historical cemetery 
that contains many local people as well as several well-known individuals who were 
important in the history of New Jersey, one of fifty states in the United States. The 
cemetery at the church is very old and includes gravestones dating back to the 1700s. 
The land itself was used to establish The College of New Jersey, which later became 
Princeton University [1]. Buried in this land are important characters from American 
history such as James Caldwell and several hundred members who served in the 
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American Revolution, as well as slaves and commoners. The church and graveyard 
receive many visitors every year who are interested in the history of the church and 
the lives of those whom are buried there. 

Reverend Higgs, an enthusiastic advocate of technology, requested a mobile appli-
cation that would begin by introducing the church with a small description. The pri-
mary reason for the app comes from the cemetery itself. The mobile application was 
envisioned as having a search function that would allow anyone with the app to be 
able to search the cemetery using any search criteria they desired, for example: name, 
age, or date of birth. The application would provide information on all the deceased in 
the cemetery who matched the search criteria. Anyone using the app could then select 
a person and the app provides all the information on that person’s gravestone includ-
ing where in the cemetery the burial plot and headstone can be found. The gravestone 
information within the application is useful because of the physical age of many of 
the gravestones has results in some headstone inscriptions no longer being legible. 

In addition to the search function, the app provides a map of the graveyard which 
can be zoomed in and out using pinch gestures, as well as a section with more infor-
mation about the cemetery, including contact information and a photo gallery. This 
paper describes the steps to organize, design and develop this app. 

2 Organizing Development Groups 

The development project was managed and executed by students. The team encom-
passed a range of programmer expertise. A common method for developing applica-
tions is to break up the work that is required among the team of developers, with a 
team leader [2]. The first task of the team leader was to bring all the developers up to 
the same level. While all members of the team had prior Java programming expe-
rience, there wasn’t anyone experienced with the Google Android or Apple iOS APIs.  

 

Fig. 1. Platforms Selected for Development 
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The Android development environment was provided by the Eclipse Integrated 
Development Environment (IDE), which was then linked to the Android Software 
Development Kit (SDK) with an Eclipse plug-in. The Apple iOS development was 
carried out in the Xcode 4 IDE environment using the Objective-C programming 
language. In both development environments, the work was divided evenly based on 
the skills and personal preferences of each team member.  

The iOS team had to learn Objective-C and the Xcode IDE, which they did by 
watching the Stanford iOS video lectures on iTunesU [3] and reading books on iOS 
development [4]. The team leader created a schedule for watching the video lectures 
so that everyone in the group would be on the same level. The video lectures also 
included challenges that the viewer should try to solve with hands-on coding. After a 
few video lectures, the students were familiarized with the IDE and ready to start the 
development of the app. 

The Android team used a similar approach by reading a book on Android devel-
opment [5]. The team leader created a schedule for reading the book chapters in order 
to keep everyone at the same level. The book provided practice applications to pro-
vide a hands-on learning experience. After reading the first eight chapters, the team 
was ready to begin the implementation of the app. 

Learning new libraries and a new programming language takes time. For that rea-
son, the project would take more than one semester to be completed, so the milestones 
were set within a two semester time frame. Each member of the group would be re-
sponsible for keeping a blog with progress information. This helped the students 
maintain focus. Also, it was useful for documenting the project. 

Additionally, milestones were used to make sure everyone worked towards the 
same goal. The initial goal was to have a “skeleton” of the application - the base 
layout with all of the functionality required to navigate the app, but without content - 
running on the iOS simulator within a month. For the second milestone, the skeleton 
would be filled with content and include a functioning map that scrolls and zooms in 
and out. The third milestone was to implement the search functionality retrieving data 
from the database. Finally, the fourth milestone was to submit the application to the 
Apple store, a goal which was expected by the end of the first semester. 

3 Designing the App 

With a student-centered approach, the team began with a site visit. By physically 
visiting the site, the students learned the actual physical layout of the burial ground as 
it existed in the community, and began thinking about how they could replicate this 
experience for users of the mobile app. During the site visit, photographs were taken, 
and notes were made regarding engravings on the tombstones.  

After brainstorming ideas and sketching the app, the application design that 
emerged included four primary functions: a home screen, a search page, a map of the 
cemetery and more information page. To access each of these activities a tab bar was 
required at the bottom of the application. An initial splash screen was also imple-
mented to provide a perceived short loading time for the app as well a small amount 
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of information about the church while the database is loaded in the background. The 
home page design selected was a simple image slide show of the cemetery accompa-
nied by a quote from one of epitaphs in the tombstones. The slideshow provided the 
first visual image of the graveyard and served to familiarize the user with the envi-
ronment in the cemetery. 

Applications can be categorized in two groups: web-based and native client [6]. In-
itially, the team considered developing a web-based app using HTML5. Facebook and 
Verizon are examples of apps that chose to use HTML5. In this case, it is easier to 
update the content server-side and all users will see the changes instantly. However, 
these apps perform poorly compared to native apps. Users also tend to respond nega-
tively to this format [7]. Generally, native code will run better and the perceived value 
of the product will be higher, which is why the team chose to develop native iOS and 
Android apps. If they were to create an HTML5 portal, it would not packaged as an 
app; instead it would be using a universal URL [8]. 

4 Development Phases 

The mobile application development identified included three parts. First, an existing 
database had to be converted and organized to support the mobile application access. 
This was required to pull the database information into the phone effectively and give 
the user access to it.  

 

Fig. 2. iOS and Android home screen with tab bar navigation 
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Secondly, the iOS team had to start development ahead of the Android team because 
the client requested priority for the iOS app. A tab-bar application was developed 
with four main tabs (Fig. 2). These included the “home”, “search”, “map” and “more” 
tabs. The home tab is the entrance to the app and the search tab is what connects the 
user to those interred in the burial ground. The next tab was “map” (Fig. 3), which 
displays a map of the entire burial ground in which the user can use pinch gestures to 
zoom in and out of areas.  

 

Fig. 3. The map  

The “more” tab is a sub-menu that links to three different options: the first option 
is “plan your visit”. The second option is an image gallery (Fig. 4), and the third is 
“contact”, which provides the user with contact information. The inclusion of an im-
age gallery, with actual photos from the historical burial ground, adds visual data [9, 
10]. The spatial data is provided by the map of the entire area. The inclusion of visual 
and spatial design elements with database integration make a compelling mobile ap-
plication, providing a close replica of the experience one would get by actually visit-
ing the historical site. 

 

Fig. 4. The image gallery 
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Third, the Android team had to use the iOS app design as a reference to make the app 
work the same way in both iOS and Android devices (Fig. 2). This presented a set of 
difficulties because of the differences in developing for the two platforms. It was 
useful to read other developers perspective on developing for both platforms [11]. 

5 Mobile Application Deployment 

5.1 The Google Play Store 

After developing an application, it was time to publish it to the Google Play store. 
Before that can be done, a publisher account and a Google merchant account must be 
created. There is a $25 one-time registration fee for the publisher account and no fee 
for the Google Merchant account. After these accounts are established, there were still 
a few important details to complete before uploading the application to the market. A 
full checklist of what should be done before publishing an application can be found 
on the Android developer website [12].  

The first several points on the checklist are there to ensure an understanding of the 
publishing process and the policies and agreements. It also specifies an understanding 
of the billing process and pricing of the application. The next section of the checklist 
involves checking the application itself for certain criteria. At the time, the Google 
Play store did not allow applications bigger than 50MB.  

Another important quality of an app for Android devices is that the application it-
self must be ready for the various devices and screen sizes. An app could look quite 
different on a larger screen than on a smaller one. This was an error that the Android 
team encountered during this mobile application development; images being dis-
played were not filling the screen on larger phones as they were on smaller phones.  

Before an app can be published, it must be signed and given its own private key to 
use for future updates. Eclipse makes the signing process of an ‘apk’ simple. Private 
keys must be valid until the date specified by the Android market. Properly signing 
and compiling the ‘apk’ can be done by using the Export action in Eclipse. Export 
gives the option to create a new key for new applications or using an existing one for 
updating older applications. Once exported, signed, and compiled, the app is ready for 
the app store. After the app is sent to the store, the final item on the checklist is to 
support users after launch. 

5.2 The Apple App Store 

Publishing an app on Apple’s app store requires an Apple developer account, which 
one can register for free at the Apple Dev Center website. However, Apple also re-
quires developers to join the iOS Developer Program, which costs $99.00 per year for 
individual accounts. There is a good tutorial on how to create the developer account 
[13].  

Apple requires every app run by iOS to have a signed Apple Certificate, which is 
done by creating a profile in the iOS Provisioning Portal and using Xcode to sign the 
app. There are two types of profiles:  the developer profile allows the developer to 
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test the app on his own device, but the app cannot be distributed, while the distribu-
tion profile is used to sign the app before publishing it to the app store. 

The app must then be submitted to the iTunes Connect portal, where all of the app 
store configurations should be filled in. This includes the app name, description, icon, 
price and screen shots. After submission, a few weeks may be needed for Apple to 
review the app for approval. 

6 User Experience 

The “FPC Cemetery” app intends to create a near 3-D virtual experience of physically 
visiting the historical burial grounds. It does so by providing visual and spatial data in 
the form of a map of the graveyard, as well as images of the individual tombstones 
and an image gallery of the cemetery. However, the app actually offers more than the 
experience of a typical visit to the burial grounds. It offers the ability to search 
(Fig. 5) the database by name or using other queries, such as age at death and whether 
or not the interred was a veteran. 

 

Fig. 5. The search tab 

Furthermore, the search feature is integrated with the map, so each record in the 
search has a detailed section (Fig. 6) including personal information of the deceased, 
an image of the tombstone, the epitaph—which is no longer legible in some of the 
tombs, cause of death, and location of the tombstone in the map. The app is capable of 
creating a memorable user experience for the curious person who does not plan to 
physically visit the site. The mobile app is also a great tool to guide those who decide 
to visit the cemetery in person, as detailed information and the complete cemetery 
map (Fig. 3) are available as the actual physical environment is navigated. 
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Fig. 6. Tombstone details 

7 Conclusion 

This paper has described the approach taken by a team of undergraduate students to 
organize, design and develop a mobile application for iOS and Android handheld 
devices. It has explained in detail the steps taken by a group with no prior knowledge 
for the development of a working prototype and the successful deployment of the 
FPCCemetery app in both the Andriod and Apple iOS marketplaces. The design of 
the mobile app interface was a collaborative effort and the resulting product provides 
a user experience comparable to being in the burial ground. However, the information 
available from the app is superior to that which is actually available during a visit to 
the First Presbyterian Church in Elizabeth, NJ, as the tombstone data is clearly pre-
sented in the mobile application and the entire database for the site is searchable by 
query.  Clear, detailed information provided by the app is superior to information 
available to visitors to the physical FPC site.   

The students involved in the project, resulting in the FPCCemetery app available in 
both the Apple and Android stores, are proud of their accomplishment. Starting very 
little knowledge of mobile application design, by consensus the team developed an 
outstanding mobile application, operable on two platforms, which provides a virtual 
3-D rendering of a visit to a historical burial ground. This experience is now available 
to visitors who live far from the area, who are interested in seeing where their ances-
tors or predecessors are interred, as well as historians who want to investigate death 
patterns related to age at death and year of death. 
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Abstract. The purpose of our research project is to explore the design of game-
like simulations that allow pre-service teachers to explore and experiment with 
problematic classroom situations to develop proficiency in classroom manage-
ment. The research problem for this paper is how to design a plausible, valuable 
to learn, and interesting game-like simulation that also is usable and opens up 
for reflection on and understanding of the scenarios in the simulation. We used 
‘research through design’ and combined interaction design and game design to 
develop the SimProv simulation. 21 pre-service teachers were invited to eva-
luate it in a play session with constructive interaction and questionnaires. Sim-
Prov consists of text-based scenarios where pre-service teachers can take ac-
tions corresponding to classic leadership styles. The results show that it  
provides a plausible, valuable, exploratory, playful, but not always interesting 
experience for pre-service teachers. The participants did engage in reflective 
discussions about the choices they made. 

Keywords: Serious Games and 3D virtual worlds for learning, Technology en-
hanced learning, Design, Simulation, Classroom management. 

1 Introduction 

There is a lack of authentic learning opportunities for pre-service teachers where they 
can experience the provocations and conflicts that will be a part of their future profes-
sional life. Provoking such situations for practice purposes with actual students would 
be ethically problematic, and not allow for adequate reflection during the situation. 

Lectures, seminars and books do not prepare pre-service teachers enough for the 
reality they are about to face when they start working. The forthcoming reality-chock, 
that as many as one out of five realize, gives them no other choice then leaving the 
profession within then first three years of service. One major reason is a lack of tools 
for managing students troublesome behavior and managing critical situations that may 
occur in the classroom. Their response to classroom conflicts might therefore be pu-
nishment even though it is not effective, which they actually have learned in their 
teacher education [1-3].  
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The purpose of our research project is to complement existing approaches to learn-
ing classroom management. We aim to explore the design of game-like simulations 
that allow pre-service teachers to explore and experiment with problematic classroom 
situations to develop a self-reflective understanding of such situations. An under-
standing like that is critical for developing proficiency in classroom management.  

2 Theory 

A benefit of computer-based simulations is the possibility to support learning by 
creating variation in situations that would otherwise be difficult to vary in a natural 
context [4]. A premise of our simulation is to allow pre-service teachers to experiment 
with different actions in order to explore the variation and learn to discern the aspects 
of the classroom situation that are critical to manage it. What we will vary are the 
events in the classrooms and the feedback that pre-service teachers get on their choice 
of strategy.  

Edman Stålbrandt [5] has conducted a significant study of simulations for learning 
classroom management and supporting reflection on such issues. Her simulations 
were linear animations with sound, text and images. After engaging with the simula-
tion her participants took part of a seminar, scaffolded by questions for discussion and 
reflection. Her results indicate that the sound in the simulation carries emotional con-
tent while the text carries the facts. The role of the graphics was less obvious in her 
results. She also observes that a scenario has to have enough complexity, and be a 
genuine dilemma in order to work. She furthermore concluded that theoretical reflec-
tion was difficult, even though she provided questions for discussion as scaffolding to 
support reflection. This points toward a need for a mentor or a teacher that can facili-
tate the theoretical reflection. Edman Stålbrandt also notes that a simulation needs to 
be embedded in a didactic structure with clear connections to relevant learning objec-
tives. We follow Edman Stålbrandt’s results, by situating our simulation in a course 
structure, and paying attention to what happens before the play session and after-
wards. We also expand on her work by developing an interactive game-like simula-
tion where users can make choices and observe outcomes of them. 

3 Research Problem 

The research problem focused on in this paper is how to design a plausible, valuable 
to learn and interesting game-like simulation that also is usable and opens up for ref-
lection on and understanding of the scenarios in the simulation.  

4 Method 

The project spans two parts: the design work and the evaluation of the resulting pro-
posal. Methods for these both parts are covered below. 



184     M. Nordvall, M. Arvola, and M. Samuelsson 

4.1 Design Method 

The classroom simulation was developed in a process that combined interaction and 
game design practice in a ‘research through design’ process [6]. Theories, methods as 
well as empirical evidence from research on education have informed the interaction 
design and game design through a co-design approach. Fundamental design issues 
have been explored in a series of workshops with five participants with knowledge in 
teachers’ education, classroom management, interactive learning environments, cog-
nitive science, interaction design and game design. The scenarios that form the basis 
for the design have been developed in tight cooperation between a game design re-
searcher, and a classroom researcher (also is a teacher and teacher educator) whom 
has conducted extensive field studies in Swedish classrooms. The field studies form 
the foundation for the scenarios in the simulation. Design artifacts produced during 
the process have included written scenarios, sketches, and examples of similar  
systems, as well as demos of possible future directions (e.g. head mounted virtual 
reality). 

4.2 Evaluation Method 

21 pre-service teachers participated in the evaluation of the simulation. 15 of them 
were studying to get the license as vocational teachers, and 6 of them studied to be-
come special educational needs teachers. The vocational teachers already had  
experience from serving as teachers, and took part of a study program that would 
complement their earlier education and earn them a teacher’s license. The participants 
collaborated in pairs or triads during the play session, which took between 1 and 2 
hours depending on the discussions. Videos were recorded of the pre-service voca-
tional teachers play sessions if they agreed to that. In-game actions and conversation 
in five pairs and one triad were recorded. The pre-service teachers were also invited 
to watch a replay of the session. 

The study was conducted in collaboration with a course on social relations, leader-
ship, conflict management and professional ethics. The play session itself was a man-
datory exercise in the course, but participation in the study was voluntary.  

The participants were welcomed and informed about the structure and goal of the 
exercise before sitting down in pairs or triads to play the game-like simulation. They 
played in front of a computer and explored the story together. It was necessary for 
them to discuss the events in the simulation and decide mutually which actions they 
wanted to take. This set up facilitated a constructive interaction where they shared 
ideas and experiences about appropriate leadership in the classroom. Between each 
scenario event, the participants were asked to answer three questions concerning the 
authenticity of the events: do you believe the event can happen in school (is plausa-
ble); do you believe the event would be valuable to be able to handle; and do you 
believe the event is described in an interesting manner?  

After they had played through the entire scenario they were asked to individually 
fill out a Post-Study System Usability Questionnaire (PSSUQ, version 3) [7-8]. The 
three questions for each event provide an assessment of the content, while the PSSUQ 
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is concerned with the overall usability of the simulation. Questions 7, 8, and 9 in the 
Information Quality category of PSSUQ were in the end excluded because 16, 5, and 
9 users respectively thought the questions were not applicable to the current system. It 
is in PSSUQ not uncommon that the Information Quality questions are judged more 
harshly than the other questions and items can to a limited extent be removed if they 
are not applicable to the system [8]. 

In-game actions and conversation in five pairs and one triad of pre-service voca-
tional teachers were video recorded. The transcribed recordings made it possible to 
study their constructive interaction (CI) and how they understood and reflected 
around the scenarios in our simulation. This is a method that Miyake [9] describes as 
useful to understand iterative processes of understanding.  

5 Results 

There are two kinds of results from our study: the resulting proposal from the design 
process, and the results of the evaluation of our proposed design. 

5.1 Design Results 

The aim of the game-like simulation, SimProv, is for pre-service teachers to learn 
classroom management through play and reflective discussions of experiences with 
their peers. The simulation consists of text-based scenarios made up of a series of 
events were the pre-service teachers can take actions corresponding to classic leader-
ship styles. The scenarios depict variations of problematic situations that occur in 
classrooms. It is possible to redo previously made choices in order to encourage ex-
ploration of alternative approaches. 

Using text as a medium for communication has a long tradition in computer game 
development and the first truly social Internet games where people could meet in 
groups and talk to each other were entirely text-based. This tradition stretches back to 
the 70's when the first Multi-User Dungeon (MUD) was made [10-11]. 

Pre-service teachers in Sweden are according to [12] less knowledgeable and have 
a less positive to technology than the general population in their own age range. Text 
was therefore seen as a suitable medium to use as it can be easily displayed in a web 
browser. This is beneficial from a social accessibility perspective, since most people 
in Sweden today use the web on a daily basis, even if they do not necessarily play 
computer games. Using text allows the SimProv simulation to be distributed easily to 
people that wants to use it without requiring large downloads or installations. From a 
development perspective it requires less time commitment to write text scenarios than 
developing full-scale 3D computer game scenarios. This allows scenarios to be built 
and tested without requiring a large time investments by the development team. 

Text scenarios do, however, come with drawbacks. Text does not necessarily cap-
ture the constant changes that happen dynamically in a classroom as a result of the 
interaction between students and teachers. The text is also unable to provide visual 
cues that more closely correspond to the behavior that can be observed directly in the 
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classroom. The reader is instead both invited, and required, to imagine how the tex-
tual descriptions would play out in reality. 

The multi-modal communicative aspects of student behavior are currently not 
known, so building computer-based animated avatars could lead multi-modal cues in 
the scenarios that are not naturally present in a physical classroom. Identifying such 
multi-modal cues in classrooms is a current on-going work. It is therefor, for the time 
being, more appropriate to invite players to instead imagine those aspects based on 
their experiences from the classroom.  

Fig. 1. Screenshot from the first hypertext version of SimProv 

The current version of SimProv is accordingly a hypertext scenario and event-
focused text-based simulation of conflict and disturbances that occur in classroom 
environments. Figure 1 is a screenshot from the first hypertext version of SimProv.  

It currently contains two scenarios; the first scenario consists of six interlinked 
events that take place in the morning at the start of a class, and the second scenario 
consists of seven events that take place during a lesson when the class is just about to 
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change from one task to another. Each event is presented with an introduction text 
that describes what is currently happening in the classroom together with four differ-
ent choices that the pre-service teachers can choose between. These four choices cor-
respond to the classical manager styles authoritative, authoritarian, democratic, and 
laissez-faire styles [13]. When one of these are selected the pre-service teachers are 
taken to a new screen that shows the progression of the event together with 1-4 new 
choices that are variations of the previously selected teaching style. After a choice is 
selected the pre-service teachers playing the simulation are taken to the resolution of 
that particular event, and they can continue in the scenario with the event that follows. 

The idea behind the simulation is that it is explored rather than played and it is 
therefore possible to not only move forward through the events, but also step back 
and redo earlier choices to explore alternative ways of resolving the events.  

The scenarios are not intended to be normative, so there are no scores for the dif-
ferent choices. The classroom is seen an environment that is complex and dynamic. It 
has a unique context depending on the participants and their histories, and situations 
can unfold and change rapidly. It was therefore more natural to make descriptive sce-
narios as authentic as possible so pre-service teachers can make choices that feels 
suitable for them, reflect on those choices, and use them as discussion points when 
talking about leadership with other pre-service teachers. 

5.2 Evaluation Results 

The evaluation of our proposed design has two quantitative parts with questionnaires, 
and one qualitative component where we have analyzed the constructive interaction in 
play sessions with the pairs and triads of pre-service teachers. The three parts are 
described below. 

Is the Event Authentic? Figure 2, shows the results of the three questions asked after 
each event regarding its authenticity: Do you believe the event can happen in school 
(Exists); do you believe the event would be valuable to be able to handle (Valuable); 
and do you believe the event is described in an interesting manner (Interesting)? .  

The participants rated that they believed that the described events could happen in 
school, with the exception of event 5, and to a lesser extent event 4. Event 5 unfortu-
nately contained a bug that linked about half of the participants directly to event 6, 
which caused a lot of participants to give blank answers. Most participants believed it 
would be valuable to be able to handle the situations described in the events well. 
Participants that did not agree had different and varied reasons for objecting. For ex-
ample that they believed they could handle it already, or that there were worse situa-
tions to worry about. The last question asked was whether they thought that the events 
were written in an interesting way, and the responses here were more critical with at 
least 20 percent of the participants answering no to this question for every event. The 
overall impression is that the participants see the scenario events as authentic, but that 
the storytelling needs improvements to make the events more interesting. 

 



188     M. Nordvall, M. Arvola, and M. Samuelsson 

 

Fig. 2. All participants’ self-reported perception of the authenticity of the events 

Is it Usable? The PSSUQ results on the dimensions of System Quality, Information 
Quality, Interface Quality, and Overall Quality are presented in Figure 3. Mean values 
from Lewis’ database [7] of other systems evaluated with the PSSUQ are included for 
the readers’ benefit as a general indication of the level of usability of the current de-
sign. 

 

Fig. 3.All participant’s responses to the Post-Study Usability Questionnaire 

The median line in the box plots separate the 2nd and 3rd quartiles while the black 
diamonds show the mean values. The mean values from Lewis’ database are shown 
with the white circles. Each of the 16 items on the questionnaire is answered on a 7 
point Likert-scale. A value of 1 means that the participant agrees strongly with the 
statement, and a value of 7 means that he or she strongly disagrees. Lower values are 
better than higher values. The particular questions that make up a category are given 
in the parenthesis.  

The Overall Quality median for all items was 2.23. The System Quality median 
was 1.83. The Information Quality median value was 2.00. The Interface Quality 
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category median value was 2.67. The mean values from Lewis’ database was for the 
Overall Quality 2.82 compared to our system’s 2.53, System Quality was 2.80 com-
pared to our system's 2.37, Information Quality was 3.02 compared to our system's 
2.38, Interface Quality was 2.49 compared to our system's 2.95. SimProv scores ac-
cordingly as good or better than the average system on all dimensions with the excep-
tion of Interface Quality. 

Does it Open Up for Reflection and Understanding? The Constructive Interaction 
of the pre-service vocational teachers showed that the simulation worked well in sti-
mulating reflective discussions on how to understand the classroom situations, on 
options, and on reactions from the pre-service teachers. The example below shows a 
couple of pre-service vocational teachers discussing how to start a lesson, where two 
students, Philip and Oliver, is missing:  

Excerpt 1. 
712 1: I don’t know what do you think?  
742 2: I don’t know anyone?  
746 1: which one suite the best, no 
753 2: Hmm 
808 2: Could be 
823 2: Perhaps this is the best one (points at option number 3) 
824 1: Yes, I think so to, because one those after all reflect about, I am 

pretty sure, or 
832 2: But, the fact is that it is Tuesday morning, where they out of school 

during the Monday and no on Tuesday? 
837 1: Hmm 
838 2: Or is it every Tuesday? 
840 1: Hmm 
844 2: It, but eh, but I do not know, I perhaps mostly get stuck on the fact 

that 
858 1: It depends on how one interprets it 
901 2: Yes, but eh, but even so probably would, I think I would choose 

that one (points at the screen) 
918 2: Because just being silent, accordingly 
920 2: I never ever just sit and wait 
 
The excerpt above, two minutes out of a session that lasted 53.16 minutes, shows 

how two vocational teachers move between understanding and non-understanding. 
The excerpt starts with an interaction where they try to find out how the other one 
understands the scenario. In this part both of them express their non-understanding. 
That shifts in line 823 where one of them expresses how he thinks, based on his ref-
lection on the scenario. In the following lines the pair of them jointly articulate their 
shared understanding. This can be described as identification. This goes on to line 844 
where one of them raises a question, based on his non-understanding. The other one 
states then that it depends on how one interprets it. This can be described as objection. 
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Then in line 901 there is a new shift, towards understanding, where one of them ex-
press how he would choose. The other one follows up the argument by saying that 
sitting quiet is not an option. This could be described as a suggestion.  

During the sessions some of the participants discussed the choices and what they 
actually would do in a situation as the one described. The following excerpt shows 
such a discussion with a pair of vocational teachers. They are discussing a situation 
where a student during the teacher’s instructions for lesson raises his hand and asks if 
they cannot do something fun during the lesson.  

Excerpt 2. 
1145 2: What shall, I just point at an option that I think we could do and 

then we can have a discussion (points at an option on the screen)  
1212 1: Yes 
1215 1: Yes, it depends, sure I can change my behavior depending on the 

students way to behave, depending on the students situation, but if I 
mean that it is important to clear this thing out, then it would be, then 
this would be the right thing to do (point as one option)   

1225 2: I would be irritated at the him; asking what we should do even be-
fore I had had a chance to explain that 

1230 1: Hmm 
1231 2: Yeah, then I should be irritated on him  
1235 1: Yes… hell, the you must be irritated every day 
1238 2: Yes I am (laughs) 
1239 1: Because I get such a, every day I actually get such, if I have 20 

student then 19 of them would as such a thing 
1247 2: Okay, yes, no, but, hey, one can be irritate in different ways 
1252 1: Yes 
1253 2: One can be irritated without being aggressive so to say  
1255 1: Yes of course, eh, ok (points at the first opinion on the screen) 
1303 2: Or that one (points at the second option) when get astonished about 

such as question (laughs)  
1310 1: Yes, yes, one can actually chose that option, but if one has written, 

in this situation we actually had written the content and mode on the 
white board, then why should they ask  

1322 2: Hmm 
1325 1: Then one becomes a little bit like that (points once again at the 

second option on the screen) I would have done hat, I think  
1330 2: Hmm 
1332 1: To react  
1334 2: You don’t react, you just continue  
1337 1: Yes, eh  
1338 2: Okay, yeah that’s right 
1340 1: Eh, I would stand beside my list, and if they, if they have such a 

question I would point at the list, in principle  
1346 2: Me to, but I would be irritated when I stand by that point (laughs) 
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1351 1: Okay, (laughs), yeah but, yes but we perhaps can add that (points 
at option two)  

1404 1: Let me know if you disagree, no, no (points at option three)  
1411 3: It’s okay 
1424 1: If I didn’t react then I wouldn’t loose my track   
1425 2: No 
1433 2: I like that idea about a stop sign   
1434 1: Yes 
1441 1: Yes, but I won’t choose anyone of these options 
1442 2: No 
1446 1: But eh, it of course depends on the situation and in what way the 

students ask their question  
1452 2: Hmm 
1457 1: Shall we move backwards and try another one. 
 
This excerpt with three pre-service vocational teachers shows three aspects (a) how 

pre-service teachers moved back and forward between options in the scenario, (b) 
how they actually would do in such a situation, and (c) a degree of playfulness. The 
excerpt describes parts of a discussion about different ways to handle the first 5-7 
minutes of a lesson. The excerpt also shows different strategies for the pre-service 
teachers. In this excerpt two of the participants shared and argued about ideas while 
the third one mostly listens.  

This excerpt shows how some of the pre-service teachers experimented, moving 
back and forward between the options in the scenario events. The three pre-service 
teachers tried all four options, before choosing which one they actual would pick. 
While figuring that out, they read and discussed the consequences that followed on 
each of the four options. These, more or less, authentic reactions forced them to de-
scribe, argue and put forward their thoughts on the scenario and on proper ways to act 
as manager of the classroom.  

The excerpt also contains information about how pre-service teachers choose be-
tween options in the scenario and what they think they actually would do in such a 
situation in real life. The discussion in the excerpt shows different standpoints about 
provocations and what a provocative behavior could be. In line 1235 where one of the 
vocational teachers questions the others’ idea about being irritated and the conse-
quences that would follow of being an irritated teacher. With questions like that this 
triad also discussed ways of conduct as a manager of a classroom.  

Finally, the excerpt also contains a degree of playfulness. In line 1346 one of the 
pre-service teachers argues for a way of managing the situation. The other pre-service 
teachers find that argument reasonable in one way, but they would like to add the 
right to be irritated. This argument, or way to behave, was actually presented by that 
pre-service teacher. This represents another level of social playfulness, where partici-
pants challenged each other’s approaches to managing the classroom situation. 
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6 Discussion 

The purpose of our research project is to explore the design of game-like simulations 
that allow pre-service teachers to explore and experiment with problematic classroom 
situations to develop proficiency in classroom management. The research problem 
focused on in this paper is how to design a plausible, valuable to learn, and interesting 
game-like simulation that also is usable and opens up for reflection on and under-
standing of the scenarios in the simulation. 

We designed SimProv with the aim of supporting pre-service teachers’ learning of 
classroom management through play and through reflective discussions of expe-
riences with their peers. The simulation consists of hypertext scenarios made up of a 
series of events where the pre-service teachers can take actions corresponding to clas-
sic leadership styles. The scenarios depict variations of problematic situations that 
occur in classrooms. It is possible to redo previously made choices in order to encour-
age exploration of alternative approaches. 

In the evaluation, the majority of the participants thought that the scenario events 
could happen, and that they were valuable to learn to manage. The majority found the 
descriptions interesting, but improvements can be made to the event descriptions. The 
simulation was also on the whole considered usable. In the constructive interaction, 
the participants moved between articulating understanding and non-understanding. 
They also experimented by testing different choices in the scenario events. The inte-
raction indicated a degree of playfulness in discussion around choices made in the 
simulation and the possible choices that could be made in an actual classroom and 
their consequences.  

Our approach follows Edman Stålbrandt’s results [5], by situating our simulation 
in a course structure, and paying attention to what happens before the play session 
and afterwards. In contrast to the work by Edman Stålbrandt, SimProv offers the pre-
service teachers choices with observable outcomes and opportunities for play. The 
constructive interaction between the peers also shows a level of reflection on their 
choices. These results are indeed promising, but further thought needs to go into if 
and how more scaffolding for reflection is needed after the play session, and how that 
relates to concepts introduced before the session. Scaffolding for reflection could 
include questions for discussion or support by a mentor. 

Future work in the project will focus on improving the scenarios, making sure they 
are experiences as existing events that are interesting and valuable to learn to manage. 
It would do well to focus time in future iterations on improving the quality of the 
writing of the events. As noted by Edman Stålbrandt it is also important to make sure 
that the simulation has sufficient complexity and true dilemmas to be interesting [5]. 
Issues left to investigate include the relative merits of adding graphics, sound and 
dynamic behavior to the currently hypertext simulation. It would be interesting to see 
if that would lead to improvements in Interface Quality. 

To conclude, the SimProv game-like simulation for classroom management pro-
vides an exploratory experience. It is a viable candidate for complementing  
more traditional education in classroom management, since the pre-service teachers 
engaged each other in reflective discussions about the choices they made and  
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consequences. Reflection is necessary for successful experiential learning, which 
SimProv successfully helps to facilitate. 

Acknowledgements. Thanks to Eva Ragnemalm and Gunnel Colnerud for joint work 
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Abstract. Mobile Serious Games are new kind of Serious Games which are 
running on mobile devices, mainly on Smartphones. With continuously 
increased power and User Interface facilities, they constitute an alternative to 
the usual entertainment applications proposed on Smartphones. To design and 
implement such applications, a methodological assistance and development 
support are required. In this paper, we present our contribution to rapid 
prototyping for Mobile Serious Games in which we propose to augment App 
Inventor for Android framework with a methodological assistance. This 
proposition is based on a study in which we asked to 116 students to use this 
framework for the development of mobile applications. The results are 
presented (thematic domain, targeted users, components used...) and we discuss 
the relevance of using such a tool to achieve rapid prototyping for mobile 
Serious Game.  

Keywords: Human-computer interaction, Serious Games, Mobile learning, 
Prototyping, App Inventor. 

1 Introduction 

To use mobile devices, as smartphones, for other purpose than entertainment seems 
an interesting orientation in order to exploit the small size of these devices and their 
contextualization facilities, and user’s availability anywhere (in transportation, in 
waiting moments, ..) to devote this time to a more helpful activity, as learning. Mobile 
Learning or M-Learning refer to this kind of learning, which can be either context 
independent, using user’s availability to learn in any location or context dependent, 
taking into account user’s location (geographical, logical, …). 

Serious Games (SG) are pedagogical games that educate, train and inform ([2], [3], 
[6], [7], [9]). SG were initially introduced to support sophisticated learning in 
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contextual situations in which learners play their roles in an authentic scenario (or 
working situation) expressed by a simulator. Company management investments or 
gaining new market places are archetype scenarios used for SG. For this kind of SG a 
well-organized design process allowing team working is needed [4], as well as a 
development infrastructure, an IDE, allowing developing a simulator and user 
interfaces for all users [1]. These heavy applications require usually several years of 
developments [8].  

In the following section, we present related work and state of the art around the 
notion of SG. We present next how to expand an existing framework, App Inventor 
for Android, for rapid prototyping for mobile SG.  

2 Previous Work on Designing Serious Games 

2.1 Situated and Mobile Serious Games 

Previous works conducted at LIRIS laboratory are aimed to design learning 
environments, in particular SG, which are supported by the use of technologies and 
that relied on situated learning theories. 

From a general point of view, some guidelines are aimed to design situated 
learning environments [10], such as providing authentic context and activities and 
supporting learners’ collaboration, reflection and articulation for the construction of 
knowledge and abstractions. In addition, the learning environment should allow 
learners to observe different aspects of a situation by adopting different roles or 
perspectives. 

SGs meet intrinsically a part of situated learning environments requirements since 
they usually integrate role-playing aspects and provide coaching and feedback 
elements embedded into the activities.  In addition, the advances of technologies in 
the field of HCI can foster the authenticity of activities and offer tools to help learners 
in reflecting on their actions, reasoning and building their knowledge together. Mobile 
technologies offer interesting perspectives thanks to their characteristics such as 
connectivity, mobility and context sensitivity. Mobile SG (M-SG) can be able to 
extract, interpret and use contextual information in order to adapt its content to the 
authentic context.  Other features, such as augmented reality, can be easily deployed 
on recent mobile devices, and can be used to favor learning professional gestures in a 
real-life situation (learning by doing paradigm). 

In previous work [1], we argued that these technologies, in particular mobile 
devices, should be integrated into more global learning systems forming a set of 
heterogeneous platforms. This point of view addresses several issues at different 
granularity levels. For example, at the highest abstraction level, the learning game 
should be able to adapt its content to each learner experiences. At a lower level, the 
combination of platforms should be managed dynamically: the system should be able 
to distribute the users interfaces (redistribution mechanisms [11]) in order to increase 
collaborative and authentic aspects. 

To explore these concepts, we proposed different scenarios integrating mobile or 
collaborative aspects in global learning environments (SEGAREM project described 
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in next section). We also explored lighter applications using scenarios [1] and paper-
based prototypes at the earlier stages of a user-centered design approach [12] to 
measure the collaborative potential of a learning scenario using tangible interactions 
on multitouch tabletops. This evaluation gave us some hints on the design quality but 
to go further in the evaluation, we need to implement the game and test some 
synchronization aspects. 

2.2 SEGAREM Project and the Le(a)rnIT Prototype 

The implementations of SGs are highly cost and time consuming, and rapid 
prototyping tools are necessary to develop and test different solutions to foster 
collaborative and contextualized activities. In SEGAREM project (which lasted 3 
years – 2010-2012) we developed a SG prototype called Lear(n)IT aimed at teaching 
the Lean Manufacturing methodologies [13]. Players’ goal is to manufacture as many 
products as possible in a limited production time. Each learner plays an operator role 
in the industrial production line to understand the complexity of its dynamicity and 
how to improve it. Raw materials and processed materials are moved between the 
player’s tables by a warehouseman handling a cart. After each simulated working 
sequence, the teacher and learners debrief their working experience in order to find 
improvements to apply to the production line (as presented in the lectures). 

From the hardware perspective (see Figure 1), three tangible interface-supported 
tabletops (MT1 to MT3), a Samsung Surface 2 tabletop, an Android Tablet (Ta), an 
Android smartphone, and classical personal computers compose the learning 
environment. The Tablet and Smartphone are used as mobile interfaces to convey raw 
materials and processed products, while tabletops (workstations) have a specific 
position defined by game rules and in-game debriefings. The spatial configuration 
between tabletops is very important in defining object flows and is crucial to the 
optimization process. 

 

Fig. 1. Physical arrangement of participants and devices in Lear(n)IT 

From an interaction perspective, the production line is supported by 4 augmented 
tabletops and a tablet. Each workstation waits for material to enter its input area in 
order to transform it. These materials are moved between tables using the tablet 
carried by the learner playing the warehouseman role. Material processing tools are 
represented by tangible interfaces directly on each table, where materials are also 
digitally represented. 
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In SEGAREM we designed several toolkits to develop the prototype, which can be 
reused for helping in developing further projects. Despite these toolkits, developing 
such a complex serious game which involves several users and devices is a very time 
consuming task and required high programming skills. Rapid prototyping tools are 
necessary to develop and test different solutions to foster collaborative and 
contextualized activities. 

3 Mobile Serious Game Design and Implementation Support 

The SGs for mobile devices are a transposition of initial SG orientation taking into 
account new characteristics related to mobility. If SGs and M-SGs are known to help 
learners develop specific skills, they are not so widespread mainly because of 
implementation cost. “Their use has proven to be promising in many domains, but is 
at present restricted by the time consuming and costly nature of the developing 
process.” [8].  

Basically, we can consider two classes of SGs: complex SGs and simpler Mobile 
SGs. Complex SGs require a development by teamwork with specialized actors, 
complex simulator and have a significant cost. Aldrich considers the estimated cost of 
this kind of SGs between 10 and 300 thousand dollars [15]. 

M-SG must be light, at first individual with short sessions, but progressively also 
multiplayers. In this way, the design and development of M-SG is different from 
conventional SG design and implementation. Individual design and implementation 
are prevailing, in order to privilege innovation and creativity. Designers, who are 
neither design specialists nor experienced implementers, should be assisted in these 
activities (designing and programming) by providing methodological and 
implementation supports. Thus, this research focuses on:  
• Concerning programming issue, visual programming by assembly various 

components is an interesting and proven approach: it can be seen as an end-user 
programming method.  

• Concerning methodological issue, the architectural approach allows us to propose a 
model of thinking based first on an interactive application structure (architecture) 
organized in 5 categories of components: HCI, contextualization, data 
management, treatment and communication, then its increasing by introduction of 
two SG oriented components: SG springs and SG engines.  

We are going to present in the following section how App inventor can be used in 
such context and what are the strengths and weaknesses of this tool for developing 
SGs. 

3.1 Developing Serious Games with App Inventor 

From a development point of view, rapid prototyping and end-user programming are 
interesting approaches to speed up and increase the quality of produced applications.  
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App Inventor for Android framework is a tool for rapid prototyping based on visual 
programming. It is aimed to facilitate the design and deployment of Android 
applications. The main advantage to use App Inventor for Android is that actors are 
not necessarily supposed to be computer scientists or programming developers. By 
manipulating (drag and drop on visual blocks) components from palettes and 
snapping them together, this Google and MIT tool allows to generate usable and 
powerful applications, that can be used, for instance, in the SG's world.  

The App Inventor design editor is composed of 9 palettes of components that are 
the following (in version 2): User interface, Layout, Media, Drawing and Animation, 
Sensor, Social, Storage, Connectivity, Lego® Mindstorms®. It allows developers not 
to spend too much time learning programming skills (Java), but instead, to explore 
technologies actually related to the mobility of users and ergonomic matters. 

We tested this framework with a consequent group of students, who programmed 
in a short period devoted to class works a lot of interactive applications, games and 
serious games.  

3.2 Experimentation 

We have conducted a study involving 79 projects, developed by 116 students from 5 
different classes. Students were asked to use App Inventor to develop mobile 
applications, games and serious games on Android smartphones and tablets.  

Among those 116 students, 60 (51.72 %) had a personal Android smartphone, and 
8 (6.90 %) had already developed a mobile application. The students worked at least 
during 10 hours (5*2 hours) at university, to produce the final version of their mobile 
application, with the advices of a teacher. They used ACER Stream, Liquid MT and 
Z2 Duo Android smartphones to test and package their applications. 
The topics of the mobile applications developed by the students were mainly oriented 
towards tools & utilities, games & entertainment, social, sport, and travel aspects. The 
categories of targeted users chosen by the students are the following: All public 
(46.84 %), Adult (44.30 %), Other (24.05 %), Adolescence (15.19%), Childhood and 
pre-adolescence (1.27%). The category “Other” was used to specify particular users 
such as disabled people, professionals, etc. 

Figure 2 presents the palettes of component used by the students, in order to 
develop their mobile applications. For each palette, the first column indicates the 
number of projects (among 79) that used this component, and the second column is 
the percentage associated. For example, as we can see, 79 Android applications 
(100% of the projects) used the Button component 

The great majority of the developed mobile applications are non-collaborative 
(single user mode). Only one project used a Bluetooth communication in order to play 
a collaborative pong game, and 12 projects used a TinyWeb component, allowing 
data exchanges on the Internet network. 
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Fig. 2. Components used by the students in their mobile applications 

It’s interesting to notice that various sensors were employed by student developers: 
25 projects among 79 (31.65 %) used a “LocationSensor" component (GPS), 8 (10.13 
%) used an “AccelerometerSensor”, and 6 (7.59 %) used an “OrientationSensor” 
(compass). Figure 3 shows the blocks needed to detect automatically the location of 
the user, and the resulting interface of this implementation on a real Android device. 

 

Fig. 3. Detecting latitude, longitude and current address, with the location sensor component of 
App Inventor 

Among the 79 projects, we consider that 14 applications can be seen as prototypes 
of interesting M-SG, and we are focusing on those projects in the following section. 

3.3 Focus on 14 M-SG prototypes 

Those M-SG prototypes are applications that are really connected to the user 
environment and that used various components, such as barcode scanner, 
accelerometers, compass, shake detection, etc. In such applications, users can play 
and learn, by interacting with the (serious) games.  
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Figure 4 (left) presents an application called “I learn the numbers” in which the 
children have to enter (touch canvas components) a number pronounced by the 
machine with a Text-To-Speech synthesis. Figure 4 (center) presents a game to learn 
various things about horses (how to recognize them, how to care and feed them, etc.). 
Figure 4 (right) is a game developed to learn English: the users have to touch the right 
number pronounced by the digital professor, etc. 

   

Fig. 4. Examples of Serious Game developed with App Inventor 

Figure 5 is an example of application developed by students with App Inventor, for 
fighting against Alzheimer’s disease. Some words are presented, textually and 
vocally, to the user (left). Then a parametered countdown is displayed (center). 
Finally, the user is asked to enter in a textbox the words that s/he can remember, and 
the smartphone indicates the score of the user (right). Concerning the development of 
those 14 M-SGs, the used components are distributed in five groups, as the following:  

• HCI : Buttons (100 %), Horizontal Arrangement (100%), Labels (86 %), Images 
(86 %), Vertical Arrangement (71 %), Canvas (64 %), Player (57 %), Table 
Arrangement (50 %), Textbox (50 %), Notifier (50 %), Password (43 %), Sound 
(36 %), Checkbox (35 %), TextToSpeech (29 %), WebViewer (29 %), ImageSprite 
(29 %), Slider (27 %), ListPicker (14 %), Image Picker, VideoPlayer and Ball (7 % 
each); 

• Contextualization: Location (29 %), Accelerometer (21 %), BarcodeScanner (7 %) 
and Orientation (7 %); 

• Treatment: Clock (43 %); 
• Data management: TinyDB (50 %), TinyWebDB (14 %) and FusionTableControl 

(7 %); 
• Communication: Web (14 %) and PhoneCall, (7 %). 
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Fig. 5. Example of serious game for fighting against Alzheimer’s disease 

4 Facilitating the Implementation of Mobile Serious Games 

From a methodological point of view, it seems important to indicate that an analysis 
of the target interactive application can be driven by its architectural structure, which 
is mainly based on five aspects: HCI, Sensors, Data management, Communication 
and Treatments (computational behavior of the application). These five architectural 
aspects are not too far from components categories of App Inventor framework. In 
this way the mapping between these two views is relatively easy. 

In order to increase applicability of App. Inventor framework, three directions can 
be explored:  
• Elaboration of new components, which increase the scope of application behaviors. 

Main orientation seems be “Treatment components”, i.e. reusable computational 
behaviors to be used in future applications; 

• Creation of composite components obtained by interconnection of existing 
components, and use of them as basic components; 

• Merge of existing applications and manipulation of their components in order to 
create new applications.  

4.1 Facilitating the Implementation of Mobile Serious Games with App 
Inventor 

Figure 6 presents the “421 game”, developed with App Inventor. Each time the user 
touches a dice, a random number procedure is invoked and the result is displayed in 
the calling application. 
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Fig. 6. Example of “421” game using our “roll the dice” procedure 

When the random number is chosen, x milliseconds (see parameter) are awaited 
before that secondary application returns the response to the primary application, and 
kills itself. In this example, the procedure was called three times and the resulting 
number obtained is 316. Figure 7 shows the blocks needed to invoke the “Roll the 
dice” procedure. 

 

Fig. 7. The “Roll the dice” procedure is calling another activity with parameters, to get a result 

With this kind of patterns and pre-programmed procedures, we believe that 
developers of M-SG would be more efficient with App Inventor. It would reduce their 
development time and would help to generate some safe and robust M-SG. 

4.2 Going Further Towards Mobile Serious Games 

App Inventor provides a range of interesting components in these 5 categories: HCI 
(Input, Output, Layout, animation), contextualization (sensors), data management 
(local or web DB), communication and collaboration (social aspects), but it offers 
relatively limited components for treatments and meta-treatments. To go further 
towards M-SG development, it is interesting to take into account the following three 
additional aspects: game principles, game engine and more complex treatments.  

Regarding game principles, Mariais and al. [14] propose some motivating factors 
and important characteristics to take into account in SG: 
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• Being in competition (form of competition: independent actions, sequential, data, 
time or position actions, calculation type of victory) 

• Playing a role (special abilities associated with a role) 
• Being subject to chance (the impact of involving an element of chance) 
• Managing a high-risk situation (qualification of the crisis situation) 
• Acting collectively (choice of cooperation / collaboration methods) 
• Receiving recognition (type of information sharing, personalization, 

feedback/notifications) 

Regarding the collaborative aspects of M-SG, it could be interesting to model 
game playing behaviors in order to provide a game playing management engine. We 
identified at least 6 game playing behaviors, which can be expressed by 
corresponding engines:  
1. No constrained individual actions: the users (players) are able to work separately 

without coordination and data evolution: exploration of a compartmented universe;  
2. Sequential game between players: each player can action only one in a predefined 

order; 
3. Time organized players’ participation (playing schedule); 
4. Data constrained players’ participation managed by data accessibility and update; 
5. Real time synchronization, update of data and players locations; 
6. Management of team of players’ game participation with cooperation. 

These engine behaviors can either be proposed as new components, in relation with 
previous extension suggestions, or as component patterns, which can be recomposed 
during the game development. 

Finally, for complex treatments, a set of new “Treatment components” can be 
added to App. Inventor in order to facilitate their integration by composition. We are 
proposing an open-ended list of fairly generic treatments: 
• Score, ranking and awards calculation; 
• Interval related random calculation; 
• Timer, scheduler and overall time management; 
• Choosing characters and avatar routines; 
• General and particular calibrations (user profile, sensors’ accuracy, etc.). 

5 Conclusion 

In this paper we have shown the relevance of using App Inventor to achieve rapid 
prototyping for M-SGs. We have observed that, without coding in Java, 116 students 
succeeded in developing 79 real prototypes (APK easily generated for Android 
smartphones and tablets) in a short time (around 10 hours). We focused our study on 
14 mobile applications that can be considered as interesting M-SG. Indeed, the user 
can really learn relevant information by playing and interacting with those prototypes. 

In the design and development of M-SGs it is very important to detect the user’s 
context and to offer information and data related to this context (location, orientation, 
time, device’s features…). With such kind of tools, it becomes relatively easy for 
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designers to integrate mobile applications features and sensors, such as GPS, barcode 
scanner, accelerometer, orientation sensors, video/camera recorders, etc., that 
certainly improve the usability of the developed M-SGs. The weaknesses of using 
App Inventor for M-SGs are related to the poor possibilities to reuse existing blocks 
and/or patterns already developed in other projects. 

Our main contribution was to propose a methodological helping for the design and 
implementation of M-SGs designed with App Inventor. We illustrated this possible 
reuse of patterns with an example (Roll the Dice) invoking a StartActivity component 
with parameters.  

In the close future, we will provide more M-SGs patterns and/or super-
components, in order to facilitate the implementation of applications related to 
pedagogical and learning concerns. We will also work around the notion of context 
awareness and pedagogical learning style available within tools like App Inventor, in 
order to improve the tutoring activity and the collaboration in M-SGs. Our next job 
will be to measure and evaluate the usability of M-SGs developed with App Inventor 
enhanced with the propositions made in this work. 
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Abstract. The Internet of Things promises to connect different kinds of devices,
allow for new ways of interaction, and make our lives easier. But, we need to be
able to trust that the Internet of Things will protect our security and privacy. It
should also be universally designed so that anyone can use it regardless of ability.
We applied a user-centered approach to looking at user-centered trust in the In-
ternet of Things, including universal design issues. We conducted an evaluation
with 85 participants of a security assistant that can present security and privacy
information to users. The evaluation included participants who were either el-
derly, had vision impairment, or had dsylexia. Participants found the information
useful, but there was confusion about how the UI worked. We present an updated
security assistant and future areas for research in trust and the Internet of Things.

Keywords: Internet of Things, trust, universal design, usability, accessibility, se-
curity, privacy.

1 A Promising Future

As more devices gain the ability to communicate with each other, we are presented with
a new idea, the Internet of Things (IoT), where objects will automatically exchange
information and help make it possible to live more efficiently, collaborate more easily,
and live independently for longer. The IoT gives us an opportunity for ensuring these
new interaction methods and services are universally designed so the greatest amount
of people benefits. Yet, these objects will be entrusted to gather data about their users
and their users’ habits. The IoT can also make it much easier for anyone to find out
more about where we go, what we do, and who we do it with. To realize the benefit of
the IoT, users need to trust that their data will be treated safely and that the objects will
function correctly.

How do we create this trust? What sort of guidelines can one follow to present this
information in an accessible and usable way that can be understood by as many people
as possible? We have examined trust issues in the IoT with a user-centered approach,
particularly in the area of smart homes, smart offices, and e-voting.

First, we examine the IoT and the definition of trust that we used during our inves-
tigation. Next, we look at a security assistant that can help users in presenting security
and privacy information. We will also document how this information was made acces-
sible to people with different disabilities like dyslexia and vision impairment and how
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we evaluated the security assistant. Then, we look at the results from a user evaluation
in a smart home apartment. Finally, we conclude with an updated security assistand and
possible areas for future research in trust and collaboration systems.

2 The Internet of Things, User-centered Trust, and Universal
Design

The Internet of Things (IoT) was first used by Ashton [1] in 1999 to refer to the idea of
uniquely identifiable objects (things) and their virtual representations in an Internet-like
structure. The idea of how the IoT will be implemented depends on the technology. For
example Bassi and Horn [2] describe how RFID technology can be used to create an IoT
for tracking objects, and Vermesan, Harrison, Vogt, Kalaboukas, Wouters, Gusmeroli,
and Haller [3] presents the argument of the IoT being an integral part of the future
Internet, with things being involved in everything from the power grid to your clothing.
We went with the latter definition as it gave us a broader base for potential users to
understand the implications of the IoT.

Trust is another term that has different meanings in different disciplines. In our in-
vestigations, the two disciplines where we had the most conflict, was between computer
science and social sciences. In information security, Quirin, Fritsch, Husseiki, and Sam-
son [4] point out that the ITU-T X.509 standard defines trust as an entity functioning
the way it is expected to. Further, Quirin et al. state trust in information security is al-
ways, “. . . the correct function of a technical component that is important for the system
security.” From a user’s perspective, this manifests itself in the authenticity of hardware
or a service and usually involves some sort of certification or public key infrastructure.
This means looking at the areas of online transactions and banking [5, 6]. In other areas
of computer science, Yan, Kantola, and Zhang [7] try to lay out a theoretical approach
for describing trust in human-computer interaction.

In social sciences, a focus area is interpersonal trust, which is not only about the
expectation that things will do what they claim, but also the risk involved for the person
required to trust (trustor). Mooradian, Renzl, and Matzler [8] examine how personality
can affect the willingness to trust someone and share knowledge. Bansal, Zahedi, and
Gefen [9] discuss how an individual’s perception of risk in providing health information
online can affect the success of a healthcare websites.

Since we were working in a cross-discplinary investigation, we struggled to find a
definition of trust that could be accepted by the different disciplines. After much dis-
cussion, we settled on the definition presented by Döbelt, Busch, and Hochleitner [10,
p. 23], “A user’s confidence in an entity’s reliability, including user’s acceptance of
vulnerability in a potentially risky situation.” The focus on the user being willing to
take the risk and use an object emphasized our focus on user-centered trust, but we
still highlighted the technical component from computer science that the other entity
should function as advertised. Döbelt et al. try to make a distinction between trust and
trustworthiness. A user trusts something, but an object does not trust; it is instead trust-
worthy if it is trusted by the user.

The concept of universal design was introduced in the mid-1980s by the architect
Ronald Mace, and has since then been adopted in many fields, including the design of
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ICT [11]. Many think of universal design as design for people with disabilities. Yet,
the general intention of universal design in ICT is to design an object so that it can be
used by as many people as possible, i.e., mainstream technology for everyone, includ-
ing the elderly and people with disabilities. The emphasis is on avoiding unnecessary
special solutions and to provide equality and equal opportunities to participate in the
society [12]. For ICT, this normally means adding bits of semantic information so it is
accessible via assistive technology (AT) without extra set up.

Finally, the concept of universal design has two aspects: a process and a result. That
is, universal design denotes (a) a design process or an approach and (b) a design that
can be used by as many people as possible.

3 User Evaluations

In the past, we have examined how users perceive trust in the IoT by designing a model
[13] and in virtual reality environments [14, 15]. This work was combined with a study
on presenting trust information and resulted in a set of guidelines [16] for an interface
for presenting trust information (Fig. 1) called the security assistant. The security assis-
tant is divided into multiple layers. Layer 1 is a high-level assessment of the situation
coded into four different levels: 1 (lowest) to 4 (highest). The security level is also con-
veyed by using colors. Layer 2 provides a simplified explanation of the levels along
with a recommendation if the user should proceed or not. Layer 3 is targeted at users
desiring more information about what factors and state have determined the security
level. Layer 4 is for users that are curious about different terms in information security
and want to find out their meaning. The idea is to provide users with the security level
at a glance, but allow users to check the resulting layers to find out why this security
level was chosen to build their trust in the security assistant.

After the general layout of the security assistant had been decided, we began looking
at ways to make it more accessible, especially to AT. We made sure that no essential
information was conveyed by one only modality. For example, the colors are used as an
aid to display the security level, but this information is also presented as numbers that
can be read and interpreted by AT. However, the security level number needs to be pre-
sented to the AT in a usable way. While a sighted user has the position and highlighting
to see the indicated security level, this context is not sent to AT by default. Instead, an
AT like a screen reader only says “1. 2. 3. 4.” We added context so that the security
level instead read, “Security Level 4 of 4, Excellent Security.” This matches the intent
of what the graphics are showing.

Normally, people in the IoT are interested in accomplishing some task and security
and privacy are only a secondary goal. We wanted to make sure that the security assis-
tant’s information was understandable to as many people as possible. Graf et al. [16]
found that the term “security” was most understandable term when discussing privacy,
security, and trust issues with the potential users. In addition, we went through the text
presented in the Layer 2 recommendation so that it was easy to understand for the ma-
jority of users, and we worked to reduce the amount the text so that people with dyslexia
could easily read it.

We wanted to test the security assistant in a variety of environments and decided
to perform the evaluations in a smart home, smart office, and e-voting environment.
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Fig. 1. The security assistant showing the first two layers of security information (left) and the
detailed information (right)

So, we needed to make these environments and prototypes accessible for people with
disabilities. We went through the different mobile applications and devices that were
under development and made adjustments as was done with the security assistant itself.
To help ensure that things worked with accessible technology, an accessibility expert
worked with the developers at a two-day workshop where everyone worked with the
prototypes and AT to find deficiencies.

We performed a user evaluation of the security assistant with 85 participants in Ger-
many, Austria, and Norway. The tests in Germany used a virtual reality setting where
users navigated the environment using a Kinect. The tests in Austria used a laboratory
environment, and the tests in Norway were conducted in a smart home apartment.

Before beginning the evaluation, participants were surveyed about their general feel-
ings about technology, trust, and privacy. Then, participants performed nine different
tasks in the smart home and smart office environments using a phone or tablet and other
objects in the environment depending on the task. Half of the participants received a
low security environment and half received the high security environment. As they per-
formed each task, participants were asked to evaluate their opinion of trust, both in the
environment and in what was presented by the security assistant. Participants were then
asked to provide their overall opinion of the security assistant. Finally, in Austria and
Norway, participants finished the evaluation by participating in an e-voting scenario for
a housing cooperative.

We evaluated 23 participants in Norway (Fig. 2). The participants consisted of five
visually impaired using TalkBack (Android’s screen reader application), seven visually
impaired depending on text enlargement (either via software or a magnifying class) and
good contrast, five with reading and writing difficulties, and six elderly.
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Fig. 2. A participant testing out the medicine cabinet in the bedroom of the smart home apartment
in Norway; photo source: Aftenposten/Robert McPherson [17]

After the evaluations were completed, the answers to the surveys were compiled to
understand participants’ opinions on trust in the different situations and their opinions
on the security assistant. For looking at accessibility, we entered the notes from each
user session into a digital system. These notes included observed behavior and com-
ments from the participants. We used an open-code process, often used during the first
steps of a qualitative analysis as described by Crang and Cook [18, p. 137] to group
these observation and comments into different themes. These themes were then used as
the basis for determining the accessibility of the security assistant.

4 Participants’ Feelings on Trust and Accessibility

This is a summary of the participants opinions on using the security assistant and their
experiences with the accessibility features. Detailed findings information for trust and
universal design is provided in a separate report report [19].

Participants generally accepted the advice that they were given during the tasks,
regardless of whether or not they are in a high security or low security environment.
Most of the participants only looked at the first two layers of the security assistant (the
security level and recommendation); few bothered to look at the details in Layer 3. One
of the reasons for this could be that participants had to swipe the screen to the left to
get access to the third and fourth layers. The hint that more information was available
via this gesture was not obvious and few users recognized this.

Trusting the security assistant was an issue for some participants. They would ask,
“where does the security assistant get this information?” and “how does the security
assistant know this?” This indicates that even if the information provided by the se-
curity assistant is accurate, a user needs to trust the source of the information and its
messenger.

Some participants misunderstood how the security assistant worked. The security
assistant reports on security, but some participants would tap on the security level to
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change it. Changing the security level was not intended (and didn’t work), but it could
be that the user interface for showing the security level (Fig. 1) may have been mistaken
for buttons. None of the participants that used TalkBack to access the security assistant
had this problem. This indicates TalkBack gave enough contextual information.

After it was understood that they could not change the security level from the security
assistant, they were able to complete tasks. Most participants understood the concept
of the security assistant, but felt they needed help to learn how it worked. The assistant
helped some to realize the flow of information and how much implicit trust they were
giving the objects around them. Others complained about being interrupted by the secu-
rity assistant during the different tasks. Since we were evaluating the security assistant,
it was necessary to be interrupted, though some participants tapped through for the final
tasks.

Almost all participants with disabilities were able to complete the tasks in the eval-
uations and were able to get the information from the security assistant. Testing in the
real world environment revealed issues with contrast and text size that we didn’t not
discover during development. Even though we attempted to use good color contrast and
a large text size, the resolution of a screen, its color gamut, and glare due to its position
in the environment resulted in less contrast and smaller text than we expected. Part of
this could have been prevented by getting a higher quality display and making sure that
text is a minimum physical size (i.e., measuring the size in millimeters not points or
pixels), but sometimes the screen needs to be tested in the environment it’s intended for
to see how well it works.

Participants using TalkBack had problems using was the medicine cabinet. The
medicine cabinet had a built-in screen that used its own version of TalkBack. How-
ever, this version of TalkBack was different than the one on the phones and tablets. It
couldn’t be upgraded and used a much different metaphor for interaction that made it
difficult to use; participants using TalkBack had to give up and move on.

There were also some differences in using TalkBack between the phone and tablet
that were used during the evaluation, but this did not stop the participants from com-
pleting the tasks. However, we found that the order of the information could have been
presented in a more optimal way. First, TalkBack reads the security level (Layer 1).
Then, TalkBack would read information about the security level and the recommenda-
tion (Layer 2) before going to the buttons to continue or cancel the action. This matches
the visual layout of the security assistant (Fig. 1), but it did not match how many non-
TalkBack participants used the security assistant; most looked at the security level and
then pushed one of the buttons at the bottom of the screen. It probably would have been
better for TalkBack to read buttons after the security level, curious users could then be
informed that additional information was available.

5 Summary and Future Work

Overall, there are some issues with the security assistant, but the evaluation shows that
the security assistant is a tool that can present privacy, security, and trust information in
different situations to a varied group of users. In addition, the focus on universal design
made it possible to uncover deeper accessibility issues due to placement or set up of
information and highlights the value of real world testing by people with disabilities.
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We used the information from the evaluation to improve the design of the security
assistant (Fig. 3). For example, we changed the design of the security level indicator to
make it more obvious that it is presenting information and not a control for changing the
security level. Besides the swipe gesture, we have also added a button to make it more
obvious that information in Layers 3 and 4 can be accessed. This will help determine
if users need the progressive disclosure of information or are satisfied with only the
first two layers. We also made the Cancel and Accept buttons change size depending
on what the assistant recommended. For example, the Cancel button would take more
space if the assistant felt one should not continue.

Fig. 3. The updated security assistant

For future research, work needs to be done to indicate that people can trust the se-
curity assistant. Our evaluation showed that sometimes the security assistant got in the
way. How and when should the security assistant show its info? Also, the IoT has the
potential to be ubiquitous, and we may not always have a device like a smartphone with
us; what other methods and objects might be effective for conveying the security and
trust information?

We created a set of guidelines [20] for creating new interfaces in the IoT. The guide-
lines provide principles based on usability heuristics and experience from past usability
projects, and they detail how we created the final version of the security assistant. There
is also information about designing accessible applications for Android mobile devices
and how to include universal design throughout a project. The document is written to
be applicable in areas outside the IoT.
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User-centered trust and universal design can be applicable in other areas. For exam-
ple, collaborative and learning environments need users to exchanging information and
determine what they should do with it. Yet, the environment still needs to respect users’
security and privacy, and it should be possible to use it regardless of ability. Everyone
can benefit from having a safe environment for exchanging ideas and working together.
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Abstract. The aim of the “Puzzles for Nomad” project is to improve the system 
of education by filling gaps in job seekers’ competencies in an informal way 
(incidental learning). That would enable graduates, especially of humanities, to 
adjust their skills to the needs of the modern workplace using an innovation 
teaching method based on puzzles (puzzle learning). The first stage of the 
project was to create and test a mobile prototype.  

The distinctive, innovative features of our system are: 
• puzzle learning – course contents follow the chosen methodology by 

integrating problem-based learning with the presentation (Presentation 
Practice Performance) methods, ensuring high levels of interaction with 
the user. The didactic process is carried in pre-planned stages or according 
to scenarios; 

• learning outcomes ascribed to each stage, content is broken into stages of 
the learning process in accordance with the methodological approach; 

• monitoring, testing, methodology and course organization are relevant to 
the pre-defined learning outcomes – we developed a procedure and a 
special qualifying questionnaire to check whether the expected learning 
objectives can be achieved and verified using our system of incidental 
learning; 

• verification of the final product – a course developed by an expert is 
subject to review with respect to the criteria outlined in the correctness 
questionnaire at the methodological and technical levels; 

All the elements described above form an adaptive system for incidental 
learning, which is innovative not only with regard to the problem it tackles 
(mechanisms for the adaptation of informal education to the current job market) 
but also forms of learner support (distance learning with the use of mobile 
devices adjusted to the needs and skills of learners), and target groups (learners 
and content providers, corporate users). 

The system was based on the pilot course, a series of studies into the needs 
and opinions of users, and usability studies. These actions ensured high quality 
of user interface ergonomics in line with the rules of Human-Computer 
Interaction. Both the process of entering courses into the system and its use by 
students have been subject to in-depth usability tests. 

The proposed system functionalities and the results of research, as well as 
the developed methodology, can be used to create similar m-learning systems. 

Keywords: Methodologies for the study of computer supported collaborative 
learning and / or technology-enhanced learning, Mobile and/or ubiquitous 
learning, Open educational resources, Puzzle Learning, Nomad Education. 
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1 Introduction 

According to [2] m-learning (mobile learning) is a kind of e-learning which is based 
on the use of mobile devices (PDAs, mobile phones, notebooks or tablets) anywhere 
at any time. The progress made in these technologies in recent years has influenced 
everyday life [1,12] and the quality of distance learning [7]. These rapid changes 
inspired the authors to conduct research concerning the potential of m-learning in 
Poland. In the first part of this work we analysed whether Polish students were ready 
for joining m-learning courses. In the second part we investigated tuition-free online 
courses run in Polish as the language of instruction from the point of view of their 
relevance for the graduates of humanities. It turned out that all free m-learning 
courses [9] do not meet the requirements of either the methodology or multimedia 
quality of the courses. Following this observation a new methodology was proposed 
basing on [3,9] research. Next, we prepared a pilot course testing the proposed 
methodology. The obtained results showed that the proposed model meets the 
expectations of project beneficiaries, both from the point of view of methodology and 
organisation and presentation of materials.  

2 Motivation and Background 

According to the data published by the Ministry of Labour and Social Policy, job 
centres in Poland have observed an increase in the number of the unemployed with 
higher education diplomas – from nearly 4% in 2002 to 11.7% in 2012 (ca. 250 000 
people). A quarter of the total number of unemployed persons are graduates of 
economy and administration, 15% of pedagogy and related fields, 14% of social 
sciences and 8% of humanities. In comparison – graduates of technical and 
engineering faculties account for only 8% of all university graduates. Another 
worrying phenomenon is the fact that many graduates accept job offers which are 
below their qualifications or in another field [13] 

Young graduates exhibit high flexibility in terms of job seeking and the need to 
develop new skills. Focus group research involving 30 persons proved that the main 
motivator behind job change (taking a job other than the learned one) is the lack of 
opportunities to fulfill one’s ambitions and no perspectives of further growth. Those 
data are consistent with the research done by the Public Opinion Research Centre in 
January 2013 (Occupational Mobility and Elasticity) 

72 % of survey participants said they were ready to spend their free time improving 
their qualifications. A survey conducted as part of our project confirmed those 
findings. Our respondents admitted that they could devote 6.5 hours per week to learn 
new things (however there was a large standard deviation of 3.4). As far as preferred 
methods and organizational forms were concerned, most respondents pointed to 
individual learning (40%) conducted online (23%). In a study of older learners the 
percentages of participants of online courses was even higher (58%) with 78% 
assessing the content of e-learning courses well [8]. 
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3 Analysis of the Popularity and Usage of Mobile Devices in 
Poland 

Prior to launching the pilot course, a survey was conducted regarding the use of 
mobile devices among the user group. The results previously reported in [11] were 
compared with the data for the most popular mobile devices in Poland. A comparison 
was made in order to find out if similar devices are used by the selected target user 
group i.e. graduates of humanities. 

In [11] it was reported on the use of mobile technologies in Poland and the 
Western World. The report also contained information regarding ways of creating 
multimedia elements for mobile devices, and ways in which users interact with them 
with a special emphasis on practices of User-Centered Design. A key difference 
between the project’s target group and mobile users in Poland and the world in 
general is a smaller popularity of tablets. A total of 23 % respondents from the target 
group admitted to having owned a mobile phone for less than 6 months. Only 17% 
were planning to buy a new one in the near future. In the target group of 80 learners: 

• 98% of respondents own a mobile phone 
• 88% own a portable computer 
• 10% own a tablet 
• 58% had participated in e-learning courses before, and 78% of these described 

their attitude towards e-learning as positive 
• 13% had participated in distance courses using mobile devices, and 55% of these 

described their attitude towards this type of content presentation as positive  
• 70% watch films on their mobile phones 
• 49% use their phone to acquire knowledge 
• 24% are planning to buy a phone with the Android OS in the near future, and 7% 

with iOS 
• 5% would not find time for mobile learning, 30% would spend about 30 minutes a 

day, 53% no more than 30-60 minutes, 10% 2-3 hours.  

4 The Analysis of Resources of Online Courses Available in 
Polish 

In order to assess the resource quality of free-of-charge distance learning courses, the 
resources were analysed and the following hypotheses verified: [9] 

• There is a lack of clear and well-defined goals, following the recommendations of 
National Qualifications Framework; 

• The content rage of offered courses is not large (a handful of subjects dominate); 
• The presentation method is the most popular, interaction with a user is limited to 

summative assessment; 
• Summative assessment does not allow for the reliable monitoring of the attainment 

of learning outcomes by a learner; 
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• Content featuring elements of mathematics and logic are not adjusted to meet the 
needs of our project’s beneficiaries; 

• Technical aspects of courses, including the multimedia, navigation and graphics of 
the user interface are often poor quality. 

Resources which were analysed had to meet several criteria: 

• They are public and easily accessible; 
• They are free and require the maximum of free-of-charge user registration; free 

content is not limited to a demonstration (e.g. first lesson); 
• They refer to the knowledge and skills relevant to the beneficiaries of the project as 

jobseekers [9] 
• They are not limited to an e-book. 

103 courses were examined, most of them available at http://kursolandia.pl, of which 
61 were initially selected for further analysis. In the end the selection process 
identified 50 courses to be subject to further scrutiny. 

Our research proved that currently available online courses are limited in scope, 
with many lacking any clearly defined learning objectives, which makes proper 
analysis impossible. Only a handful of courses have learning goals, but even then the 
type of final assessment used is inadequate. Courses often lack the definition of target 
audience, in which case it is difficult to say whether the methodology, forms and 
didactic means are relevant to the abilities and needs of our project beneficiaries. In 
all analysed courses the presentation mode dominated, and interactivity was limited to 
simple tasks done as part of ongoing assessment and closed questions which 
constituted final assessment. Some courses had nice-looking graphics but in most 
cases multimedia elements were irrelevant and served aesthetic rather than didactic 
purposes. 

Furthermore, some materials were published in the e-book format and presented as 
online courses, which might be misleading for a user and lead to negative opinions 
about e-learning. On the other hand, solutions which seem fine from the 
methodological point of view, such as PARP Academy, are not aimed at the 
beneficiaries of our project. 

To sum up, the analysis showed that the current offer of free-of-charge distance 
(online) courses does not provide our project beneficiaries with opportunities to adjust 
their competencies to the needs with the Polish job market [9].  

Our analyses led to conclusions that the most important features of a system meant 
for incidental learning of our target group, i.e. the graduates of humanities, should be 
the following: 

• Conformance to the fundamental rules of education, including the need for 
acquired knowledge to be operative and practical, the need for high interactivity 
(learner activity), appeal to many senses,  individualisation, differentiation of 
methods and assessment forms; 
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• relevance of content in relations to the needs of the job market and integration of 
final (summative) assessment with a system for the management of competencies; 

• agreement of course objectives with the National Qualifications Framework; 
• use of methods, forms and means appropriate to the needs, abilities and preferences 

of learners (e.g. it is advisable to incorporate elements of learner participation and 
cooperation). 

5 Methodology Based on Elements of Puzzle-Learning 

Puzzle Learning is a new teaching and learning methodology focused on solving 
different kinds of problems using puzzles [3,4]. It is possible to increase the student’s 
mathematical awareness and problem solving skills by discussing a variety of puzzles. 
Such a methodological approach relies on standards requiring from a teacher to define 
a problem, present a puzzle to illustrate it, in order for the learner to see the 
complexity of the problem in question. Then the teacher lets the learners deal with the 
puzzle, providing feedback whenever necessary. At the next stage, the teacher 
explains the theoretical background related to the problem and checks the skills 
mastered by the students. The initial program is followed by subsequent presentation 
of the wider context of the problem and, finally, final assessment of the predefined 
learning outcomes [6]. This methodology allows students to take an active part in 
solving tasks and thus promotes better understanding of the presented issues. Students 
can use these methods for solving problems in different fields. It is the opposite of 
passive approach to studying, like reading without understanding and rote learning of 
ready-made solutions.[5] 

The three basic rules of Puzzle-Learning are: 

• Rule 1. Make sure you understand the problem and all key terms used to define it. 
• Rule 2. Do not trust intuition; calculations are more reliable. 
• Rule 3. Calculations and reasoning will be more constructive if you create a model 

for the given problem, defining its variables, limitations and objectives. [3] 

Below we present an example of a puzzle used in the course. 
General teaching aim of the puzzle: 

• To develop problem-solving skills. 

Learning outcomes: 

• Knowledge: the user defines the sense (rationale) of defining assessment criteria in 
situations where problems are not adequately defined. 

Puzzle 1 (Fig.1.): 

• You have two sand timers – a 2-minute and a 5-minute one. You want to have soft-
boiled eggs and you prefer eggs boiled for 3 minutes. How can you do this using 
the two devices described above?  
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Ongoing monitoring: 
 

• A user should have the opportunity of using the sand timers, one at a time and 
simultaneously. When a sand timer’s top bulb is empty, the user should have the 
opportunity of throwing an egg into the water. 

Correct answer: 

• The best way is to use both sand timers simultaneously. When the 2-minute one is 
empty, there will be enough sand for the next 3 minutes in the other one; therefore 
it is the right time to throw in the eggs. 

 

Fig. 1. The graphic presentation of the described puzzle 

Basing on the above methodology used in the pilot course, we broke the 
teaching/learning process into stages presented in the table. 
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Table 1. Stages of the didactic process of the pilot course 

Stage Actions 

Introduction Stage 1 

• Choosing learning outcomes 
• Explaining the subject of the lesson (unit) 
• Shaping a learner’s motivation 

Problem/puzzle 

Stage 2 
• presentation of the problem or puzzle 

illustrating the given problem 

Stage 3 
• providing the learner with an opportunity of 

solving the problem/puzzle (providing tips) 

Stage 4 • providing the learner with feedback 

Stage 5 
• presenting lesson goals (the problem 

illustrated by the puzzle) 

Knowledge Stage 6 
• presentation of the knowledge related to the 

chosen subject 

Skills Stage 7 

• testing of acquired knowledge and the ability 
to apply it in practice (ongoing assessment) 

• tips for further learning 

Consolidation Stage 8 

• presenting a broader perspective 
• generalisation of the learnt material more 

examples 

Summary Stage 9 
• presenting the importance of the gained 

knowledge and skills 

Final verification 
(testing) Stage 10 

• verification if the goals of the lesson have been 
attained. 

 
In order to prepare a course using the puzzle-learning method, it is necessary to use 

the course template. That forces a user to follow a set sequence of course design and 
development stages: 
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• Formulate the expected outcomes 
• Find out who the learners are, what are their cognitive skills and personality traits 
• Define what knowledge, skills and social competencies are necessary to reach the 

learning goals 
• Set detailed, measurable, realistic and observable learning outcomes 
• Develop monitoring tools, such as tests checking whether concrete outcomes have 

been reached 
• Pick teaching/learning strategy, decide whether to use presentation mode or 

searching mode with the elements of puzzle learning 
• Fill-in a qualifying questionnaire and a questionnaire which will be the basis for 

course approval at the concept stage. Both questionnaires are verified by a 
methodology specialist. 

• Prepare a scenario and multimedia. Fig. 2 presents a template of a scenario divided 
into screens, with learning outcomes, core and optional multimedia and navigation. 

 

Fig. 2. Template of a scenario 

When filled-in this template allows for a course to be entered into its mobile 
version. 
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6 Construction of the First Mobile Version of the Pilot Course 

It was decided that the course should run on mobile devices because that was 
consistent with the character of the project, i.e. Nomadic Learning. Research was 
carried into the preferred resolutions of audio, video, static graphics and animations. 
Then decisions regarding the technology utilised in the pilot study were based on the 
devices and multimedia formats favored by the target group. Currently one of the 
most frequently used solutions for developing content for multiple mobile platforms is 
HTML5 combined with CSS3 and JavaScript, whose operation is actively supported 
by the latest mobile web browsers. That ensures similar display of content and 
consistent interaction on many platforms without additional effort. jQuery Mobile is a 
very popular free-of-charge solution offering predefined graphic and interaction 
components (widgets). The pilot course was developed using this particular 
technology. 

The course uses a minimalist user interface which allows for simple transitions 
between screens with the help of large, easily visible buttons. Interactivity is provided 
by means of timed quizzes, illustrations appearing upon clicking and audio/video 
players. Course scenario depends on previous answers, which are remembered by the 
application. 

The course uses the Responsive Web Design technology, which helps adjust the 
content to mobile device screens of different sizes. Below we present screenshots 
from the mobile version of the course on the examples of a smartphone (Fig.3.)  and 
a tablet (Fig.4.). 

 

Fig. 3. Mobile version of the course on smartphone 
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Fig. 4. Mobile version of the course on tablet 

7 Evaluation of the Pilot Course 

In the last stage of our research we set out to verify our hypotheses. The results 
confirm that the incidental-learning model allows to attain educational goals, however 
the effectiveness of the learning process depends on many factors – didactic, technical 
and pertaining to the attitudes of learners, as well as their self-study competencies. 
Our results suggest that it is easier to reach an objective related to the area of 
‘application’ rather than ‘knowledge’, the most difficult being ‘comprehension’. To 
confirm the observations more extensive research needs to be conducted. 

In some cases negative effectiveness of learning was observed, which, together 
with data on self-regulation of the learning and assessment processes (e.g. the time 
between starting a course and attempting a final test), casts doubt on whether the 
failing participants took their learning seriously. Disregarding those data, however, 
could adversely affect the reliability of results because with the single-choice 
questions, from the point of view of statistics, the number of chance incorrect hits 
should equal the number of correct answers [10]. 

Despite the above-mentioned limitations, the results allow us to conclude that the 
proposed model meets the needs of the students from both perspectives - 
methodology and structure. Research results serve as guidelines to be used in the 
further stages of the project, i.e. work on a number of new courses. 

On the basis of obtained results, the following recommendations have been 
formulated for the authors of methodology books, courses, and for the teachers: 
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• content should be broken into small 15-45-minute thematic blocks (lessons) which 
would focus on a very limited (one to three) detailed operating objectives; 

• a screen should not contain too much text; 
• problems discussed should be illustrated with examples and multimedia elements, 

especially if they refer to abstract-symbolic explanations; 
• the didactic process should combine the stages of problem-solving with 

presentation, in order to balance theory with its practical applications; 
• the didactic process should incorporate interactivity and tests verifying content 

comprehension and skills acquisition (ongoing assessment); 
• testing questions should contain clear explanation of  assessment criteria, 

especially in the case of open questions (final assessment). 

8 Future Work 

Currently we are working on the development and implementation of a full e-learning 
platform and an m-learning platform which will base on previous assumptions and the 
results of the pilot test. The e-learning platform will feature an extended module for 
lecturers/editors allowing for the easy publication of courses and accompanying 
materials on the platform. We envisage the option of creating moderated courses (i.e. 
with a lecturer) in a distance and blended models, as well as non-moderated ones 
(without a lecturer/moderator). The platform will enable the creation of a course 
structure with the use of ready-made templates and designing a unique structure with 
the help of a drag&drop menu. We plan to give course authors access to a puzzle 
editor so that they could add more advanced logical tasks. Below we present first 
models of the platform showing selected functionalities. 

Both the e-learning and the m-learning platforms will be subject to detailed 
evaluation whose aim is the analysis of the usability of applied user-interface 
solutions. That will help identify main problems which users might encounter while 
working with the platform and propose solutions which should enhance the 
ergonomic quality of the analysed interfaces.  

Usability testing will be carried in controlled conditions at PJIIT, where individual 
users will be observed by a moderator/researcher while doing pre-defined tasks. User 
interactions and actions will be registered by a program recording screen content in a 
video form. Those recordings will be subject to further analysis. Users will also be 
encouraged to share their remarks regarding the tested platform (“Thinking Aloud 
Protocol”), which will also be recorded. After the usability test, the user will complete 
a satisfaction questionnaire to express his/her opinions on working with the platform. 
The research will be followed by a final report describing the usability tests with the 
lists of the problems that emerged, organised according to predefined priorities and 
illustrated with relevant screenshots, user comments, questionnaire results as well as 
their interpretation. 

Regular usability tests will enable platform modification, which should help 
maintain its high reliability and ease-of-use both for students and teachers. 
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Abstract. In this paper, we describe the use of a collaborative TERAKOYA 
learning system developed to help students actively study anywhere on a local 
area network (LAN) linked to multipoint remote users. In this environment, if 
many students send questions to a teacher, it is difficult for the teacher to 
provide answers quickly; furthermore, the teacher is largely unable to determine 
the degree to which each student has understood the course materials, because 
he or she cannot observe the students and their reactions in person. In this 
paper, we discuss a graphical user interface (GUI) system that prioritizes 
student screens by changing the GUI on the teacher’s computer; more 
specifically, thumbnails of student screens zoom dynamically in proportion to 
each student’s understanding level. By sorting these priorities on his or her 
screen, the teacher can observe each student’s work and support their thinking 
process at each student’s individual pace. 

Keywords: Advanced Educational Environment, Ubiquitous Learning, 
Distance Education. 

1 Introduction 

In today’s environment of ubiquitous computers, promoting the use of computers in 
school is very important. E-learning and learning through web content, however, are 
passive methods, and it is difficult to cultivate comprehensive active learning, which 
has recently gained prominence. Because active learning requires learner 
participation, computers are expected to complement classroom lectures. Systems for 
computer-based active learning enable in-class participation by transparently 
manipulating the input instruments of the students and the teacher. Several 
researchers have suggested that the challenge in our information-rich world is not 
only to make information available to people at any time, at any place, and in any 
form but also to specifically say the right thing at the right time in the right way [1]. 
In particular, the fundamental pedagogical concern is to provide learners with the 
right information at the right time and place in the right way instead of enabling them 
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to learn at any time and at any place [2]. Moreover, as Jones and Jo [3] point out, 
educators should aspire to combine the right time and place learning with a 
transparent method that allows students to access lessons flexibly and seamlessly. 
Such an approach is a calming technology for ubiquitous computing environments 
and adapts itself to student needs by supporting specific practices. 

In our present study, we have developed a new collaborative learning system called 
TERAKOYA [7] for remedial education, which helps students actively study 
anywhere on a LAN linked to multipoint remote users, as shown in Fig. 1. The 
TERAKOYA learning system provides both interactive lessons and a small private 
school environment similar to basic 18th-century Japanese schools called terakoya. In 
particular, the system provides an interactive evening lesson that uses tablets on a 
wireless LAN (WLAN) and custom-built applications that link students in the 
dormitory and at home with a teacher in the school or at home. In this new system, 
students and the teacher cooperate and interact in real time by using a personal digital 
assistant (PDA) [4]. This system can be used to submit and store lecture notes or 
coursework using a tablet. 

We define TERAKOYA as a new evolving virtual private school realized on a 
network, which certainly distinguishes it from the 18th-century terakoya. 
TERAKOYA is a system for simultaneously achieving the following: 
(1) Small group lessons for students, like those at a private school in which the 
teacher serves as the leader. 
(2) Interactive lessons that provide dialogue with the teacher and allow students’ 
work to be checked and thinking processes to be supported by online collaboration. 
(3) Lessons enhanced by mutual assistance that can clarify any misperceptions in a 
student’s thinking processes and provide appropriate support for each student via the 
opinions and answers of other students. 

In short, TERAKOYA is an educational support system that can flexibly adapt to 
the learning demands of many students by applying a private school model for small 
group lessons. Therefore, as noted above, the TERAKOYA system realizes personal 
learning support for students in a dormitory or at home from a teacher in the school or 
at home. 

In the original terakoya environment, it was not easy to keep students focused on 
learning, except for students with a high willingness to learn. Conversely, our 
TERAKOYA system is a more flexible learning environment that allows teachers to 
switch freely between the conventional terakoya environment and the mutually 
supportive environment using teacher-centered learning or self-paced learning, as 
needed. Because of this flexibility, we view our system as able to reach a wide range 
of vulnerable students and accommodate contemporary student attitudes toward 
learning. In addition, our system is expected to allow teachers to provide additional 
learning assistance to students with less additional work for the teacher than 
supplementary lessons conducted in the classroom or dormitory. 

In this paper, we consider a realistic scenario of dynamically providing an 
interactive lesson for students in an active learning environment in their own living 
space. A serious problem occurs when many students send questions to the teacher; it 
is very difficult for the teacher to quickly answer all such questions. In addition, the 
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teacher is largely unable to determine the degree to which each student understood the 
course content, because the teacher cannot observe individual student reactions. 
Accordingly, the GUI of our system prioritizes student screens through changing GUI 
interfaces on the teacher’s computer. More specifically, these windows are shown as 
thumbnails that zoom dynamically based on student understanding levels. The teacher 
can then sort these as per priority. Using this approach, the teacher can observe 
student work and support their thinking process much more effectively. The teacher 
can also clarify any misperceptions in their thinking processes, providing appropriate 
support for each student. 

In this paper, we present the basic configuration of a system that provides the 
dynamic delivery of full-motion video while following target users in a ubiquitous 
learning environment. The delivery of full-motion video uses adaptive broadcasting; 
the system can continuously deliver streaming data, including full-motion video, to 
the teacher’s display as thumbnails of student screens. Because it maintains 
information about each user’s attitude in real time, the system supports the user 
wherever he or she is without requiring a conscious request to obtain their 
information. Below, we describe a prototype implementation of this framework and a 
practical application. 

 

Fig. 1. Framework of TERAKOYA learning system 

2 Basic Configuration 

Our configuration consists of tablets, a server machine, and software to enable 
collaboration among the tablets over a WLAN, which covers the campus, the 
dormitory, and student and teacher homes. The interactive system software consists of 
server software, authoring software for the teacher, and client software for students. 
The authoring software synchronizes with clients via server software, and the system 
operates in either collaboration mode or free mode. The authoring software is 
launched on a teacher’s computer with a 12-inch XGA display; its main functions are 

Teacher’s PC 
shared by the PCs 
of the students

Memo windows (Drawing)
Send requests (Student)
Students’ list window (Teacher)
Chat window

Broadcasting and one-on-
one support for teaching or 
asking
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to distribute teaching materials, select collaboration mode or free mode, give a 
specific student’s computer permission to write, view a student’s screen, share files 
between a specific student’s computer and another computer using the client software, 
and submit coursework using remote control from the teacher’s computer. The main 
functions of the client software are browsing lecture notes, storing learning materials, 
and submitting coursework. Using the authoring software, teachers can view student 
screens as thumbnails; overall, the thumbnail view can display 50 client computers. 
When students submit coursework from their computers, the filenames are displayed 
in the order of submission on the teacher’s computer. Thus, a teacher can immediately 
confirm the submission status of student coursework. 

In collaboration mode, the display on the teacher’s computer is shared and 
displayed on computer screens of up to 50 students. Each student computer serves as 
an electronic board on which they can write. All students in the class can view the 
activity of a selected student on their own screens when that student is completing his 
or her coursework. Furthermore, students with write access can post messages 
regarding their coursework; the teacher can control the write access rights of the 
students’ screens. All students can browse through or view these group discussions. 

In free mode, a student can freely write on the teaching material and coursework 
made available by the teacher on his or her screen. The teacher can then watch all 
student screens, although each student’s writing is displayed only on his or her 
individual screen. If a student faces difficulties completing the coursework, the 
teacher can provide hints or receive student questions by sharing their screens. The 
displayed content in both modes can be saved on each student’s computer or on an 
external memory device, such as a USB flash drive. Students can freely browse the 
saved data at any time. And when they submit their coursework to the teacher’s 
computer, the teacher can immediately mark it and then later evaluate it in detail. 

Furthermore, as one possible implementation, the system can support multiple 
servers, with server software used for data exchange between the teacher’s client and 
that of a student; however, student computers in the dormitory cannot communicate 
directly with a teacher’s computer connected with another network on campus, 
because each network is isolated by a firewall. To communicate through client 
computers on different networks, at least one control server and a steady network 
connection via TCP/IP are necessary for data exchange between a teacher’s and a 
student’s client. By using a server that runs the server software as a control server, our 
system can provide multipoint remote lessons via connections anywhere on the 
campus and in the dormitory. In addition, it can even be accessed from student homes. 

Because interactive lessons are provided, each client is required to continuously 
maintain its connection to other computers. Thus, the traffic load between the server 
and clients grows when the number of connected users increases. Consequently, 
network hardware must provide adequate system performance for real-time 
information sharing. The system is optimized to work smoothly with one server 
machine and 50 client computers, each with a 12-inch XGA display, for one lesson; 
the network speed is maintained at 500 kbps or less for each connection. To limit the 
amount of data exchange between the client machines, all teaching materials and 
coursework are sent to the screens of all students when each interactive lesson begins. 
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After the lesson begins, the system sends only their own written data and the data 
controlled by the teacher to student screens. 

If many students send frequent questions to the teacher, it is very difficult for the 
teacher to quickly provide answers. In addition, the teacher largely has no means to 
determine the degree to which each student understood the course materials, because 
the teacher cannot directly observe students and their reactions. By conducting a pre-
survey requesting freeform advice in the subjective evaluation, we received useful 
comments, such as “It may take some time before a student’s question gets a response 
from the teacher.” 

Accordingly, our advanced GUI is configured to prioritize student screens by 
changing the GUI interfaces on the teacher’s computer. Thumbnails are blinked, 
sorted, and scaled on the basis of student viewing and other parameters. In particular, 
the thumbnails of each student’s computer is zoomed dynamically based on their 
understanding level, as shown in Fig. 2. If the student screens can be sorted on the 
basis of their priorities on the teacher’s screen, the teacher can observe student work 
and support their thinking process as an effective teaching aid. The teacher can also 
clarify any misperceptions in student thinking processes, providing appropriate and 
individualized support for each student 

 

Fig. 2. Overview of GUIs for viewing student screens as thumbnails on the teacher’s computer; 
student screens are zoomed dynamically based on their attitude 

3 Practice and Evaluation 

As a prototype for applying this system to a real lesson for students in campus, we 
assembled 20 computers. The proposed learning system was implemented in a pilot 
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evening class. After conducting this class, the feasibility and practicality of the system 
in helping the students study actively and willingly was verified by observation and 
questionnaires. Using this system, a teacher in his/her office on the campus sent 
instructions or learning materials to all student PCs via the network. On receiving this 
material, the students could note their views and answer the questions in the learning 
material on their PC screens using the stylus pen attached to their tablet PCs. They 
could also submit their answers as an image to the teacher. 

Because the students’ PC screens were visible on the teacher’s PC screen, the 
teacher could check the students’ work and support their thought processes by online 
collaboration. The teacher could also identify any misinterpretations in their thought 
processes and provide appropriate clarification to each student by combining the 
images drawn on their PC screens and by verbal communication through the headset, 
respectively. In an investigation of the system, it was observed that students who were 
uninterested in a normal class exhibited a different attitude in the pilot evening lesson: 
they concentrated more, studied the coursework, and frequently sent their questions to 
the teacher. Consequently, it became easier for the students to ask questions to the 
teacher in a face-to-face interaction. In addition, it was very satisfying for students 
when their queries were answered immediately and therefore, their work could be 
adjusted appropriately. 

To evaluate the implementation of our system, we measured its performance in 
actuating a target host for broadcast and subsequently measured the response in 
delivering streaming video to the entire target host. For this experiment, we used a 
delivery server and from five to twenty target hosts. The delivery server ran on a Core 
i7 (3.4 GHz) processor with Windows 7 Professional and the self-customized 
BigBlueButton [8] with Ubuntu; BigBlueButton is an open source web conferencing 
system developed primarily for distance education that supports multiple audio and 
video sharing, as well as presentations with extended whiteboard capabilities. 

Each target host ran on a Core i5 (2.53 GHz) Mobile processor with Windows 7 
Professional and a web browser as a BigBlueButton client. The system interconnected 
via a Gbit LAN from the server on our campus to an IEEE 802.11g/n WLAN for the 
target hosts. The streaming video for one target host was played in a 320×240-pixel 
(QVGA size) window with a webcam. 

We verified the connection speed between the WLAN and the Gbit LAN for the 
server. When twenty target hosts for students and one host for the teacher were used 
on campus, the minimum throughput speed between the server and a target host was 
12 megabits per second (Mbps). We also measured the time lag before a target host’s 
actuation; the latency from capturing a webcam to passing a streaming server’s IP 
address to a target host was less than 10 ms, and the latency of the web browser’s 
connection between a streaming server and a target host over a TCP connection was 
set to minimum. 

We also implemented a questionnaire survey to investigate the subjective 
impression of our prototype system. The test subjects were ten students in the 
department of electrical engineering, all in their twenties. We assumed that subjects in 
their twenties were well-versed with the use of computers in their daily life. We 
explained and demonstrated to the subjects how to use our prototype system before 
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they filled out the questionnaire, which included the several questions. Next, 
questionnaires on the subjective impression were evaluated using the following five-
point rating scale: Better (5), Slightly better (4), Fair (3), Slightly worse (2), and 
Worse (1). 

Subjects evaluated our system favorably, focusing on the system’s operability. The 
subjects’ rating of the ease of use of the system increased to more than 4 points after 
conducting the supplementary lesson, whereas the comparison with using a notebook 
was low and decreased to less than 3 points. The reason for this result was that the 
response of the stylus pen was slightly slow, as reported in student comments. The 
ratings regarding the ability to concentrate during the supplementary lesson showed 
that, because it was possible to concentrate on the teacher’s explanations without 
taking notes and to concentrate on hearing the teacher’s voice using the headphones 
without other noises, this system helped students concentrate better. Furthermore, 
other evaluations of our system by these users indicated greater effectiveness. In 
particular, the subjects’ rating of their wish to continue the supplementary lessons 
using this system increased to 5 points. 

Regarding the educational impact, the subjects felt that the supplementary lessons 
using our system had the same effect as a face-to-face class. Further, their desire to 
attend supplementary lessons in the future increased. Overall, the subjects’ rating 
regarding the benefits of studying was also high (more than 4 points), because all 
students answered that the supplementary lessons taken using our system were more 
useful for forming the habit of studying, whereas study time outside of the 
supplementary lessons was slightly low (less than 4 points). Regarding study time, 
two students answered “slightly yes,” whereas one student answered “slightly no.” 
Thus, one student had more incentive to study for the course because of the 
supplementary lessons, whereas the other students felt that the lessons were sufficient. 

These ratings of the supplementary lessons provided by our system suggest that our 
system can achieve the same outcome as a face-to-face class if the supplementary 
lessons are provided as multipoint remote interactive lessons. Further, the evaluated 
value of our prototype system for these users might prove greater with more 
familiarity and experience using our system. As freely provided advice in the 
subjective evaluation, we received useful comments such as “It is inconvenient that 
the voice is interrupted sometimes,” “It may take some time before a student’s 
question gets a response from the teacher,” and “We want more time to do a lot of 
exercises.” 

Because we need to analyze the evaluations of teacher performance, we will 
conduct this analysis and discussion as a future work. 

4 Related Work 

Studies of interactive support systems used in class with a pen-based interface focus 
on the way in which the system helps students answer questions and use the teaching 
materials with an electronic board, a PDA, or information and communication 
technology (ICT) equipment. To compare our TERAKOYA system to such related 
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work, we weighed two technical areas: interactive systems [5] and active learning 
environments [6]. Both incorporate pen-based computers [6,13]. 

AirTransNote [5] is an interactive system that provides a mechanism for improving 
the interactive feature by using a PDA via WLAN in a normal class. The system is 
highly compatible with legacy interfaces using pencil and paper because it involves 
manipulating a stylus pen. 

Livenotes [9] allows listeners to share slides on their tablet PCs and discuss issues 
with other listeners by collaborative note-taking in a shared space. The concept of the 
system, a new cooperative learning practice, fosters goals similar to those of our 
system. We particularly focused on a small private school environment on a LAN 
linked to multipoint remote users rather than collaborative learning among peers 
connected in small groups, as in Livenotes. 

Classroom Presenter [10] is an alternative tablet PC note-taking system based on a 
broadcast model. The instructor can add annotations to his/her own slides, which are 
broadcast to all students. Students can also annotate their slides and provide 
aggregated feedback on the instructor’s slides. However, there is no support for small-
group student interaction. 

Tablet PCs with a stylus pen are becoming increasingly common in engineering 
classrooms, as they provide the instructor with an extended set of educational tools. 
Even as a direct replacement for the traditional blackboard, they have many 
advantages [6,13]. One of the most important advantages is that the tablet PC enables 
the instructor to seamlessly switch between a standard blackboard-type interface to 
one of the many multimedia programs or materials to enhance the presentation of 
difficult subjects. The tablet PC clearly offers many advantages over the traditional 
blackboard approach for improving the overall learning experience of the students 
[11]. Ubiquitous Presenter [12] is a web-based extension to Classroom Presenter and 
facilitates distance learning. 

Although each of these related systems is interesting, our system has numerous 
distinguishing features. First, our system makes it easier for students to ask the 
teacher questions just as they could in face-to-face interactions. Second, it is very 
satisfying for students to have their queries answered immediately, which is achieved 
by directly connecting the teacher and the students. Third, students may feel a sense 
of security and of being looked after, because the psychological distance between the 
teacher and each student is less. As a result, students can maintain their study 
concentration longer than in a normal remedial education class. Thus, the 
TERAKOYA system not only expands the accessibility of popular tablet support 
methods, but also accommodates a wide variety of learning styles by leveraging a 
transparent and calm learning environment. 

5 Conclusions 

In this paper, we detailed how our system helped students study actively anywhere on 
a LAN linking multipoint remote users; our system provides an interactive evening 
lesson using tablets and custom-built applications both in the dormitory and at home 
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such that students and teachers can remain in their own living spaces. As a prototype, 
our proposed learning system was implemented in a classroom with a teacher in the 
teacher’s on-campus office. Our implementation employed a handwritten electronic 
whiteboard with verbal and non-verbal information. By conducting the test, the 
effectiveness of our system in helping students study actively and willingly as an 
example of “right time, right place learning” was verified. 

In addition, our system was configured to help the teacher quickly answer student 
questions. Thus, the teacher can better observe the degree to which each student 
understood the course materials by observing students and their reactions in real time. 
Our GUI implementation prioritizes student screens by changing the thumbnails on 
the teacher’s computer; the thumbnails zoom dynamically based on each student’s 
level of understanding. By sorting out these priorities via the GUI, the teacher can 
observe student work in real time and support each student’s individual thinking 
process. 

Using our system, the teacher distributed instructions or learning materials on all 
student screens via the network. On receiving these materials, students could note 
their views and answer questions in the learning material on their computers using 
pens attached to their tablets. They could also submit their answers as an image to the 
teacher. Because student screens were visible on the teacher’s computer, the teacher 
could check student work and support their thinking processes via direct online 
collaboration. The teacher could also clarify any misperceptions by providing 
appropriate support for each student. 
  In conclusion, we feel that more specific and effective education programs are 
required. We would like to further evaluate the impact this system can have on the 
understanding and motivation of students. We would also like to study various 
configurations of our new interactive system under active learning conditions, 
including the development of a new interaction system realized by adding entities. 
Our system is an ambient human interface system, which materializes as a friendly 
advisor that gives users natural awareness through making real images via a network 
to follow users. We would like to work toward realizing such an ambient human 
interface system of user-oriented ubiquitous computing through implementing this 
system. 
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Abstract. The purpose of this work-in-progress study is to examine the 
attitudes of primary school teachers in Cyprus on the use of wikis as a mean to 
promote collaborative learning in the classroom. A survey investigation was 
undertaken using 20 questionnaires and 3 semi-structured interviews. The 
survey results indicate a positive attitude of teachers in Cyprus to integrate 
wikis in primary education for the promotion of cooperation. As such 
collaborative learning activities among pupils are being encouraged. 

Keywords: wikis, primary education, collaboration, collaborative learning, 
educators. 

1 Introduction 

By upgrading the Web from Web 1.0 to Web 2.0, various and different tools appeared 
in the online space. One of the most popular technological tools is the wiki [10]. 
Wikis are a popular tool with many possibilities, which we see embodied in many 
areas of human life. Education is one of the places where wikis find perfect fit, 
according to experimental studies have been done [4]. 

Higher education primarily led the way for inclusion of this multimedia tool in the 
learning process, as a means of promoting the co-construction of knowledge among 
students. Although its use is spreading widely in schools, however, elementary 
education is presently out of this application. Moreover, there are few studies done to 
study this aspect [10]. Based on the assumption that wikis are used for 
implementation of educational objectives it is expected that sooner or later they will 
become integrated into primary education. 

The purpose of this research, therefore, is to contribute to the literature on the use 
of wikis in primary education and to form a complete picture of the attitudes of 
Cypriot primary school teachers for: (a) the wikis as a tool for collaborative learning 
and (b) as a tool that they intend to use in the future in their teaching work.  

Among the concepts of solidarity, mutual respect and mutual help, educationalists 
wish to instill in children the concept of cooperation. In order to cultivate a spirit of 
cooperation among students, an approach that starts from the early learning years is 
needed. For this reason, the primary school teachers have a very important role in 
achieving this goal. It is vital to promote cooperation rather than competition among 
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students. The wikis can offer collaborative environments capable, through their 
structure and features, to support the co-construction of knowledge by students and 
contribute to the completion of cooperative activities [4-10]. 

2 Research Questions 

1. What are the attitudes of primary school teachers for promoting collaborative 
learning in the context of formal education through the use of wikis? 

2. Are primary school teachers willing to use the wiki in their classroom for activities 
promoting cooperation and targeted learning? 

3. In what way, according to the views of teachers, the use of wikis within primary 
education can help students to processing collaborative projects? 

4. What should be the role of the teacher during the use of a wiki for collaborative 
processing projects for students, according to the views of primary school 
teachers? 

3 Methods 

3.1 Research Procedure 

The study is based on a mixed approach for the data collection. Specifically, 
quantitative and qualitative methodology is used in order to crosscheck the data and 
achieve valid and reliable results. The data collection tools were a questionnaire 
consisting of 29 questions and a semi structured interview. The questionnaire consists 
of four parts, and includes closed questions and open-ended. The first two parts, 
include the closed questions, the third part includes open-ended questions and finally 
the fourth part refers to demographic questions, to examine whether the factor of sex 
or experience in primary education, influence the opinions of teachers. Firstly, we 
gave the questionnaire to the participants and when the procedure was completed, we 
started the interviews. The analysis of the questionnaires was made through Microsoft 
Office Excel using tables and charts and the analysis of the interviews followed the 
qualitative content analysis.  

3.2 Research Participants 

Participants of the study were working teachers in public sector education, and 
specifically in public primary schools. Twenty teachers (7 men and 13 women) aged 26 
and above took part in the study. The average of the years participants had been 
working in schools is 11,6 years. An important element of the sample selection was the 
experience of teachers, so we avoided reaching out to primary teachers who did not 
practice the profession. The sample of this study is characterized as a convenience 
sample and we ought to make clear that it was not in our first criteria not to include 
participants from the private education sector, but it was something that came up after. 
From the sample of 20 participants, we selected three of them for the procedure of the 
interview. 



 Collaborative Tools in the Primary Classroom: Teachers’ Thoughts on Wikis 241 

4 Literature Review 

Cooperation is an essential skill that should characterize both adults and kids. The last 
years, great efforts are made to integrate cooperation activities into the educational 
system, since cooperation is considered a necessary skill for the integral development 
of the person (Partnership for 21st century skills, 2009; Kay, 2011). The advantage of 
this cooperation implies the integration of cooperative learning in an education 
system, which should base its operation on a model that meets the 21st century [5].  

As al result, learners initially are characterized by a host of skills of the time and 
point of readiness, since they can cope with the demands of society [10].   

Dillenbourg defines collaborative learning as "a situation in which two or more 
people learn or are in the process of learning something together." [3] [page. 1]. One 
definition [1] states that "cooperative learning is a system of learning methods, in 
which students work with interaction and interdependence in small heterogeneous 
groups to achieve common goals" [page 61].  Τhe existence of a group of people is 
necessary, in order to achieve learning through communication between them, either 
in person-contact, whether in an asynchronous or synchronous discussion via a 
mobile device [3]. 

The concept of cooperation ensures central role in Web 2.0 technologies, since 
these technologies are characterized by various factors such as interaction, active user 
participation and communication between them at any time and any place [10]. As a 
Web 2.0 technology, wikis are characterized as collaborative learning tools that 
promote cooperation [10]. It is worth mentioning that the word wiki comes from the 
Hawaiian “wiki wiki”, which means that something is done quickly [13]. 

4.1 Features of Wikis 

There are certain unique characteristics that can be used to describe this technology. 
Through the wiki the user can create content and then edit it in a collaborative way. 
Users may add, delete and change the content of the wiki in which they are members. 
Additionally, wiki gives them the potential of asynchronous discussion, which gives 
them the opportunity of reflection and critical thinking on the content, by any user 
separately in its own time and space [10]. 

4.2 Teacher Role 

The characteristics of wikis although differ depending on usage, the owners and the 
architecture of the page, are believed to have the potential as a technology to enhance 
collaborative activities and be a source of knowledge and learning space [11]. 
Prerequisite for the proper and complete use of wikis is the knowledge around this 
technological tool on the part of teachers [4]. Teachers should help in their own way, 
so that each child feels comfortable to the idea of use of a wiki in the learning process 
[8]. In education, however, should be emphasized and the role of the teacher to use 
technology, to apply it correctly and produce the desired results. The role of the 
teacher is to guide the collaborative knowledge building [10]. 



242 A. Agesilaou et al. 

The wiki, being a tool for carrying out cooperative activities, allows the teacher to 
observe how students organize and coordinate their cooperation to solve a problem, 
and thus achieve a project [7]. It is important that the teacher will seek to carry out a 
collaborative activity through the use of the wiki, be well aware of the capabilities and 
features of this technology in order to prepare and train their students properly. This 
process takes time and students should practise not abruptly, but gradually and 
methodically. Research states that the educational use of wikis is based on the 
preferred learning model of education [2].  

4.3 Learner Role 

Through wikis, students assume new roles, which in traditional teaching could not be 
possible to have. In roles like the one of the producer, content is created by the 
student. They can also act as commentator enabled by the functionality of the wiki to 
comment and reflect on data posted from others in a wiki. Finally there is the role of 
the classifier, since each member of a wiki has to classify the activity. These roles 
characterize the users of a wiki [13]. As a result of these different roles, users are 
given the opportunity for the organization and construction of knowledge. Corollary 
of this is the association of wikis with the theory of social constructivism of Vygotsky 
[13]. 

An additional requirement for the use of wikis, relates to the fact that the users 
need to participate actively in collaborative writing, therefore they must have 
developed the ability of expressing themselves very well. This will eventually enable 
the active involvement of learners in the process of problem solving and constructive 
cooperation between them [10]. Research emphasizes that through a tool such as a 
wiki, one can form groups of students, which will be invited to create content through 
cooperation with each other, exchanging ideas and opinions on the subject they are 
studying and developing skills of autonomy and responsibility for their own personal 
learning [4]. 

4.4 Social Constructivism 

Social constructivism, according to Vygotsky, emphasizes on student interaction for 
building and creating their own learning and knowledge [12]. Two models of learning 
that meet the characteristics and capabilities of a wiki, is constructivism and 
collaborative learning [2]. Both of these models do not follow traditional methods of 
teaching where the teacher is an authority and the student passive receiver of 
information and knowledge. 

According to the principles of social constructivism, opportunities exist for 
students to develop concepts based on their prior knowledge and understanding. It is 
necessary, therefore, to have appropriate tools that will allow students to discover new 
knowledge and support them in their efforts in a creative way [2].  
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4.5 Wikis and Learning Communities 

Research indicates that successful use of a technological tool such as the wiki needs 
to develop a framework of intersubjectivity [10]. Within a collaborative wiki one may 
create teach communities, which can be compared to learning experiences that are 
gained as part of participation and negotiation” [4]. An indispensable factor for the 
successful creation of learning communities is intersubjectivity when creating content 
that will be hosted by the wiki. There must be an exchange of views and ideas, 
interaction and negotiation between participants that identify the elements considered 
under all members group, and thus will be incorporated in their field [10]. 

It is worth noting that according to earlier research wikis create communities of 
practice that are identified as particularly important to the educational process [13]. 
Theory reinforces the importance of communities of practice, indicating that 
interaction between individual experience and social cognitive structures  may result 
in knowledge creation  [13]. This collaborative process of building knowledge in a 
wiki, leads to the creation of so-called “architecture of participation", after users - 
students, collaborate and interact to produce and compose the subject of their study. 
In line with the views of teachers who studied the capabilities of a wiki, this can 
facilitate learning by creating a learner-centered educational process [13]. 

4.6 Challenges 

Like any technological tool, and so wikis, have to face various challenges in the effort 
to integrate them into the educational process. When handling a collaborative activity 
in a wiki, the risk that users-learners focus more on the technological tool, rather than 
to the study topic-problem which is called upon to resolve, exists. Meanwhile, a wiki 
hardly presents the individual’s work, which can create confusion for the distinct roles 
that every member of a team has to carry. It should also be noted that the production 
of content by any user is not considered guaranteed within a wiki, since there can be 
no absolute accuracy of the content generated by each separately. These challenges, 
however, can be overcome by promoting the idea that the contribution of each team 
member is considered equally important in the process of studying a subject through a 
wiki [8]. 

The various challenges of wikis were considered in a survey conducted in higher 
education [11]. The latter aimed to determine whether the use of wikis in 
collaborative learning environments, as part of learning the Japanese language at an 
early stage was helpful and contributed in blended learning scenarios where face-to-
face contact and interaction through technology were combined. Research indicated 
emerging challenges such as the difficulty in creating and modifying the content of a 
page wiki, the uncertainty about the nature of activities undertaken, difficulties on 
deciding the structure that should be followed, and the need for more direct 
interaction within groups and issues about leadership among team members [11]. 

Cooperation may be both a catalytic and a limiting factor in achieving a common 
goal, as on the one hand, students can recognize the positive results from the use of 
technology in learning and on the other, the difficulties on the process followed at 



244 A. Agesilaou et al. 

several points, depending on the weaknesses that characterize each part of the wiki. 
This may be due to lack of adequate training in techniques involving the wiki and 
student information from the teacher to the stage and type of activities that should be 
carried out [11]. Some of these challenges stem from the lack of effective 
coordination for the work done and the different time and space cooperation takes 
place in an environment wiki [7]. 

Research on the integration of wikis as a collaborative learning tool in primary 
education, revealed that the characteristics of the particular technological tool fosters 
cooperation between learners, even young school children [13]. Users of wikis 
characterized by anxiety about the criticism they would receive from the rest of what 
had been written. Teachers are the ones who have to reduce the stress levels of the 
students and to emphasize that the main objective of processing an activity in a wiki, 
is a form of collaboration between users, which requires honesty and sharing thoughts 
and ideas [13]. 

The wikis seems to offer opportunities for developing the important skills of 
cooperation and integration of knowledge, which are required by learners of all ages. 

5 Discussion  

The analysis of the data showed some really important findings. To begin with the 
first research question that is related to the attitudes of primary school teachers about 
wikis and the collaboration learning, positive attitude is identified. Most of the 
teachers who participated in the research and specifically 14 out of the 20 participants 
agreed with the statement that the use of wiki leads to collaboration when it is used in 
the classroom. The same positive attitude is noted from the participants about the use 
of wiki and collaboration outside of the classroom door (13 out of 20 were positive). 
Only one participant disagreed with the statement that wikis results to collaboration 
when they are used outside the classroom. A positive attitude is observed in total due 
to the educators who believe that the use of wikis leads in the achievement of 
collaborative learning.   

Furthermore, the second research question which refers to the degree of availability 
of teachers to use the wiki in the classroom mainly for the implementation of group 
assignments, a positive attitude is identified as well. We found that 15 out of the 20 
participants showed positive attitudes about the use of wiki in their own classroom 
and about the attainment of group work. Only one participant showed negative 
attitude with the use of wiki in his own classroom for team work.  

Continuing with the third research question relating with primary school student’s 
willingness to implement team work using wikis based to the technological features 
of them, results indicate that teachers are willing to try them in their classrooms. More 
specifically primary school educators have noted the characteristics of the wikis 
which make group work flexible and feasible. Features as the asynchronous 
discussion, the content editing, the post of multimedia content from the students, 
characteristics noted by earlier research [4 -10] make the use of wiki really important 
for the achievement of collaborative learning. In summary, educators believe that 
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wikis facilitate team work and the “entrance” of them in the classroom will be good 
for the children, due to the fact that collaboration skills will be approved and the 
group work will be based on interaction between students.   

The last research question refers to the role of the educator in the classroom when 
wikis are the means to achieve group assignments. Our 20 informants agree on their 
views on the role of the teacher. They believe that teachers must have the leading role 
when wiki is used, indicating that educators have to participate with their students 
during the process of collaborative learning through wikis. They also suggest that they 
have to give feedback to the students at regular time intervals. Specifically six out of 
the 20 participants completely agreed with the statement that the teacher has to have 
the leading role. Moreover, 12 of the 20 teachers also agreed with the specific 
statement. Also, 15 teachers agreed with the statement that during the process of the 
use of wiki and the implementation of assignments, educators have to give general 
and specific feedback to the students. These characteristics of the teacher role are also 
mentioned in the literature [8].  

These results that derived from the analysis of the questionnaire data were 
compared with the data collected from the semi-structured interviews. In total three 
interviews were taken. Through the qualitative analysis of the interviews, the same 
positive attitude is shown from the teachers. It is worth noting, however, that through 
the interviews some problems were referred from the participants about the use of 
wiki in Cyprus classrooms. First of all, the one interviewee noted the lack of 
computers and in general the lack of technological equipment in Cyprus schools, that 
makes the use of wiki difficult. Further, another problem expressed by the second 
interviewee refers to the lack of time in the classroom. The uses of wikis were 
considered to be too time consuming for an overloaded curriculum. The third 
interviewee said that despite the fact that wiki technology is very important and the 
use of it will result in collaborative learning, one needs to specify the characteristics 
that students must have to achieve this. Appreciation to the work of others, discussion 
with the group you work with about the content of the assignment, respect to all the 
members of the team and communication between the students were among the 
qualities required from the students.  

In summary, the analysis of the semi-structure interviews emphasized the positive 
attitude of educators about wikis. Interviews also pointed the vital role the teachers 
must have during the implement of assignments using wiki technology. They further 
highlighted the main problems that are likely occurring from the use of wiki in a 
typical Cyprus classroom. These mainly relate to the lack of infrastructure in schools, 
the time pressures and overloaded curriculum which specifies the material educators 
have to cover in a specific time schedule as indicated by the Ministry of Education 
and Culture of Cyprus.  

6 Conclusion 

The ultimate purpose of conducting the current research was to examine the views of 
primary school teachers in Cyprus about wikis as a tool that can be integrated into 
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education and promote collaborative learning. The importance of this work-in-
progress study lies in its attempt to illuminate the field of wiki use in Cyprus primary 
schools and teachers’ views in particular.  

Results indicate that the teachers have a quite positive attitude towards the use of 
wikis in primary education, since according to their views they promote collaboration 
among students and learning outcomes based on the implementation of the learning 
objectives set on each lesson. Also in accordance with their views, wikis and the ways 
in which they work lead to the development of collaborative skills to students. 

Further, teachers appear to be willing to incorporate wikis into the learning 
process, for achieving objectives in different subject domains of the curriculum. 
Teachers note, however, difficulties exist in the introduction of wikis in Cypriot 
primary education, the main reasons being logistical and related to infrastructure in 
schools and lack of time on the part of teachers to cover the teaching material. 

Finally, despite their positive attitudes, teachers stress the importance of equity in 
the integration of wikis in education. They believe that their role in processes of 
collaborative learning enabled through the use of wikis should be prescriptive, with 
continued participation and feedback to learners to maximize learning.  

Implications of the study point to the need to consider the use of wikis in the 
primary classroom as part of collaborative learning activities. Further study needs to 
explore further questions on teacher attitudes and existing uses of wikis in larger 
populations in Cyprus schools. 
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Abstract. Multiple challenges for organizing an effective ESP language course 
for non-linguistics post-graduate students at St. Petersburg State Polytechnical 
University (SPbSPU) are inherently rooted in the broad spectrum of students’ 
majors in ESP classes. Diversity of students’ academic interests calls for new 
approaches and for tailoring the course in accordance with the students’ needs. 
Our study represents an approach to individualizing the course by introducing 
data-driven learning (DDL) elements into the syllabus. More specifically, our 
approach is aimed at having post-graduate students getting concordances of 
their readings corpora for identifying unfamiliar vocabulary. The paper 
describes the recommended software for concordance building, concordance-
based activities with unfamiliar vocabulary and the way of controlling the 
vocabulary acquisition. Test results show steady progress in independent 
vocabulary acquisition among the experiment participants. Questionnaires show 
they see the usefulness and efficiency of DDL approach to identifying and 
learning unfamiliar vocabulary. 

Keywords: data-driven learning (DDL) approach, teaching methodology, ESP 
course for post-graduates, concordance building software,  knowledge rating, 
unfamiliar vocabulary. 

1 Introduction 

The problem of acquiring new lexis in specific purpose language (SPL) courses is 
traditionally in the focus of attention of both practical teachers, and methodology 
researchers [5, 17, 19, 24]. They argue the importance of forming teaching/learning 
strategies aimed at developing the students’ ability to read words correctly, to know 
the meaning of a word within several different contexts, to use words both in reading 
and writing, as well as to use word-learning strategies.  

Before answering all these questions a teacher, as well as students, should see quite 
distinctly what certain tasks they can fulfill without assistance but only mastering 
vocabulary. Basing on the research of Carver [3], Hu and Nation [15], and Chung and 
Nation [4] have come to the conclusion that at least 98 % coverage of the running 
words is needed for unassisted reading. Should it be acquired from extensive reading 
advocated by Cobb et al. [6], Day and Bamford [9], Hornst [11], and Pigada and 
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Schmitt [22], or is there any measurable learning from hands on concordancing [7] or 
an interactive on- line database, the idea supported by Horst et al. [12]? 

The problem seems to be rather acute for Russian postgraduate students of 
Polytechnic University whose major covers different fields of sciences and 
humanities. Their study course comprises, as an obligatory part, taking an exam in the 
English language. The exam is mainly based on reading and comprehending special 
literature (scientific articles, monographs, etc.) which is demonstrated in adequate 
translation or interpreting. Adequacy implies the necessity of students' mastering their 
major vocabulary substantially in a pre-exam period at English classes. Translation is 
a common activity for many of them. A wide range of professionally -oriented lexis 
encourages intelligent uses of appropriate translation strategies as well as appropriate 
reading and test doing strategies. In this particular case a teacher must be very 
strategic about what vocabulary should be learned first, how a learning process should 
be organized, what word-learning strategies are preferable.   

In spite of the fact that there have been several textbooks produced to teach 
academic vocabulary, examples are [16, 25] and papers devoted to technical 
vocabulary identifying and acquisition [4, 5], a teaching methodology here is of vital 
importance, because the problems a teacher faces are numerous. The situation turns 
out to be rather unpredictable when students with various major have English classes 
together. Not only their major is different, the level of English can be incomparable 
(from pre-intermediate to upper-intermediate). It is quite obvious that the learner-
centered individual approach to learners in order to promote their interest to and the 
efficiency of learning their major vocabulary seems next to impossible to be 
implemented in a group of 20-30 students having classes once a week within a period 
of 90 minutes as it is often the case for ESP classes in post-graduate groups in 
Russian Universities [1]. All these factors predetermine some practical limitations to 
the current teaching context, and a vocabulary component of an ESP course seems to 
be quite challenging for a teacher, as far as all these issues must be taken into 
consideration.  

One of possible ways of making the process of mastering major vocabulary more 
efficient is a tandem-learning described in one of our articles [23]. Another one is 
described here and is based on integrating computer in teaching context with the aim 
of eliminating those “postgraduate numerous class” minuses. It is based on DDL 
(data-driven learning) approach adapted to our circumstances. The main difference of 
our approach from what is described in the majority of publications on applying DDL 
in language teaching and learning is that we develop activities for concordances built 
by post-graduate students from their major reading corpora in English. We were 
inspired by T. Cobb and his colleagues’ idea of intensifying work with unfamiliar 
vocabulary through different activities with the concordance of the text which 
students have to read [6, 7, 13]. 

The activities depend on the features of the concordancer program available. For 
example, karTatekA allows analysis of a different lists (frequency list, inverted list, 
wordlengths list), lemmatization of words which provides an opportunity to unite all 
word family members in a single card and then to gain access to all contexts from the 
card, creating lexical and grammatical homonyms, word segmentation, and word 
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element and morpheme search etc. [1]. The serious obstacle towards its wide 
implementation is that it requires a very time-consuming procedure of preparing text 
in an original pdf format for building concordance with a sentence-length minimal 
context.  

Being convinced that the idea of using concordances of reading corpora for 
intensifying vocabulary work is very promising and fruitful we decided to develop 
activities with different tools freely available on T. Cobb’s Compleat Lexical Tutor 
website (http://www.lextutor.ca/) for consequent post graduate students’ independent 
work. 

Against this background the main research questions are thus: 

1. Is the usage of this DDL adapted method efficient? 
2. Does it reflect research interest or has it large uptake in practical teaching? 
3. What is the learners' reaction to it? 
4. Are the students largely successful in their outcomes? 

2 Method  

2.1 Features of Software Used 

The concordance building software chosen was Text-based concordance tool  
from Comleat Lexical Tutor website developed and supported by Tomas Cobb at 
Université du Québec à Montréal (http://www.lextutor.ca/ http://www.lextutor.ca/ 
concordancers/text_concord/ ). It is a free-available on-line resource with a number of 
unique features considered by Diniz [10] and described in a series of T. Cobb and his 
colleagues’ publications [e.g., 6, 12, 13]. Among the features not mentioned in the 
above papers but highlighted by Boulton [2], who found them typical of the most 
reputable websites, are its availability from any computer around the world via stable 
Internet –connection,  its  extremely low possibility of crashing, changing interface, 
moving site or being removed from the web. Even though Compleat Lexical Tutor does 
not offer the same conventional types of text searches as many other concordancer type 
programs do, and does not allow saving output concordance automatically on a hard 
disk, we decided to use this resource in our research because of  

• simplicity of the original text (usually available in pdf format) preparation for 
getting its concordance;  

•  the maximum size of the text affordable for uploading to build concordance (up to 
50 000 words) meets the needs of our post graduate students whose compulsory 
reading corpus of specialized papers consists of  47 000 words on average; 

•  unique features of the resource such as the Text-based Range, allowing users to 
upload up to 25 of their own texts and see how many of them each word appears 
in, and in which texts each word appears, and the Vocabulary Profile feature which 
analyses users’ uploaded texts and compares their texts to the most-frequent-
words-in-English word list and/or to the Academic Word List composed by 
Coxhead [8]. 
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2.2 Analysis of Questionnaire Data 

The data were collected from two achievement tests (Test 1 and Test 2) and the 
questionnaires completed by the experiment participants, post graduate students, 
totaled 6. The experiment participants were to build a concordance of their reading 
corpora using corresponding tools from Compleat Lexical Tutor website, to make up a 
list of 100 unknown words using a wordlist of the concordance, and to send it to the 
instructor. Basing on T. Cobb’s and other researchers’ works we could expect that the 
majority of unknown words will be of infrequent occurrence in the selected texts. To 
our surprise students reported from 30 to 50% words as unknown which are rather 
frequent in their corpora (with frequency more than 10). The recommended algorithm 
of studying the unknown lexis depended on the unknown word frequency in the 
student’s corpus. For high-frequency words they were asked to read concordance 
lines and extended contexts from their papers to understand the meaning of the 
unknown word, and then to verify their guessing using a dictionary. For low 
frequency words they had to start with the same step, but taking into account a low 
probability of correct guessing based on one or two examples of the word usage, they 
were recommended to search for the word or word combinations using Multi-
concordance tool on T.Cobb’s website and in case of failure to find more examples 
there (which can be the case if the unknown item belongs to the specialist vocabulary) 
to use the Google>books query search before looking it up in a dictionary. As we 
showed [1] this is a very effective search tool for finding plentiful  examples of usage 
of specialist lexis in domain-specific sources of usage in specialized and specialist 
contexts which are underrepresented in general on-line corpora such as  BNC and 
COCA.  

The questionnaires were completed after Test 2 because some questions implied 
the reflection on the Tests results. The respondents were from different departments, 
majoring in nanotechnology, physical electronics, physics of semiconductors, electric 
devices, economics, and finances; all but one of the respondents were male; the 
average age is 22. They all have been studying English for years, but have had 
different breaks in formal training. To decide if the usage of DDL adapted method 
was efficient we asked the students about their favourite strategies of memorizing 
new vocabulary. According to their answers, using an electronic bilingual dictionary 
and making up vocabulary lists were the most widespread strategies of dealing with 
unfamiliar vocabulary, “making no special efforts in hope that they will become 
familiar in a “natural” way (through reading, watching films, speaking to native 
speakers, etc.) sooner or later” was a second frequent choice; one third of respondents 
prefer using synonyms and guessing meaning from the context. The students use the 
same strategies reading different types of texts including specialized texts of their 
major. Usually most of them read specialized texts carefully just once, with only one 
student reporting that he does this twice. Nobody of the experiment participants has 
heard about DDL approach in language learning before the course. 

The questionnaire asked students to rate strategies they used to clarify the meaning 
of the unknown words in their corpus according to the following five-point scale: 
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1 = never 
2 = once or twice 
3 = fairly often        
4 = very often 
5 = almost always 

The results are presented in Fig. 1. The mean ratings on the ordinate axis show that 
for both high frequency words and low frequency words the students very often tried 
to guess their meaning from the nearest context (which means the concordance lines 
of their texts) or extended contexts. For low frequency words they also often used 
electronic mono- and bilingual dictionaries and Google>books query search, a new 
resource for them. Nobody used online corpora on a regular basis dealing with the 
unknown words from their texts.  But many of them gave a try to this resource, new 
and unusual for them.  
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Fig. 1. Strategy use for learning unknown vocabulary for high- and low frequent words 

They did pay attention to collocations of the unknown words with other words but 
often failed to notice grammar peculiarities (e.g., co-occurrence of articles, 
prepositions, commas, the place of words in the sentence, etc.). They reported that 
they did not encounter unknown words among off-list words produced by VocProfile 
tool. This means that the examples of the usage of single unknown words can be 
found in the BNC and COCA on-line corpora, and that the students know the 
specialist vocabulary well enough. However, the latter might be an illusive impression 
because the automotive word frequency range analysis deals with single words, not 
with word collocations. As a result, two- and multiword terms remain undetected. 
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Despite the multitude of examples of single frequent words usage (e.g., the number of 
tokens in COCA is 2048 for turbine and 175604 for head) there are no examples of 
the two-word terms from the specialist field (e.g. turbine head which is the difference 
between the static head and the losses through the installation) [1].   

Some of other questions were in the form of statements on a 5-point Likert scale, 
from 1= strongly disagree to 5=strongly agree. They all found the concordance of 
their corpora which provides the wordlist helpful (M=4) in identifying unfamiliar 
vocabulary, the way of controlling and assessing the progress in mastering  unknown 
vocabulary stimulating (3.6) and all but one would like to have similar tests during the 
whole course. They think that the activities with their texts based on using different 
tools from T. Cobb website are effective and useful for studying unknown vocabulary 
(4). There is only one “refuser” who did not like the method at all and is not likely to 
use it in future. Other participants are planning to continue to use this resource in their 
language studies after the end of the course. Taking into account the fact that this 
resource was absolutely new for them and training in the computer lab was very 
limited (actually only one academic session was allocated for the purpose) we feared 
that the students would find the resource difficult to use. To our surprise all 
participants except “the refuser” reported that it was not difficult to use the resource, 
with only one student pointing out that, overall, it is time-consuming. As for 
tools=activities most useful for learning unknown vocabulary their opinions divided. 
Text-based concordance and multi-concordance tools were the most frequent choice, 
with Text-based range, List_Learn and VocabProfile also mentioned. Two students 
are so enthusiastic about the DDL approach in language learning that they are ready 
to go further and master concordancer-type programs which can be installed on their 
PCs. 

2.3 Testing Unfamiliar Vocabulary 

Each of two tests contained 20 words selected randomly from 100 unknown word lists 
provided by the students. During the test they were to estimate a knowledge rating of 
the words according to the following scheme developed by Horst and Meara [14] and 
later used by Cobb and his colleagues [6].  

0 = I don't know what this word means 
1 = I am not sure what this word means 
2 = I think I know what this word means 
3 = I definitely know what this word means 

and then provide translation equivalents for items they had given 3 and 2 points. Test 
1 was conducted 2 weeks after they had identified 100 unknown words from their 
reading corpora. After another 3 weeks Test 2 was conducted. It contained items from 
Test1 which were given 0 or 1 points and those which were translated incorrectly. The 
rest words were selected randomly from the original 100 wordlist except for the 
words which had been included into Test 1. The students did not know the results of 
Test 1, and did not know which words we were planning to include into Test 2. So, 
they are supposed to have worked with all the words from their lists using different 
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strategies until Test 2. After completing Test 2 the students were asked to correct their 
translations from Test1 using the concordance or the context for the cases when they 
gave the correct translation of lemma but ignored a word morphology, e.g. corrode – 
*korrozia, which is a noun in Russian. By the next class they all submitted correct 
translations for these words. The results of the tests are presented in Tables 1 and 2. 

Table 1. Word knowledge rating at Test 1 and Test 2  

 Average number of words for each category from 
6 lists of 20 words 

 Test 1 Test 2 

0 (not known) 2.5 2.0  
1 (rather unsure) 4.5 4.0 
2 (less unsure) 4.5 2.6  
3 (known) 8.1 11.4 

Table 2. Translation results  

 Average 
number of 

words 
translated 
correctly 

Percentage 
of words 

with correct 
translation 

Average 
number of 

words 
marked as 
“known”  

Average 
number  of 
“known” 

words 
translated 
correctly  

Ratio of 
“known 

words” to 
words 

translated 
correctly 
from this 
category 

Test 1 10.5 53 8.1 7.6 0.93 
Test 2 14.4 72 11.4  10.2 0.90 

 
The results show that the average number of words in the first three categories 

decreased while the number of words marked as “known” increased according to the 
students’ self- evaluation. The test results prove that their self-evaluation is correct: 
they translated correctly 91.5% words marked as “known”.  Back to the 
questionnaires, they think the results of the tests are valid (3.8) for making 
conclusions about the degree of learning the rest of the words from the given group 
(of 100 words). They estimate that they do not know about 0.5-2% words in their 
reading corpus, which is within 230 – 950 words for their corpora of an average size 
of  around 47 000 words.   

We did not take into account the results of the “refuser” who did not use DDL 
approaches while working with the unknown vocabulary. We have good reasons to 
suspect that he did not use his favourite strategy (bilingual dictionary) either, because 
none of the words from Test 2 was marked as “known” by him, and only 3 words 
were translated correctly. On the other hand, he marked as “not known” only 3 words. 
This can be regarded as an illustration of the conclusion – very encouraging, in our 
opinion – made by some researchers that there is the learning impact of even one or 
two encounters with a new word (though to capture it,  very sensitive measures are 
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required) [13]. We used so called “active recall” [18], the most difficult for learners 
way of testing and, probably, the only possible for us having to deal with lists of 100 
words each. Our “refuser” definitely encountered unfamiliar words at least a couple of 
times, selecting them from the wordlist and then copying them into a special file.  

2.4 The Analysis of Unknown Vocabulary 

We have conducted the analysis of the vocabulary that our students are unfamiliar 
with using the software from VocabProfile section of Compleat Lexical Tutor 
website. The results are presented in Fig. 2. Curve 1 shows the distribution of all 
words from the students’ 100 word lists of unknown words, a total of 611 tokens. 
Curve 2 shows the distribution of words found in more than one of 100 word lists. 
The total number of such words is 70, including 9 words unfamiliar to the half of the 
students. 

According to the plot most of the first hundred unknown words from the students’ 
reading corpora belong to the first – fifth thousand frequency bands of the  most-
frequent-words-in-English BNC-COCA word list.  The majority – 185 tokens or 153 
words excluding re-occurrences for curve 1, and 32 tokens for curve 2 – belong to the 
third band. The possible recommendations could be as follows.  
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Fig. 2. The distribution of the experiment participants’ unknown words according to the 
frequency framework «BNC-COCA»   

The students could be recommended to revise the first – forth thousand frequency 
band word lists from List_Learn section of the T. Cobb’s website. It allows users to 
detect unknown words looking sequentially through the word list of a given frequency 
band. Then the meaning of an unknown word could be understood from a number of 
BNC examples, with the most telling of them being stored on the user’s PC. 
Hopefully by the end of the course post-graduate students will be able to expand their 



256 N. Almazova and M. Kogan 

vocabulary till 5 000 General English words and collocations in accordance with the 
Russian National Standards requirements, following this algorithm independently. 
The words unknown to different students are to be accumulated in a special bank so 
that foreign language teachers could develop vocabulary training exercises and use 
them in the ESP post-graduate classroom. 

3 Conclusions  

The small sample in the present study needs extending though the results so far have 
been promising in terms of what learners do with their reading corpora to identify the 
unknown vocabulary and learn new words using DDL approach which is new for 
them. They are largely successful in their outcomes and the progress in acquiring new 
vocabulary proven by tests. It is important to notice that they achieved these results 
focusing on the unknown words, not re-reading carefully their texts several times as 
participants of a similar experiment described in [6] did.  

The described algorithm could be recommended for introducing this DDL adapted 
method into the ESP post-graduates course for organizing their individual work in the 
course taking into account generally positive feedback, small amount of special 
training required, and a relative simplicity of the control procedure. A more detailed 
analysis of students’ vocabulary needs based on the unknown vocabulary from their 
reading corpora is required. 
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Abstract. Nowadays, ICT and Social Media utilization in primary schools 
becoming more challenging provided that the educators aiming at not only 
transferring knowledge but also at developing shared meaning and common 
skills within creative classrooms (CCR). In this way both the teachers and the 
students can work on and share experiences to support co-creativity and idea 
generation also having wide presence in related educational communities. CCR 
refer to innovative learning environments that fully embed the potential of ICT 
to innovate learning and teaching practices. Such environments are proposed to 
bring forward ‘online presence’ on an interface for shared knowledge to occur 
by enhancing trust and reliability. The teachers of Art and Theatre subjects at 
the 152 Primary School in Athens, Greece supported the Zones of Educational 
Priorities the school was chosen for. In the case study presented, presence and 
co-creativity are developed under CCR umbrella with the use of social media 
and Web 2.0 tools as well as best practices are shared within the wider Greek 
teachers’ community network. 

Keywords: Online Presence, Creative Classrooms, Immersive Experience, 
Zones of Educational Priorities, Social Media, Web 2.0 Tools. 

1 Introduction 

Greece is in the middle of a severe economic crisis, which is also related to an 
educational crisis. Education is generally acknowledged as one of the crucial 
components of personal and professional development. The integration of Information 
and Communication Technology (ICT) in education as well as the social and 
collaborative nature of the Internet provided another medium for communication and 
training; however, despite the advantages, the crisis exists. In his foreword for the 
United Nations Educational, Scientific and Cultural Organization [1], Daniels said 
that within a short time ICT has become one of the basic building blocks of the 
modern society. Furthermore, the current shift occurring in the Web from a static 
content environment where end users are the recipients of information—defined as 
Web 1.0—to one where they are active content creators—defined as Web 2.0—can be 
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described as a transition to a more distributed, participatory, and collaborative 
environment [2]. Web 2.0 is a platform where “knowledge-working is no longer 
thought of as the gathering and accumulation of facts, but rather, the riding of waves 
in a dynamic environment” [3]. To Berners-Lee [4], the Web is not only a 
technological tool but also a social phenomenon that enables collaboration and 
creativity.  

ICT is the backbone of the knowledge economy and has been recognised as an 
effective tool for promoting economic growth and development [5]. Organisations, 
educational institutions and business have been investing in the use of ICT in 
Education, or in what ESRC now calls Technology Enhanced Learning (TEL).  
Nevertheless, teachers’ education has been severely criticized on the grounds of both 
quantity and quality [6]. Economic advantage will accrue to a population that acquires 
competencies in processing information into knowledge and applying it in work and 
everyday life. These competencies are not only related to using the devices but also 
working on procedures that give access to information and skilfully transforming 
information into knowledge. As this is the task of the educator, educational systems 
will become a national resource as important as the traditional factors of production-
land, labour, and capital. This in turn would cause educators to become more 
important, their productivity and their wages should increase, but they can also expect 
the nature of their jobs to change with a great deal of specialization. 

In Greece, teachers’ training is mainly conducted within the universities 
pedagogical departments; also the Greek National reform Programme suggested the 
introduction of Pedagogical and Teaching Certificate for future teachers, following 
the PGCE (Postgraduate Certificate in Education) British example. Implementation of 
the integrated in-service training programme was suggested for the “New School”. It 
is estimated that the number of those who are to be trained, until December 2013, will 
rise to approximately 150,000. Greek in-service teachers’ training at the moment is 
limited to level B offered to the ones who have attended courses outside the school 
(KEK). Further training has stopped from any other organisation and only the school 
advisors support the active teachers in their work. This gap was filled within the ZEP 
by constant internal training focused on teachers’ problems and actual needs. 

In regard to the educational staff working at the 44th and 152nd Primary Schools 
of Athens, and the 110th Nursery School of Athens, there are 43 teachers, 7 nursery 
school teachers, 2 educational psychologists, 1 social worker and scientific staff 
occasionally visiting the schools; these are, one individual responsible for ZEP, one 
researcher on learning difficulties, a schools management consultant, the school 
advisor of the area and the ZEP project manager. 

1.1 Online Social Awareness and Presence  

Web 2.0 tools and social media offered the glue to stick together the CCR 
characteristics into place. The authors created a unique for a Greek school multiple 
uses of the social media and tools available to create presence in the Greek 
educational world and communities. The web 2.0 platforms WordPress, Slideshare, 
Facebook and YouTube, the Greek educators’ platform and ZEP Community of 
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Practice within the Greek School Network were utilized so to connect, exchange and 
synthesize knowledge and experiences as well as present the project in the outer 
world. A new webpage was developed with Joomla (http://152dim-athin.att.sch.gr) 
used as an official and more ‘permanent’ way to link all other tools and  
communities together. Social media tools keep people constantly informed and 
connected whereas the project outcomes and best practices are presented interactively 
with diverse audiences, sharing our views, news and opinions. The blog 
http://blogs.sch.gr/152dimat/ was used as an online diary facilitating users to interact; 
it is directly connected to the Community of Practice developed on the Greek School 
Network platform (http://blogs.sch.gr/groups/zep-patisiwn-152odim-athinwn/). Social 
media tools provide a great, and necessary, way to increase communication and 
engagement with the Greek educational audiences. Such communication and 
engagement facilitate school’s presence by making efforts and project outcomes 
known to students, parents and other stakeholders. Such strategy includes the right 
messages with little perseverance towards targets also merging formal with informal 
learning and exchange of best practices. School self-organisation and self-connected 
was possible as the needed educational staff was doubled due to the participation to 
the specific ZEP also offering flexibility in the timetable and decision making. 
According to [7], what a learner has learned is displayed when they talk to other 
learners. Therefore, the importance of social awareness is evident is learning theories 
related to social interaction and social organization. We now consider not only 
information and knowledge transmission but also social and dialogical interactions; 
social learning theories revolve around such meaning and thus understanding created 
through discussions.  Learning derives from social interactions; an individual’s 
cognitive structures and processes can be made apparent by their interaction with 
others [8]. 

According to [9] social presence is the degree of salience of the other person in a 
mediated communication and the consequent salience of their interpersonal 
interactions. Other studies referred to the concepts of immediacy as psychological 
distance [10]) and intimacy as the interpretation of the degree of interpersonal 
interactions [11]. In online conversations social presence awareness has been defined 
as the degree by which a person was perceived as ‘real’ [12].  Presence is concerned 
with self-representation, self-locality, self-organisation and self-assessment. Co-
presence is concerned with group-representation, group-locality, group-organisation 
and group-assessment. If both can be facilitated via Web 2.0 tools and the use of 
Social Media the learners have the opportunity to observe themselves and to learn and 
reflect on their behaviour with other group members. 

2 CCR within ZEP at the 152nd Athens Primary School  

Creative Classrooms (CCR) refer to innovative learning environments that fully 
embed the potential of ICT to innovate learning and teaching practices [13].  The 
policy of Zones of Educational Priorities (ZEP) constitutes a strategic choice of 
certain European states in order to fight functional illiteracy and school failure. The 
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importance and the contribution of this policy in the reduction of school failure are 
underlined in reports of experts of the Organization for Economic Co-operation and 
Development (OECD), European Union.  

As the 152nd Primary School of Athens was chosen for ZEP, the Headmaster of 
the School also considered implementing CCR within ZEP. The IT teacher 
collaborated with the Fine Arts and Theatre teachers so facilitate the project 
implementation by utilizing ICT as the collaboration medium as well as bringing the 
teachers’ together as the information and collaboration human hub. The teachers 
worked in all kinds of couples or in triads, however, the ICT teachers was the catalyst 
for each one of them. According to [13], innovating in Education and Training (E&T) 
is a key priority in several flagships of the Europe 2020 Strategy: for example the 
Agenda for New Skills and Jobs, Youth on the Move, the Digital Agenda and the 
Innovation Agenda. CCR require innovative pedagogical practices in detail at 
organizational, curricular, and assessment levels, but also the systemic capability (at 
micro, meso and macro level) which involves the whole schools community practices 
on a larger scale. Such implementation is directly associated to content and curricula, 
assessment, learning practices, teaching practices, organization, leadership and values, 
connectedness, and infrastructure. 

Zones of Educational Priorities (ZEP) were initially implemented in the UK, and 
elsewhere in the English-speaking world such as New Zealand, South Africa, 
Australia and particularly successfully in France. ZEP are targeted plans per 
geographical region for students living in deprived areas. ZEP deal with school failure 
and consequently early school leaving and promote social inclusion. Zones of 
Educational Priorities are set up by Ministerial Decisions. School units of primary and 
secondary education, operating in regions with a low total educational indicator, with 
a high rate in early school leaving, with a low rate in tertiary education, as well as 
with low social/economic indicators, namely a low synthetic indicator of prosperity 
and growth and an indicator of high poverty risk, are becoming ZEP parts.  

The objective of ZEP is the equal integration of all pupils into the school system 
through the operation of support actions about the strengthening of educational out-
comes, such as mainly the operation of reception classes, classes of remedial teaching, 
summer school classes and classes where pupils' mother tongue is taught. The project 
was implemented in the school year 2010-2011 in its pilot phase through three ZEP in 
the region of Attica where Athens is, including approximately 20 schools of all levels 
(ISCED 0, ISCED 1, ISCED 2) and with a follow-up and assessment plan of the 
action. The scope of the action is that the services offered by the ZEP meet the special 
educational demands of the local student population.  

ZEP purpose is to provide assistance to students who need help within the 
educational process for equal opportunities for all. The special educational needs of 
some students are the result of either learning difficulties or social inequalities. 
Special educational activities for students with learning difficulties have been 
designed and implemented in many educational systems with the help of psychology 
and special education. The rapid rise of capitalism in some cases caused the 
emergence of a new economic and social class; besides the common features of 
poverty, unemployment, low living standards for many families, small houses, etc 
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there is also another common element: the families are concentrated in areas where 
they can survive financially. The houses in such areas are small and old, near 
industrial areas or ports with underdeveloped infrastructure, minimum open spaces, 
sometimes dodgy and deprived areas. 

As such, this creates a new reality for educational policy designers since they have 
to deal with an educational need regarding individual students, usually a few in each 
school, but within entire districts. These students’ characteristics from deprived areas 
are: low self-esteem, tendency towards crime, low academic performance particularly 
in language and mathematics, frequent absence from the school, lack of robust 
parental responsibility, inability to support learning difficulties at home, also 
considering the weak financial situation, poor personal health care, poor nutrition, etc. 
It is therefore clear that such problems are highly social and have a direct impact on 
the students’ school life. Without a radical intervention from outside, these 
characteristics create a self-sustaining vicious circle regenerated in these deprived 
areas, supported by them and simultaneously contribute to their perpetuation. 

Zones of Educational Priority are an initiative in which the education system is 
trying to eliminate educational inequalities resulting from social inequalities via 
specific educational activities. As such, one target is to provide all students of the 
region equal opportunities in higher education and the labour market.  

All citizens that belong to ZEP areas constantly receive social and educational 
interventions and welfare benefits; however, such discrimination only enhances it and 
prevents their active participation in the Greek society. Their basic individual human 
rights are already compromised. As such, an expensive educational intervention is f 
no meaning to the student coming from a family with unemployed parents; s/he will 
return into a packed family room with no power and no heating, quietness to read, 
food to eat or clothes to change, and even a vision for hope.  Such intervention 
should take the form of thunderstorms and has to be multipurpose, discreet and 
sudden.   

3 Social Media and Web 2.0 Tools Utilisation within CCR   

The Headmaster of the 152nd Primary School of Athens together with the school 
teachers decided to adopt the CCR characteristics within ZEP. The teachers of Art 
and Theatre subjects at the 152nd Primary School in Athens, Greece supported ZEP is 
implementing based on the British examples. These teachers along with the classroom 
teacher work together in the same classroom environment using ICT to merge and 
converge the educational activities from different subjects.  In this way not only the 
students do benefit from the technology enhanced learning activities but also the 
teachers themselves participate in an in-service training on the knowledge, skills and 
competencies required to work in such creative class-room activities. In the case study 
presented, virtual museums visits and videoconferences along with associated 
experiences were mapped in Inspiration to support students’ collaborative writing for 
an eTwinning program.   
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The main CCR characteristics and reference parameters (building blocks) were 
incorporated as interface and tools characteristics and uses as follows:  

Content and Curricula - Innovating timetables. Innovative, flexible and tailor-
made timetable was used within the official curriculum borders as well as the books 
adjusted to the curriculum. However, the ICT use offered the new tools especially for 
external collaboration with other students and teachers via the eTwinning program for 
sharing timetables and facilitate time management. It offered a boost to teachers’ 
confidence as well despite the economic, professional and social teachers’ devaluation 
with a direct impact on their teaching performance with absence of vision.  This 
project supported 90-100-150 paid teachers’ working hours; this is unlikely to 
continue, and almost impossible to sustain good practice and extend costs. 

Assessment. Innovative ICT-enabled assessment approaches can better capture 21st 
century skills implemented in the use of social media and Web 2.0 tools. However, 
sustainable and innovative formative assessment in the school everyday life is most of 
the times without particular practical use due to the absence of initial coherency.  

Learning practices across disciplines / subjects. In social media and Web 2.0 tools 
implemented within CCR, a variety of learning materials were organized thematically 
to foster “horizontal connectedness” and enable learners to analyze and understand 
things by multiple perspectives. These tools offered innovative ways to retrieve 
information from different domains and to create rich multimodal content. Also, 
everyone was free to try and fail, encouraged and experiment; such philosophy has 
radically changed the cross-curriculum approaches as until the project 
implementation, these approaches were difficult to be realized.   

As the ICT, Arts and Theatre Education teachers were co-teaching together with 
the normal classes teachers, some interesting insights were revealed: a) teachers are 
disassociated to other teachers’ subjects due to deeply rooted attitudes and lack of 
solid and substantial in-service training b) teachers for specialized subjects do not 
come from pedagogical departments, and thus, pedagogical training is absent; also, 
there are not familiar with the reality of primary school everyday life. Furthermore, 
some teachers come from secondary education carrying also false concepts about 
primary education. As a result, they do not realize, and as such, inspire the students 
that are in an important subject as they view it as ‘playtime’.  This is in contradiction 
to their CCR related teaching practice. 

Teaching practices. CCR require that teachers effectively play new roles as mentors, 
orchestrators, and facilitators of learning and act as role models of creativity and 
innovation. Therefore, the skill sets of professional teachers should shift from subject 
knowledge towards expertise in pedagogy and orchestration of CCR management 
strategies towards creative learning. Innovative teaching practices should be 
supported by updated, targeted, and inspiring initial education and in-service training 
(Kampylis et al., 2013). As such, the teachers for special subjects such as ICT, Arts 
and Theatre education acquire the missing pedagogical experience, learn new 
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strategies, and overall, reconsider the classroom management strategies. 
Unfortunately, the teachers who gained these experiences do not stay in the school for 
another year; this is due to different work arrangements, teachers hired by the hour, 
seconded teachers etc. Consequently, there is knowledge, skills, competence and 
experience diffused in other schools; however, because of lack of sustainability, 
everything has to start from scratch again every year in the 152nd Primary School.  

Learning-by-creating. CCR actively engage the students as content creators in order 
to nurture creative imagination, innovation attitude and authentic learning in real 
contexts. ICT offered the means for working together in teams, co-designing, co-
creating, and communicating the actual learner-generated content via Web 2.0 tools 
and media. Such great and added value offered by new technologies and art classes as 
well as the important contribution to increase the cultural and therefore human capital 
via students’ participation in culture products. which can these courses serve in school 
there are groups of teachers, students, there are communities that are involved in a 
project and act drafted by design, common goals and collaborative practices. 

Facilitating peer-to-peer collaboration: Social media and Web 2.0 tools in CCR 
constantly encourage peer collaboration so students learn to think both independently 
and with others, enabling them to consider a plurality of perspectives working on 
synchronous and asynchronous online collaboration to enhance co-creative learning in 
teams. 

Organization. This dimension captures the organisational practices in CCR, and 
refers to the macro, meso and micro levels, implying a progressive breadth and depth 
of action to meet local circumstances and needs. This requires a broader involvement 
with the local communities and authorities; however, the communication is always 
one way, from the school towards them making great efforts to disseminate the 
extracted best practices on a local, regional, national and European level.  

Leadership and values. CCR currently operate within the ZEP and by definition the 
work in located in situ within a context of educational structures and values that 
strongly influence learning objectives and pedagogies, promote equity and guarantee 
access to quality education for all supporting and facilitating all teachers’ initiatives. 
Social media and Web 2.0 tools are used in a peripheral way extract information and  
opinions about decision made about school activities.  

Connectedness. The pervasive and participatory cultures in anchored in the social 
and emotional factors that profoundly affect the relationships among school members 
have a significant impact on their level of engagement and motivation especially 
within a ZEP.  Social media and Web 2.0 tools in CCR offered new possibilities for 
students to connect with multiple other actors, teachers to interrelate their subjects and 
exchange experiences and best practices. This is feasible by everyone’s conscious and 
continuous involvement creating and maintaining bonds between teachers and 
students engaging them in current and future projects.  
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Infrastructure: For the Social media and Web 2.0 tools in CCR implementation 
within the ZEP, a dynamic ICT infrastructure is there to support the needed 
information and experience exchange as well as providing the creative activities 
medium and platform to improve and accelerate innovative teaching and creative 
learning as well as disseminate best practices and projects outcomes and results.  

As a result, such multi-faceted collaboration promoted the use of computers in 
ICT-enabled innovation for learning for the teachers’ in-service training developing 
Social media, Web 2.0 and CCR associated knowledge skills and competencies as 
well as pedagogical approaches and evaluation techniques related to, to name a few: 
opening up to ICT-enabled innovation and co-creation with the use of Social media 
and Web 2.0 tools in art and theatre along with the everyday educational school 
subjects; utilizing available technologies on idea generation and sharing on 
collaborative writing; working on communication using diverse media to exchange 
ideas, experiences and best practices; enhancing extreme collaboration between 
supposedly irrelevant subjects in cross-curriculum approaches; and supporting mutual 
respect, control as well as taking responsibility in identifying and supporting each 
other’s gaps within the implementation process for collaborative writing. 

4 Immersive Factors and Design Attributes into CCR  

Immersive eXperience (iX) [14], as with User Experience (UX), is the creation of 
immediate, deeply immersive, meaningful and memorable learning experience within 
the previously suggested CCRs. There are specific immersive factors, conditions and 
associated iX Design attributes that enable and enhance the user’s engagement and 
activity on platforms that require such actions.  

Immersive Factors 

1. Clear goals as challenge level and skill high level  
2. Concentration and focused attention 
3. Loss of feeling 
4. Distorted sense of time 
5. Direct and immediate feedback 
6. Balance between ability level and challenge  
7. Sense of personal control over the situation or activity 
8. The activity is intrinsically rewarding, so there is an effortlessness of action 
9. Lack of awareness of bodily needs 

10. Absorption into the activity. 

iX 10 Design Attributes  

1. Common purpose 
2. Powerful Online Presence  and Co-Presence  
3. Engagement 
4. Virtual Collaboration 
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5. Zone of Proximal Flow (ZPF)  
6. Connectedness and Inter-Connectedness 
7. Engagement in Compelling & Memorable Activities 
8. Sense of Belonging 

5 Discussion, Conclusion and Future Work 

In-service training within schools can be individualised and self-paced; there are more 
opportunities to access diverse learning resources; learning is based on activities and 
experience (active and experiential learning) within groups (collaborative learning); 
time and cost are less because of the in-service manner and the use of the electronic 
form of resources; and communication is nonlinear. Nevertheless, there are several 
obstacles: institutional, instructional, technical, and personal. Consequently, ICT 
utilization in primary schools depends, among other reasons, upon the levels of 
teachers’ expertise in the ICT use with the aim of Immersive Experience engaging 
Web tools and Social Media for educational purposes. Facing the 2020 challenge for 
the whole of Europe, educators are aiming at not only transferring knowledge but also 
at developing creative classrooms (CCR) so for the students to work on and share 
immersive experiences towards co-creativity and idea generation. 

The results were impressive as with the theater education (dramatizations in 
dialogues, role plays, recitations and vocal exercises, emotional control - control 
behaviour) and with visual artists and musicians (construction artworks, maquettes, 
posters, collective works, familiarization with new materials, tools and thus, 
possibilities, new techniques, sand art, graffiti, exhibitions, choirs, concerts, attend 
concerts, acquaintance with musical instruments and types of music); all facilitated by 
ICT infrastructure.  

Other CCR case studies [15] report results reports that the use of ICT empowered 
the development of learner's soft skills, such as problem solving and communication 
with real-world context and actors, and the fostering of multiple modes of thinking 
through a variety of learning materials. Such innovative approaches impact not only 
on learning practices, but also on content and curricula, connectedness, leadership and 
values, teaching practices, and infrastructure.  

The use of Web 2.0 tools and Social Media within the ICT infrastructure 
presupposes that the learning practices need to widen up across disciplines / subjects 
and thus, the teaching approaches were adjusted to such customization. Innovative 
learning environments enable learning by creating and facilitate peer-to-peer 
collaboration in multiple and diverse ways as with the ICT and Arts teachers in our 
school. The organization was also supported, including the flexible timetable 
compared to the other Greek schools, indicating a distributed leadership approach 
rather than a top down decision making. Such approaches enabled inter-
connectedness and a sense of belonging to the school community of practice, working 
towards specific targets and goals. The project funding also supported the school to 
acquire a solid and functional ICT infrastructure that all of the above could not be 
realized without it. Web 2.0 tools and Social Media supported collaboration, 
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connectedness and internal school innovation so to modernize learning and teaching 
practices. Lastly, such unique implementation helped in the extraction of best 
practices and shedding light to innovative and key elements that are widely 
implemented in the ZEP Greek schools. The results from the project now used as best 
practice within all schools in the Greek Educational Action Zone. Implications 
revolve around the extraction of best practices while using the discussions to explain, 
evaluate and further discover new uses and re-uses of existing material and 
approaches. 

Our proposition to integrate the Immersive factors and design attributes within the 
learning platforms, social media and Web 2.0 tools can offer memorable experiences 
for both the teachers and the students, building sustainable learning communities 
towards lifelong learning sustainability. Our next research work will be focused on 
the design, implementation and evaluation of such implementation within Immersive 
environments such as the use of Serious Games and augmented reality and in-depth 
analysis so to provide a more coherent study, more accurate and evidence-based.  
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Abstract. Flipped classrooms have been the latest trend in online learning. 
They have been accepted as a novel model because of an application based 
environment with the students. In this paper, the flipped classroom model has 
been studied in the context of online classrooms. The author vents in the 
context of groups in online classrooms and tries to understand the match within 
the flipped classroom scenario. This study is conducted with instructors and 
students to understand this attitude towards online classrooms and to integrate 
them with the flipped structure. Key requirements are identified from the study; 
which are proposed to influence the design of such a platform. Finally from the 
study the gaps are recognized, and the author proposes a novel platform for 
online group activities with a focus on flipped classroom scenario.  

Keywords: flipped classroom, online learning, groups. 

1 Introduction 

Flipping the classroom, has become a buzzword in the last several years. Flip teaching 
is a form of blended learning technique in which students engage in learning new 
content online by watching video lectures. The homework is done in the class with the 
instructor offering more personalized guidance and interaction to the students; instead 
of lecturing. The students do lower levels of cognitive work outside of class. They are 
engaged in reviewing the lectures, viewing the support materials. The students focus 
on application, analysis, synthesis of content in class, where they have the support of 
their peers and instructor. The Wikipedia mentions flipping changes the role of 
teachers from “sage on the stage” to “guide on the side”.  This allows them to work 
with individuals or groups of students throughout the session. The instructor acts a 
facilitator of the student’s activities and discusses with them their misconceptions [5]. 
A Flipped Classroom would look very different from the setting of a traditional 
classroom. There would no necessity of students sitting in individual desks facing the 
instructor while, they lecture, because of the high interactive nature of the classroom 
students, instead might sit at tables or desks pushed together. Students are off by 
themselves working on problems and the concepts that they have learnt in the 
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lectures, which they reviewed before coming to the class. [12]  It may appear that 
flipped classroom are chaotic, loud, or even messy, but the action and collaboration 
taking place in the flipped classroom will help in student learning. Students are 
motivated to try out the problems for they are free to commit mistakes as they aware 
instructors regard that as a part of the learning process. Flipped Classroom stress on 
the students working interactively with each other. Students learn by doing and by 
asking questions to both the peers and the instructors. Though the classroom design in 
such a scenario may highly depend on the instructor, course and institution. Thus, the 
interaction within the classroom increases. There is a dynamic of increasing the 
student interactivity among students. 

2 Problem Space 

In flipped classrooms, there arises a scenario of working together in groups. Students 
need to interact more with each other because of the dynamics of the classroom. It can 
be both for helping or seeking help. Thus, a variable of class interactivity added with 
instant communication among the peers. In such a classroom students often form their 
own collaborative groups, which may be to the geography of the class or due to 
student preferences. Students help each other and learn from each other, instead of 
relying on the teacher. The teacher might not be regarded as the sole disseminator of 
knowledge.[13] Flipped classrooms let students carry out meaningful activities 
instead; that helps them do get engaged and learn. With the advent of such a scenario, 
in modern day classrooms, leads to the demand and need of course content beyond 
pdf's and power point, audio and video lectures. For there must be more 
supplementary materials that can help in in-class activities, in flipped classrooms. 
Materials that are more organized and that can help enhance students to learn. 
Working in groups, as well as peer learning, are keys to this set of a classroom 
environment. As flipped classrooms, support group collaboration in learning by 
doing. As the flipped classroom setting remains no longer isolated to one individual 
rather the platforms on which the students work should be group centered instead of 
being self-centered. A novel platform in such a scenario is where activities can be 
carried out for collaborative and co-operative learning activities. In such an 
environment, the students may not require reviews from the instructor but can take 
benefit from the peers through such platforms. Peer inter-action, review, 
recommendation can be integrated into platforms to enhance learning activities.  

Flipped Learning Classrooms can be supported by active learning strategies for 
better experiences with peer learning. There is a demand for higher enriched material 
that can support students while the class is in progress. The flipped class-room 
matches with the traditional classroom scenario, but the need of a flipped classroom 
are very different in an online classroom. However, flipped classroom can inculcate 
the scenario from its traditional classroom into an online platform. There needs to be a 
novel scenario where even the students of the online courses can maintain the 
asynchronous nature of the online classrooms. At the same time be a part of 
interactive learning activity in the online environments. 
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As students working in the flipped classrooms are definitely not working in 
isolation. [8]There can be possibilities where students can be connected through the 
online classrooms. 

2.1 Learning Models 

Flipped classrooms provide free class time for hands-on work. Flipped Class-room 
stress on the students working interactively with each other. Students learn by doing 
and asking questions. Thus, the interaction within the classroom in-creases. There is a 
dynamic of increasing the student interactivity among students. Students tend to help 
each other, a process that benefits both the average, advanced and poor learners in the 
classroom. It justifies the main objective of the flipped class-room. Active Learning; 
which is to activate the higher order thinking and maximize the class learning time.[8] 
Active learning forms as the base of such higher order learning that acts on learning 
by doing.  

Adaptive learning strategy is also being supported in many platforms currently. 
Brusilovsky in his paper proposes an architecture based on adaptive learning that 
integrates the benefits of the modern Learning Management Systems and educational 
material repositories. [4] Atkinson et al.’s GOALS tried to develop active learning 
strategies in an online environment for graduate students. They designed a course that 
incorporated knowledge from different forms of technology. Learners received 
voicemails that explained their assignments. It is a learner centered environment; 
injecting the responsibility of learning on learners. [1,11] 

2.2 Understanding the Domain 

Based on the reviews from literatures and linking the dots. The prospect of online 
flipped classroom was sought for as a challenge. It was believed that flipped 
classroom in an online settings need to be enhanced. For, group activity in online 
settings is sought for as challenging.  The study tries to investigate how can group 
interaction in a peer learning environment be increased in an online flipped classroom 
scenario? What enhancements/ features are required for peer to peer interaction in 
such a case? If there is a novel product that can fulfill these needs of the stakeholders? 

3 The Design Study 

The study was designed to understand the general attitude of students towards 
working in groups in online environments. The study tried to understand what 
challenges were faced and what challenges were expected in online environments 
while working in groups. The three questions that seemed as a gap that were asked 
with its break up into minor questions that directed the answers of the interviewed 
user group. The study was designed to generate data to understand if there exists a 
gap to work in groups in online environments. The general perception was to 
understand, from the users, if there can be a novel hypothetical product that can 
satisfy the gap that is being found in the study conducted. 
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3.1 Demographics 

A set of 10 students and 10 instructors are interviewed across different disciplines to 
understand the attitudes towards group learning activities. The instructors and 
students belonged to Informatics, Visual Arts, Business, Engineering, Liberal Arts 
and Medicine. The diversity in the user set was supposed to give a varied set of results 
but as the study followed a qualitative approach such diversity was supposed to 
understand if there are differences in different fields of study or if the pattern found 
was same. However difference in areas of study has not been taken into consideration 
in the study. 

3.2 Design Study Process 

Semi Structured Interviews. The questions that were asked were designed to answer 
the questions that raised from the existing literature. The questions were targeted to 
get valuable data for better insights into design synthesis. The interviews were 
conducted in the natural environment of the user. The interviewer asked the questions 
over a period of an hour. The interview took notes in paper sheet with the key points 
of the questions were written. Over the interview, sticky notes that were attached 
below the key points whenever the interviewer felt something was important, 
however to comfort the user some of the important points were not noted. However to 
not miss the interview the entire interview was audio recorded. The putting up of a 
sheet was an important way to keep up with the interview time without the 
interviewer being distracted.  

The questions that were asked to the students were  

• Do you think online learning classes like blogs and forums help you in any form? 
• What is your opinion in group learning in online classes? 
• Are you comfortable in working on a project in a group or learning a new concept 

in a classroom? 
• Do you know your peers in the online learning classroom? 
• Would you like feedback from them? If yes, can you tell why? 
• Do you think group work helps you learn technical skills? 
• Do you have an opinion on the time management issue in an online group work? 

The questions that were asked to the students were modified to suit the perspective of 
the instructor. 

The Survey. A paper survey was conducted. A set of ten questions. They were 
respectively being modulated to understand the differences in student and the 
instructor attitude. The survey was responded after an in-person interview. The survey 
was generally responded in a time of 2 minutes to 5minutes. 
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4 Design Synthesis 

The study highly supported the hypothetical idea of a novel platform which supports 
the scenario of working together in groups, in flipped classrooms. Based on the study, 
a conceptual design defining the features of the platform where group activity can be 
enhanced is provided. The proposed platform is a new interactive communication 
platform that provides richer contextual environment to enhance the feature of online 
learning activities in groups.  

The proposed platform can help in better in-class activities. It can help in better 
organized and motivated activities in a peer learning environment. The platform looks 
into the kind of enhancements that are required for peer to peer interaction and the 
involvement of interactive media. The students are offered an environment where 
student receives title and rewards for participation and, assessments.  Whenever a 
student shows up to class excited, motivated, and well prepared additional rewards lie 
in store. The proposed platform can also be used in traditional learning environments 
to support in class activities while the class is in progress. 

5 Requirement Analysis 

The requirements that came up as part of the study were peer learning, providing with 
a playlist of activities that could be used for the learners, the students should be given 
a personalized learning space. A space where they are not monitored but receive a 
positive aura of learning. A place where they feel they are learning something but not 
being graded. Peer learning was felt as an important aspect of any such platform. 
These would be the key rules while interacting with any person. The students also 
would like to interact within a small group where they have the capacity to remember 
each other's name and skill. As a general feedback, the interviews stressed on Audio 
and video feedback from the studies. However from a design perspective this might 
not be an apt thing to do. The student also expressed interest where they are being 
evaluated by their peers. But it does not make the student feel discouraged. Instead of 
being evaluated they wanted frequent feedbacks from the environment. There is a 
need of interactive content. A content that expresses its form in a more expressive 
manner so that they can visualize their concepts. Though interactivity is not much 
stressed. Students said that they would want interactive tools to play with which are 
not very distracting due to their fancy features. The concepts of blogs and forums are 
criticized. However, they were found important features of the submission as well as 
evaluation. There should be a lot of peer learning going on.  Gamification was 
something all the interviews carried with theme though the word was not explicitly 
used in the interviews. 

The extrapolation of requirements was from the raw interview data that was 
received while interviewing. Various design methods were used like the 5why 
method; the author also used brainstorming methods to analyze the data from the 
interviews. 
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6 Design Ideas 

A set of design ideas was put up with the features and functionalities of such a 
platform. A range of such twelve items was listed. They being gamification, 
socialization, interaction, rewards, noise, learning, activity, fun, peer learning, peer 
challenge, content aggregation and feedback. They were then arranged with a 
hierarchy to decide the core of the platform. Features and functionalities for the 
design ideas were decided on this. 

7 V-Learn, a Concept 

V-Learn is a platform that suits an environment where students can participate in 
group activities online. It’s a platform that is self-paced. The students need not be 
synchronously present in the platform. A group is formed based on common interests 
by the platform. The students can be a part of activities that are based on the lessons 
that are being released for a particular week. Each student participates in the platform 
and completes a set of activities that are based on the lessons for the week. But the 
students’ progress is based on the group’s progress. They would receive instant 
notifications from the platform for advancing in the week's task. The students can 
challenge different groups together. In many cases, there are chances of discrepancies 
where the group activity in such a platform becomes peer led. 

V-Learn is a conceptual model which can be a fit for students looking into the 
platform for enhanced learning activities and to feel the noise within the classes. 
Adding socializing features add to the demands of the platform being demanding. 

8 Limitations of the Study 

The study was conducted with a set of 20 users to understand the attitude of the users 
towards the attitude towards the online learning environment. The knowledge from 
this was used to understand the attitude towards these studies. The users were not 
directly part of the flipped classroom arena but were active participants of online 
classrooms. The users belonged to different majors that might have led to multiple 
features being included in the interface. 

9 Future Work 

The proposed platform has not been developed and tested with the users. The 
platform would look for testing its hypothesized design with prototypes. The 
demographics of the user also may be a concern with respect to the discipline. 
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Abstract. Many researchers have proposed that anxiety related to second 
language learning, especially in the classroom, has a negative impact on the 
performance of learners. To reduce this anxiety, some authors propose to use 
computer-mediated communication (CMC) to realize oral tasks while others 
believe that the effects of this mode of communication is comparable to the 
effects of the face-to-face (FTF) communication. In order to provide an answer 
to this question, a systematic measurement of the performance of learners 
during oral interactions conducted through these two modalities must be 
obtained as the comparison cannot be made without this measurement. This 
paper is a preliminary study with 20 learners of L2 French in which the degree 
of anxiety beforehand was measured with [1] Foreign Language Classroom 
Anxiety Scale (FLCAS). These learners completed a communication task 
through Skype and also responded to a post-task questionnaire on their 
perceptions of anxiety, FTF and CMC. Performance during the CMC was 
measured in order to verify the effects of anxiety on their performance. The 
comparison was made with their performance in another FTF communication 
task. The results show that all the students performed better in FTF than in 
CMC and that even the most anxious learners obtained better results in the 
former. 

Keywords: FLCAS, CMC, FTF, anxiety, French L2. 

1 Introduction 

Anxiety about second language learning (henceforth L2), especially in the context of 
the classroom, is the most studied individual difference that distinguishes L2 learners. 
Although the concept is psychological, the linguistic and educational implications are 
an object of study in their own right for both education and language teaching 
specialists. It is for this reason that the effects of this anxiety on L2 learning as well as 
the best ways to overcome these effects are part of the most discussed research topics 
in this area. 

In this context, one of the most prevalent ideas among researchers in CALL is to 
associate computer-mediated communication (CMC) with a significant reduction of 
learners’ anxiety and thus with a better performance in oral exchanges, either on an 
online platform or via a tool of synchronous communication [2-4]. This assumption is 
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however not unanimous and some studies tend to show that this mode of 
communication does not allow learners to perform better than within face-to-face 
(FTF) communication [5, 6]. 

I believe that one cannot opt for either of these hypotheses without measuring 
learner performance in these two types of communication, and especially learners 
who are subject to this particular type of anxiety. The means used to achieve this 
comparison is to conduct an empirical study with learners of different levels of 
competence by exposing them to the two communication modalities and thereby 
measuring their performance. A measure of the degree of anxiety of these learners is 
also required to focus on those learners who tend to be anxious in the specific context 
of L2 learning regardless of the type of communication. 

The goal of this study is to measure the impact of foreign language anxiety on the 
quality of exchanges and to further probe the perception of learners about the 
potential role of computer-mediated communication in reducing this anxiety. To 
achieve this goal, I conducted an empirical study with a small group of 20 French L2 
learners whose level is intermediate – to – advanced (B21). These learners were 
exposed to both modalities of communication and their performance was measured in 
these two contexts. The study is preliminary, but the results are generalizable to other 
learners. 

In the second section of this paper, I will present the concept of foreign language 
anxiety. In the third section, I present the methodology for the data collection. The 
results are presented in the fourth section followed by the discussion in section five. 

2 L2 Anxiety 

In this section, the concept of foreign language anxiety, as defined in L2 acquisition 
studies, will be presented. The negative effects it can have on learning will be 
presented. 

2.1 The Concept 

Foreign language anxiety is not a psychological trait that can manifest itself in any 
learning process. It is only related to the specific process of L2 learning. Many 
experiences have shown that learners who do not experience anxiety in other types of 
learning become anxious while learning an L2 [7-9], which is explained by the fact 
that L2 learners feel helpless when deprived of the comfort given by their first 
language (L1) to express themselves or to undertake communication tasks. 

According to [1], this is a specific anxiety reaction: “We conceive foreign language 
anxiety as a distinct complex of self-perceptions, beliefs, feelings, and behaviors 
related to classroom language learning arising from the uniqueness of the language 
learning process.” (p. 128) The authors further explain this phenomenon by “the 
importance of the disparity between the ‘true’ self as known to the language learner 

                                                           
1 According to the Common European Framework of Reference for Languages. 
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and the more limited self as can be presented at any given moment in the foreign 
language” (p. 128). 

2.2 Effects of Anxiety on Language Learning 

The importance of this psycho-educational phenomenon is explained by the negative 
effects of this particular anxiety on the performance of learners [1, 10-12]. In fact, 
many researchers have noted a significantly worse performance in anxious subjects 
when it comes to performing cognitive tasks, such as making a judgment, analyzing 
situations, making decisions, etc. [13]. Language learners' performance, for example, 
is affected, and we note the presence of more errors, the non-use of certain forms 
which are well assimilated, lack of cohesion and some deviation from the norm 
already learned (grammatical, sociolinguistic, pragmatic). These effects are also 
found among learners of all proficiency levels according to [13] : beginners, 
intermediate and advanced. However, it seems that beginners tend to be more affected 
by anxiety than the others according to [14]. 

2.3 CMC and Anxiety 

To mitigate the negative effects of this anxiety, some researchers have proposed that 
teachers work their personal attitudes and their teaching [15]. Others have proposed 
instead to work on another part of the learning environment: educational technologies. 
[2-4, 16-19] believe that CMC can help decrease of the apprehension to communicate 
(one facet of L2 learning anxiety), since according to them, the physical distance between 
the interlocutors and the use of a tool that prevents learners from feeling intimidated due 
to FTF meaning negotiation significantly reduces the anxiety of these learners. This point 
of view, however, is not shared by all. Indeed, [5, 6] have achieved results which tend to 
show the contrary; that this mode of communication does not reduce the anxiety of 
learners and thus, it is not different from FTF communication. 

Researchers do not agree on the effect of CMC, whether synchronous or 
asynchronous, on the language anxiety of L2 learners. If the widespread idea was a 
correlation between the use of these technologies and the improvement of the 
performance of learners, especially in synchronous communication, the latest research 
seems to cast doubt on these claims. However, what is lacking is an empirical study of 
the performance of learners, measured in both FTF and CMC contexts, regardless of 
the degree of anxiety of these learners. The purpose of this study is to fill this gap. 

3 Methodology 

3.1 Participants 

Participants in this study are French L2 learners enrolled in an oral communication 
course (B2 level) at Concordia University (Montreal, Canada) during the 2013 Fall 
semester. 



280 A. Jebali 

Twenty (n= 20) students participated in this study, 16 of which were women and 4 
of which were male. The age of participants ranged from 19 to 40 years old. The 
students had various first languages, such as English, Romanian, Russian, Spanish, 
Mandarin, Arabic and Urdu. 

3.2 Data Collection 

To perform this study, I used three main sources to gather data: the FLCAS, a 
questionnaire and two tasks (one computer-mediated and one FTF). 

FLCAS. [1] proposed the FLCAS (Foreign Language Classroom Anxiety Scale)2 to 
measure the anxiety of learners related to foreign language classes and to the Support 
Group for Foreign Language Learning at Texas University back in 1983. This test is 
composed of 33 items which are evaluated on a Likert-like scale which allows 
respondents to indicate for each item whether they strongly agree, agree, are neutral, 
disagree or strongly disagree with the statement in the item in question. 

CMC Task. This task was performed via Skype. To do this, I split the participants 
into pairs (10 in all). Both participants of each pair were shown  two nearly identical 
images, on which there were 10 differences (a task adapted from [20]). The 
transmitted image was only visible to its receiver. The following instructions were 
given: "Each of you has received an almost identical image to the image received by 
the other participant. There are 10 differences between these two images. You have 
about 15 minutes to find the 10 differences. Ask questions to your partner to discover 
them. You may ask a lot of questions. For example: I see X on my image; do you see 
the same thing? Where is it exactly? What color is it? , Etc." I also specified to the 
participants that the purpose was to describe the images as precisely as possible to 
find as many differences as possible. The score shown in the results is related to the 
number of differences found by each participant. 

Questionnaire 3 . The questionnaire was administered after the CMC task was 
performed and before the FTF task. The aim of this questionnaire is twofold: to 
determine respondents' perceptions about the task itself and to determine their digital 
profile. I asked them questions like “Are you at ease when you use the computer to 
communicate?” accompanied with a Likert-like scale and some open-ended questions 
about their daily use of ICT. 

FTF Task. This task was designed to test the performance of the participants FTF to 
compare it to their performance in a mediated context. The task was to discuss a 
topical subject in Montreal, Quebec and Canadian news and it was the “Charte de la 
laïcité” (Charter of secularism) at that time. To start this discussion, I posted a short 
video found on YouTube (a debate between Minister Bernard Drainville and 

                                                           
2 See Appendix 1. 
3 See Appendix 2. 
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sociologist Gérard Bouchard in the Radio-Canada show "Tout le monde en parle"). 
The debate was taped to verify the performance of each participant afterwards. The 
score shown in the results is related to the language performance of each participant 
during this debate. 

4 Results 

Data from all these measurement instruments were encoded in Excel then in SPSS 
(version 21, for Windows). 

4.1 Participants’ Profile 

The goal of the questionnaire was to define the "digital profile" of the participants 
through their use of computers in everyday life (video games, chat, email, work, or 
school, social networks). 17 of them (85%) said they are comfortable or very 
comfortable when using the computer to communicate. One respondent expressed 
being uncomfortable in this context, two said they were neither comfortable nor 
uncomfortable. With respect to other activities through computer or other media, very 
few respondents spend time on video games (0 hours / week for 90%). On the other 
hand, work related to studies monopolizes 20 or more hours per week for 40% of 
them. Emails occupy, meanwhile, between 1 hour and 10 hours per week for the vast 
majority of learners. Finally, social networks monopolize between 1 and 20 hours 
weekly and one respondent indicated "a lot" as an answer. In all, the use of computers 
to communicate (on social networks, through the tools of synchronous 
communication or by email) monopolizes at least 10 hours per week, for the vast 
majority of respondents (95%). One respondent seemed to have a different profile: 
less than one hour for email, one hour for CMC, 0 for social networking, 0 for video 
games and 3 hours only for work related to studies. This person is also one of the 
respondents who indicated that they are neither comfortable nor uncomfortable 
performing communication tasks by computer. The respondent who expressed being 
uncomfortable in this context spent 10 hours for email, 0 for synchronous 
communication, 10 for social networks, 0 for video games and 10-15 hours on 
computer tasks related to studies.  

Therefore, the vast majority of the participants in this study use communication 
technologies (computers, tablets, cellular phones) to perform various communication 
tasks on a daily basis. This finding is of great importance for this type of research, 
since it proves that subjects have a great ease in the use of communication 
technologies and also perceive their utility. 

4.2 Language Anxiety 

The results from the FLCAS (see table 1) show that language anxiety is not 
widespread in the group. Items indicating a moderate or high degree of anxiety 
received a high percentage of responses “Disagree” and “Strongly disagree”. This is 
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the case, for example, of item 17 (I often feel like not going to my language class) 
with 75% of respondents who did not agree with its content compared to only 15% 
who did agree. This is the case of item 19 also (I am afraid that my language teacher 
is ready to correct every mistake I make) with 75% of respondents who disagree and 
only 10% agree. 

On the other hand, item 5 (It wouldn’t bother me at all to take more foreign 
language classes) received more favorable responses from 90% of participants while 
only 5% disagreed. This clearly shows that respondents were comfortable or very 
comfortable with French as a second language and feel very little anxiety in the 
classroom or even when communicating with native speakers.  

Table 1. FLCAS, Results of selected items 

Item Strongly 
agree 

Agree Neither agree 
nor disagree 

Disagree Strongly 
disagree 

2 25% 20% 0% 35% 20% 
5 15% 75% 5% 5% 0% 
10 5% 50% 20% 20% 5% 
13 0% 20% 30% 35% 15% 
17 0% 15% 10% 45% 30% 
18 5% 50% 20% 25% 0% 
19 0% 10% 15% 65% 10% 
21 10% 5% 15% 50% 20% 
25 5% 10% 15% 55% 15% 
26 5% 25% 20% 30% 20% 
27 0% 15% 30% 45% 10% 
29 5% 10% 20% 55% 10% 
31 5% 5% 25% 50% 15% 

 
A one-way ANOVA shows that in the group in general, anxiety score has no effect 

on the CMC performance: F (15, 4) = 3.093 p = ns. This is also the case for the 
performance of learners in FTF context: F (15, 4) = 1.261 p = ns. It is for this reason 
that we need to verify the performance of the most and the least anxious learners in 
these two contexts. 

The most anxious learners in my corpus are identified as subjects 12, 15, 18 and 
20. The anxiety score is measured by the responses to the FLCAS items. The 
maximum score is 66 (always strongly agree or strongly disagree); a score of 33 still 
means a high degree of anxiety (always agree or disagree). The most anxious subjects 
obtained a score ranging from 25 to 35. The least anxious had scores of 0 (not anxious 
at all) in some cases, and 16 in the worst case. 

Concerning the four most anxious learners, I found that their performance in FTF 
communication task is better than their performance on Skype. 
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Table 2. Overall performance of the most anxious learners 

Subject Anxiety score Skype FTF 
12 25 60% 90% 
15 29 40% 85% 
18 33 30% 85% 
20 35 0% 80% 

 
The least anxious learners show comparable results. However, surprisingly enough, 

subject 6, whose anxiety score is 0, obtained 0% on Skype and 85% in FTF. 

Table 3. Overall performance for the least anxious learners 

Subject Anxiety score Skype FTF 
6 0 0% 85% 
2 2 50% 90% 
10 2 50% 90% 
19 2 30% 80% 
4 3 40% 70% 
7 4 50% 85% 
3 5 30% 95% 
9 5 30% 85% 
17 5 50% 95% 
13 8 50% 85% 
14 9 60% 90% 
5 10 40% 100% 
11 11 70% 90% 
8 14 50% 85% 
16 15 40% 85% 
1 16 70% 85% 

 
Therefore, it seems that the communication modality has an effect on the 

performance of learners, but not the effect expected by many CALL studies. In fact, 
the performance of the participants was better in FTF than on Skype. This is the case 
for both the more anxious and the least anxious subjects. 

5 Discussion 

Learners in this group are intermediate-to-advanced (B2 level). My experiment seems 
to show that learners who have reached this level of proficiency in the target language 
(French) have little anxiety even if some of them had high scores. They generally 
performed well in tasks, which seems to demonstrate that they have learned to 
manage anxiety and its effects are well controlled at this stage of L2 acquisition.  
This confirms the assumptions made by [14], according to whom "a clear  
relationship exists between foreign-language anxiety and foreign-language 
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proficiency." (p. 272-273): beginners tend to be more anxious and their performance 
is more severely affected by foreign language anxiety. 

If learners of French L2 in this study perform better in FTF than on Skype, this 
demonstrates that the hypothesis of [5, 6] is verifiable. However, two variables should 
be considered and taken into account: the type of tasks assigned to learners and the 
number of participants. 

With respect to the type of tasks, it would be more appropriate if the assigned FTF 
and CMC tasks had similar degrees of difficulty, even though these tasks should be 
different. With respect to the number of participants, more participants from the same 
level (B2), but also participants from the lower levels (A1, A2 and B1) should be 
recruited. 

6 Conclusion 

The results of this study seem to indicate that language anxiety does not affect the 
performance of intermediate - advanced learners, as no significant relationship was 
found between the levels of anxiety and the performance of learners in FTF and CMC 
contexts. In addition, it seems that learners, whether the most or the least anxious, 
performed better in face-to-face communication than in computer-mediated 
communication using Skype. 

It should be noted that this study is preliminary and exploratory in nature. To settle 
the question of whether computer-mediated communication improves the 
performance of learners, by reducing their language anxiety, a larger scale study 
needs to be conducted, including participants with varying levels of proficiency in the 
L2.  
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Appendix 1: Foreign Language Classroom Anxiety Scale (FLCAS) 

1. I never feel quite sure of myself when I am speaking in my foreign language 
class. 

2. I don't worry about making mistakes in language class. 
3. I tremble when I know that I'm going to be called on in language class. 
4. It frightens me when I don't understand what the teacher is saying in the foreign 

language. 
5. It wouldn't bother me at all to take more foreign language classes. 
6. During language class, I find myself thinking about things that have nothing to do 

with the course. 
7. I keep thinking that the other students are better at languages than I am. 
8. I am usually at ease during tests in my language class. 
9. I start to panic when I have to speak without preparation in language class. 
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10. I worry about the consequences of failing my foreign language class. 
11. I don't understand why some people get so upset over foreign language classes. 
12. In language class, I can get so nervous I forget things I know. 
13. It embarrasses me to volunteer answers in my language class. 
14. I would not be nervous speaking the foreign language with native speakers. 
15. I get upset when I don't understand what the teacher is correcting. 
16. Even If I am well prepared for language class, I feel anxious about it. 
17. I often feel like not going to my language class. 
18. I feel confident when I speak in foreign language class. 
19. I am afraid that my language teacher is ready to correct every mistake I make. 
20. I can feel my heart pounding when I'm going to be called on in language class. 
21. The more I study for a language test, the more confused I get. 
22. I don't feel pressure to prepare very well for language class. 
23. I always feel that the other students speak the foreign language better than I do. 
24. I feel very self-conscious about speaking the foreign language in front of other 

students. 
25. Language class moves so quickly I worry about getting left behind. 
26. I feel more tense and nervous in my language class than in my other classes. 
27. I get nervous and confused when I am speaking in my language class. 
28. When I'm on my way to language class, I feel very sure and relaxed. 
29. I get nervous when I don't understand every word the language teacher says. 
30. I feel overwhelmed by the number of rules you have to learn to speak a foreign 

language. 
31. I am afraid that the other students will laugh at me when I speak the foreign 

language. 
32. I would probably feel comfortable around native speakers of the foreign language. 
33. I get nervous when the language teacher asks questions which I haven't prepared 

in advance. 

Appendix 2: Questionnaire (in French) 

1) L’ordinateur  
 

- Êtes-vous à l’aise lorsque vous utilisez l’ordinateur pour communiquer? 
Très à l’aise À l’aise   Neutre   Mal à l’aise   Très mal à 

l’aise 
 
- Dans le cadre de ce cours, est-ce que la communication par Skype était plaisante? 
Beaucoup aimé  Aimé    Neutre  Pas aimé Pas du tout 

aimé 
 
- Prière d’indiquer le nombre d’heures que vous passez en utilisant un 

ordinateur/une tablette/un téléphone intelligent 
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a) Pour les courriels : environ ___ heures par semaine 
b) Messagerie instantanée (Skype, Messenger, etc.) : environ ___ heures par 

semaine 
c) Réseaux sociaux (Facebook, Twitter, Tumblr, etc.) : environ ___ heures par 

semaine 
d) Travaux pour vos cours : environ ___ heures par semaine 
e) Pour jouer : environ ___ heures par semaine 
 

2) L’expérience de communiquer via Skype en français 
 

- Cette expérience était stressante. 
Tout à fait d’accord   D’accord     Neutre En désaccord Tout à fait en 

désaccord 
 
- Cette conversation a fait baisser mes sentiments de nervosité quand je parle 

français. 
Tout à fait d’accord   D’accord     Neutre En désaccord Tout à fait en 

désaccord 
- Je pense que j’aurais mieux parlé si cette conversation était face à face. 
Tout à fait d’accord   D’accord     Neutre En désaccord Tout à fait en 

désaccord 
 
- Utiliser Skype m’a permis de bien comprendre ce que disait mon partenaire de 

conversation. 
Tout à fait d’accord   D’accord     Neutre En désaccord Tout à fait en 

désaccord 
 
- Cette activité ajoute quelque chose de positif à ce cours. 
Tout à fait d’accord   D’accord     Neutre En désaccord Tout à fait en 

désaccord 
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Abstract. In 2005, a new profession called “educational technologist” was in-
troduced in Estonian schools. At first, the idea was confusing for many school 
principals, because of the seeming overlap with the job descriptions of existing 
ICT support specialists or ICT managers. Other principals interpreted the role 
of the educational technologist as a technology-savvy teacher who could take 
responsibility for teaching with technology in some subject domains so that the 
rest of teachers would not have to bother them with constantly changing land-
scape of technology. According to the data from the Tiger Leap Foundation 
(2012), almost 7% of Estonian schools had hired an educational technologist by 
2012 – in most of the cases by re-allocating the salary fund of IT support spe-
cialists. The position is usually funded by local municipalities, not from the 
state budget. This paper is reflecting upon the case study data collected from 13 
Estonian schools where educational technologists had been employed, the focus 
group interviews were conducted with 29 persons working in the field of educa-
tional technology. The study gives an overview of the current situation by  
defining the emerging profession of educational technologist on the level of 
professional practice. We also describe the arguments for establishing such a 
new position in school and the main challenges of a new specialist starting 
his/her career in this dynamic field. 

Keywords: educational technologist roles, implementing new technologies, 
learning environments, assessing teachers, training methods and principles, 
mixed expectations. 

1 Background 

The latest report from the European Commission reveals that some EU countries do 
better than others with integrating new technologies in teaching and learning. For 
example, in Ireland, Finland, Norway, Estonia, Czech Republic, Denmark, Malta, 
teachers and students seem to apply technology more often [23]. The change has been 
fast, as only 10 years ago Estonian teachers were struggling to have even minimal 
access to computers and internet [17]. The aforementioned EC report gives good input 
to change the Tiger Leap1 programs and rewriting the Estonian Information Society 
                                                           
1 The Tiger Leap Foundation is an Estonian government initiative to distribute resources and 

knowledge about how to use technology at schools. 
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Strategy 2006 that focused in the near future [6]. To share best practices is also im-
portant as teachers can learn from each other [21] and also see the change not only to 
support education change in order to use technology, but see it as a countrywide inno-
vation effort to reach information society [7].  

The value and role of the educational technologist has usually been discussed in 
the context of school reforms [2]. The problems with technology are not for those 
who have not grown up with it [12]. At the same time there is a bigger need than ever 
to teach more people at the same time (distance learning, e-learning etc.). Educational 
technologists are needed to push teachers to find ways to reach the pupils and students 
in a meaningful way using technology. Attempts to change learning have given mixed 
results, some might even say that nothing has really changed in higher education, 
except the amount of technology being used [18]. However, technology-enhanced 
learning is still powerful driving force in education to raise interest and find patterns 
of learning and try to automate processes where teacher is not needed to help the stu-
dent [10].  

When we looked at the technology-related roles at school we saw a lot of positions 
that had overlapping job descriptions: ICT manager [3], administrator, ICT support, 
computer teacher, educational technologist and sometimes others too. Some compa-
nies training ICT personnel and principals have tried to propose solutions by dividing 
the process tasks between them, e.g. the principal deals with strategy, core teachers 
with education leadership, ICT managers with technology and educational technolo-
gists with e-learning [19]. Investigating different educational technologist job instruc-
tions developed in Estonia we also saw common lines about supporting e-learning 
[15] and skills that overlap also with common teachers' knowledge [24]. Teachers' 
professional development should also include mastering technology used in their 
field, this should not be left to someone else [11]. Teachers should differentiate learn-
ing process [25], use inquiry-based teaching [4], flipped classroom [20] and mobile 
learning [22] as well as other opportunities that arise. However, help is needed as 
most of the teachers are not still ready to face that challenge by themselves [9]. 

The Estonian national curriculum is in an implementing phase – the old one is 
gone, the new one is still taking off. A group of educational technologists led by Ingr-
id Maadvere (a leading educational technologist in Estonia) has analyzed the informa-
tion from the curricula that involves use of ICT. Various ICT skills and knowledge of 
new methodology are needed by teachers on all levels [16].  

Some people have started to talk about a new age of learning (learning 3.0 or social 
learning) that increases student participation, blurs the teacher-student relationship, 
changes the environment and time [13]. This brings along a lot of new issues as 
teachers abandon teacher-centered learning styles and focus on pushing students to 
learn actively [1]. A good example of this is Kathy Schrock (a popular American 
educational technologist) who has published a lot of information on her website “Ka-
thy Schrock's Guide to Everything”2. 

                                                           
2 Kathy Schrock's Guide to Everything  
  http://www.schrockguide.net/index.html 
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2 Methods 

The methods used to investigate the role and challenges of the educational technolo-
gist are data analysis, focus group interview and survey among experts. We used 
grounded theory [5]: 

• stage 1: analysis of the job description (ET). Different job descriptions are used at 
different schools; they are also different in secondary and higher education. As 
these have been discussed at some courses training ETs at Tallinn University, we 
used the course transcript as well as web search (as some descriptions are put up to 
school websites). . We coded the main ideas and used them in stages 3 and 4 to 
analyze priorities;  

• stage 2: analysis of blog posts about school environment and challenges of 13 
working and studying ETs that have participated in 2011-2012 at the Infrastructure 
course at Tallinn University (http://taristuseminar.blogspot.com/). We collected 
tips, tricks and challenges that we used also in stage 3 and 4 to conduct the survey 
and interview; 

• stage 3: focus group interview and discussion – “what is the most important and 
why in the tasks of educational technologists?” (18 ICT specialists, educational 
technologists or computer teachers from different Tallinn schools participated); 

• stage 4: a survey among the experts (11) was carried out and the results discussed  
with ETs trainers (3). The questionnaire consisted of background information; job 
description, everyday tasks and priorities; how to motivate colleagues, manage-
ment of ICT; and exemplary cases (e.g. about choosing a cloud system for the 
school and implementing it).   

These four stages gave us information about the tasks that should be solved in a 
school environment by ETs as well as best practices how to implement new things 
and some tricks that are used to motivate others to use technology.  

3 Results and Discussion 

3.1 Overall Ideas of the Position 

The technology-driven changes in Estonian society have produced good results, 
bringing the country to the top ten in overall freedom [14] and according to Freedom 
House3  Estonia ranks among the most wired and technologically-advanced countries 
in the world [8]. Schools have also taken part in that innovation and have imple-
mented a lot of changes over the last 10 years. At the same time, the occupation of 
educational technologist is not very old and only 7% of Estonians schools have got 
the position. Schools that have special support to teachers have shown more interest 
towards using technology and sharing best practices. 

                                                           
3  Freedom House is an independent watchdog organization dedicated to the expansion of 

freedom around the world. 
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Looking at the big picture, it seems that educational technologist is still a “side” 
job with its description being different in every school. On the one hand, it is useful 
for the schools as they have someone providing help where it is needed. On the other 
hand, for the others it is often unclear who “the educational technologists” are and 
what should they do? The most popular task seems to be to participate everywhere to 
pick up knowledge (e.g. to be aware of the current trends); support teachers through 
training activities and participate in extracurricular projects with students. At the same 
time, according to their official job descriptions their main goal is to emphasize e-
learning practices, consult not only teachers but also board, as well as analyze the 
results of local studies and find out the school's standing in them. For now, these seem 
to be not so important in the minds of the focus group. Addressing the challenge, we 
found out that the main problem is in the mixed signals and needs of the school board 
and teachers as well as the sheer extent of the problems that should be dealt with at 
the same time. 

Competency-related problems can be solved with additional training, but also clari-
fying the job descriptions (ICT manager, environments administrator, website manag-
er, ICT help, educational technologist, computer teacher). Training for educational 
technologists is provided by Tallinn University (a separate master’s program), BSC 
Koolitus (a short program of 80 hours), Estonian e-Learning Development Centre 
(supporting seminars and training activities) as well as other web-based e-learning 
courses from abroad. New people usually come from the fields of pedagogy, andra-
gogy, informatics or other similar backgrounds featuring customer support in some 
form. 

Other challenges faced by schools include overworked teachers, not enough re-
sources in any level and no clear vision for the future as there are also some educa-
tional reforms going on – e.g. to separate primary and secondary schools from gym-
nasiums. There are also issues with employing extra help (psychologists, special 
needs teachers, social pedagogues) that is regulated by the law. So school leaders 
have to make decisions whether to repair the roof, get more qualified help or purchase 
equipment. All are needed, but which one is the most important?   

3.2 Educational Technologist Tasks and Power 

The focus group interviews about the tasks of educational technologists revealed the 
top priorities that schools are struggling with right now -  they strive to employ an ET 
that a) has all the necessary skills and knowledge; b) is able to train less knowledgea-
ble teachers in the ICT area; c) can participate in international projects and d) support 
students. And even if all this is achieved, the ET does not have resources left to inves-
tigate the school to find actual problems and difficulties, or to advise the school board 
at important decisions (see Table 1). 
 
 



292 B. Lorenz, K. Kikkas, and M. Laanpere 

Table 1. Priorities of the tasks of ETs 

nr Opportunity, Task Impor-
tance 

Remarks 

1 Participate in different courses 
(online, real life, seminars) to 
be aware of the current trends 

highest More skilled ET-s can share 
knowledge 

2 Write projects for the school to 
get more funding for new tech-
nologies  

low Even if the school needs more 
resources and the ET has the 
skills to get them, usually it is 
not their task 

3 Participate as a supporting 
person in various projects with 
students (eTwinning, Com-
enius)   

high An ET task is to train teach-
ers. Sometimes they end up as 
project managers 

4 Train teachers inside your 
schools (in groups to individu-
al)  

high Skilled colleagues mean bet-
ter results in using ICT 

5 Advise the school board in tech-
nology-related decisions   

low Skilled management means 
better leadership 

6 Perform research at schools 
(teachers-students skill level, 
feedback to services, innovation) 

lowest To make informed decision 
one needs data to support it 

7 Train community: students, par-
ents, teachers from other schools, 
partners  

low This promotes the school. 
Better reputation means better 
students and teachers will 
apply to study or work 

8 Help teachers when they use 
technology in their classrooms 
(co-teaching)  

average A typical ET task. The only 
threat seen is to 'hijack' the 
lesson from the actual teacher 

9 Create learning materials for 
others  

average Create materials for other 
teachers to learn, not for stu-
dents. Still an unclear area. 

10 Manage different e-learning 
sites/environments or networks 
for the school  

low Some schools also employ an 
ICT-administrator. Mixed 
results here, depending on 
personal interests and skills of 
people 

11 Update a personal blog and link 
repository for others to use  

average One of the ET tools for shar-
ing knowledge. To promote e-
learning there must be a per-
sonal example 
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The experts (actual education technologists working at schools) stated that their job 
is to influence people to use technology, but without any power given to them. Their 
job is like that of a servant - to provide information, tools and have a lot of patience 
and good mood. Only 2 of 11 experts interviewed were members of school board. 
Also, only 42% of them work full time. This means that they have second job some-
where else or have extra tasks to do. At least all of them had official instructions and 
goals from the management about what they were expected to achieve and do.  

A typical ET is thus expected to develop and support e-learning (share knowledge, 
train people); help others to develop their skills on ICT and support them, they must 
keep up with the new trends and environments; maintain and administer online learn-
ing environments; and also create new media learning materials. As if the ET is sup-
posed to attend all kinds on seminars to learn the trade of all other teachers and then 
do their work as well (by creating their study materials and even giving their lessons) 
- it is a little similar to the 'teacher-oriented' learning style with students supposed to 
use technology but in reality, the teacher is doing the entire task with students being a 
passive audience. Thus, the ET's should be careful not to cultivate learned helpless-
ness (especially among older teachers who would passively use the technology but 
refuse to learn from it) - to make things worse, many ET's are evaluated by the count 
of learning objects and courses they create, tempting them to 'score all the goals' by 
themselves. 

3.3 Suggestions How to Grasp the Nettle 

When starting to work as educational technologist, the first goal was suggested to be 
to get an idea what is going on at the school. Suggestions to get the basic knowledge 
of other teachers ICT skills were usually a) make a survey or interview, b) let them 
write a self-evaluation essay, c) observation, d) communicating and asking for evi-
dence of ICT usage, e) doing something together. At the same time the subject (spe-
cialty) skill is not measured and it is a problem. While the teacher can master the con-
tent of her/his topic, they probably do not know the newest teaching methods. When 
ICT methods are presented the technologist relies on teachers' skills to recognize val-
uable tools for the content. As ICT seems difficult for teachers, it is really hard to 
determine how it would help the lesson when the teacher sees only the trouble with 
using technology. The solution is to push ordinary teachers to get involved in teacher 
support communities and also in some extent receive training in the national curricula 
goals for different subjects.  

The second step would be to get people motivated. One way for an ET is to know 
the subject of the teacher and then smuggle in ICT skills (usually by personal example 
of either by the ET him/herself or some 'success stories' of others). Efforts by teachers 
should be noted and complimented. For some people, the whole process must be di-
vided into small steps, doing them first together and then letting them try on their 
own. On the contrary, some others would like to study on their own - they only need 
the starting impulse (starting a blog would be a good example of a possible way) and 
perhaps some support (sending interesting web links etc). Some advanced ones can be 
asked to join the educational technologist training or made to present something to the 
colleagues. Some people worry constantly about their workload - they must be con-
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vinced that the new technology will decrease it (it is a slippery road to go, as this 
cannot always be guaranteed). Some kind of point system (to measure progress) can 
also help, as can direct benefits (added salary, free time etc) - but the latter are very 
difficult to do at schools due to a serious financial plight. 

The management must be informed as well, usually by monthly to yearly meetings 
where goals and results are reported. Some ET's use private blogs to record their 
progress, others use mailing lists.   

At the same time the support of management was the biggest issue reported from 
the ETs. Some leaders are not open to hear suggestions or even don’t like technology 
(an example: a school leader states that “our school has no e-learning option”, at the 
same time the ET reports that there are over 100 e-learning courses at that school”), 
the management is often not participating in training events, reports are asked, but 
nobody discusses them or even share them with others (“ET: I don’t know why I even 
report, when nothing changes”). 

Measures to increase ICT usage includes:  

• mandatory courses; 
• optional courses with strong suggestion from the management; 
• continuity (“repeat until they get it”); 
• dividing tasks/learning skills into smaller units (“I train only 15 minutes and teach 

1-3 new tricks during that time”); 
• arguments of “old” and “new” (“Times has changed, we will never get the old 

times back”); 
• compliments; 
• reliance on personal example until others start to follow; 
• teaching only those that are interested (“I can’t reach everybody”);; 
• sharing the resources only when the teacher writes a motivational letter and agrees 

to do more than just to use the device on her/his classes (“I ask them to train others, 
share materials etc); 

• including questions about using ICT and innovative teaching to the work evalua-
tion interview; when they want to get the “points” they must use technology and 
change; 

• bottom up pressure (teach students to help teachers or ask them to complain about 
lack of interest when teachers use traditional methods); 

• threatening teachers and management that other schools are already using all this 
technology and the school will lose  good teachers, students and reputation. 

So there are different approaches to achieve the goal – from the balanced and sup-
porting approaches to the aggressive fear tactics. Different schools are used to differ-
ent management styles to get the results. When calm and positive ET is recruited to a 
somewhat edgy environment then in the starting years the goal should only be to 
make oneself visible using the same means. Likewise, it is not advisable to make 
rapid or eclectic changes in a peaceful, slow-moving environment. The first year tasks 
should be also to build relations and work with those who are open to it. From the 
second year on when people already know the ET it is advised to push people to 
achieve more and widen the circle involved. The most important advice was never to 
try to reach more than 3 big goals in one year as that would be the optimum.  
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4 Conclusion 

The most important step to start with is to clarify different positions and job descrip-
tions. When school leaders expect to employ “whatever” to solve all the ICT chal-
lenges nothing will change. Different jobs need different people and personalities. 
Facilities that involve ET's (the Educational Technologist Society, universities, com-
panies and other trainer/employers of ET's) should strive to promote the exact nature 
of the profession - most of all among school management but also future ET's.    

Educational technologists are a key factor in how the technology is implemented at 
a school. When she/he has the support and power from management then the work 
succeeds, otherwise it is almost impossible. The ET tasks are to know what is going 
on (at school but also in the area of using ICT in an educational setting), find the ways 
to motivate people to use ICT and inform the management about the results. To do 
that, he/she must be as important as management themselves or have the unlimited 
support. Tools to achieve that vary from praise to scare. For a starting ET the most 
important goal is to make one visible, the second is to gather people that are interested 
at using ICT in classes. To change the school culture the ET must be patient - to 
change old habits and spread new values is a marathon rather than a sprint.  

In the longer run, the other supporting systems also must change rapidly. Use of 
technology in the classes is written to the national curriculum, but there are no sanc-
tions when it is not used at the learning environment. The Ministry of Education 
should raise the level of expectations to use ICT and present evidence of that during 
the teacher training process at universities as well as professional development, but 
also when teachers apply to raise their qualification to senior or mentor teacher.  
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Abstract. During the Europe-wide iTEC project, student reflection has been 
supported through the development of two dedicated digital tools: TeamUp and 
ReFlex. Using these tools, students are able to monitor their progress, thus 
gaining a greater awareness of their learning achievements and an appreciation 
of the new skills they have developed. Although TeamUp and ReFlex have 
been well-received by teachers and students, the use of audio-visual tools to 
support reflection was novel for most and the project evaluation highlighted the 
need for detailed guidance if these technologies are to be exploited to their full 
advantage.  

Keywords: Reflection, audio-visual tools, scaffolding, digital tools. 

1 Introduction  

iTEC1 is a four year European Commission-funded project which aims to transform 
the way that existing and emerging technologies are used in teaching and learning 
throughout European schools. Within iTEC, teachers are encouraged to adopt 
reflection as a key learning activity, to support independent learning and critical 
thinking and increase students’ confidence, self-awareness and motivation. Although a 
wide variety of methods and tools can be used to support reflection, from diaries and 
logbooks to wikis, blogs, and video diaries, in iTEC, the emphasis has been on using 
audio-visual tools. In particular, student reflection has been supported through the 
development of two dedicated digital tools: TeamUp and ReFlex, as well as the use of 
existing audio-visual reflection tools such as VoiceThread2, a cloud application which 
allows the upload and sharing of over fifty types of media and commentary using 
microphone, webcam, text, phone or audio-file upload.  

                                                           
1 http://itec.eun.org  
2 http://voicethread.com/  
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2 Supporting Reflection 

Reflection can be defined as a process that allows the learner to “integrate the 
understanding gained into one’s experience in order to enable better choices or actions 
in the future as well as enhance one’s overall effectiveness” [1]. The benefits of 
reflection as a vital component of the learning process are well rehearsed; as Hinett 
comments, “The benefits of reflection and associated techniques such as self- and 
peer-assessment speak for themselves. Students develop interpersonal skills, improve 
confidence and sustain motivation for their studies by monitoring and taking 
responsibility for their own development” [2]. Fuher argues that students are often 
better able to recognise their thoughts simply by documenting them [3], while more 
challenging forms of reflection push students to think in new ways and develop 
alternative explanations for experiences and observations, as demonstrated by Eyler 
and Giles [4]. The act of reflection therefore promotes independent learning and 
critical thinking as we “make sense of what we've learned, why we learned it, and how 
that particular increment of learning took place” [5]. Through reflection, students also 
learn to organise and express their thoughts, increasing confidence and self-awareness. 
As they become more aware of their progress, motivation can increase. 

As Rogers points out, however, reflection remains a challenging concept for 
educators to apply in practice in spite of the potential for positive outcomes [1]. For 
example, research involving higher and continuing education students found that 
many do not initially understand how reflection may help them and feel that reflection 
is over-emphasised, failing to see its relevance to their learning [6, 7]. Moreover, there 
is limited evidence of adoption of reflection in primary and secondary school contexts 
[8]. This is particularly true in relation to ‘live reflection’ [9], or as Schön termed it, 
‘reflection-in-action’ [10], that is, reflection conducted during the learning processes 
rather than after the events. Yet evidence suggests that supporting student 
metacognition and self-regulated learning can lead to 7-9 months additional progress 
[11]. Therefore, there is a need to identify how to support teachers engaging with 
student reflection as part of their pedagogical repertoire. 

From Dewey [12] onwards, various models have been developed to describe and 
support, or scaffold, the reflection process and many follow a similar format, with an 
initial descriptive stage, followed by a more critical evaluation, which is then used as 
the basis for determining future actions. For example, the Driscoll Cycle (or ‘What? 
So What? Now What?’ framework), which can be mapped onto Kolb’s Experiential 
Learning Cycle, starts with a description of the event, followed by an analysis of the 
event, which is then used to determine future actions [13]. Prompt questions are a 
common means of helping students to reflect and to make sense of their learning. An 
example is articulated learning (AL), as described by Ash and Clayton, which is 
structured in accordance with four guiding questions: 

1. What did I learn? 
2. How, specifically, did I learn it? 
3. Why does this learning matter, or why is it significant? 
4. In what ways will I use this learning? 
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They found, however, that students need more than just the four questions 
structuring the AL to achieve deep, critical learning [14]. Alongside these process 
frameworks, models have also been developed to classify students’ reflective 
activities. For instance, Kember et al devised a series of coding categories for 
reflective thinking, which range from ‘habitual action’ to ‘premise reflection’, the 
latter suggesting a, “significant change of perspective” [15]. 

2.1 Reflection and Technology 

Lin et al identify four ways in which theoretical frameworks suggest that technology 
can provide powerful scaffolding for reflection, namely, process displays (displaying 
problem-solving and thinking processes); process prompts (prompting students’ 
attention to specific aspects of processes while learning is in action); process models 
(modelling of experts' thinking processes so that students can compare and contrast 
with their own process in action); and forums for reflective social discourse (creating 
community-based discourse to provide multiple perspectives and feedback that can be 
used for reflection). They argue that technology can often ensure that scaffolds to 
enhance reflection to occur in ways that are difficult to achieve in more traditional 
learning environments, for example, through guided prompts at critical points.  They 
also describe the “leverage provided by technology to display learning processes in 
multiple formats, such as graphics, text, animation or audio” [16]. 

In a practical context, it has been demonstrated that technology can be used 
effectively to support reflection [17]. Audio-visual formats (eg video, multimedia web 
applications) are increasingly being used as an effective medium for reflection, 
particularly for pre-service and practicing teachers [18, 19, 20]. More recently, 
Voicethread has been used to student reflection in a higher education context [21, 22]. 
However, the use of audio-visual formats to support reflection is not always effective 
[17]. For instance, in a case study comparing written and multimedia reflection 
methods, Holland and Purnell found no evidence that using technology enhanced 
students’ level of reflection and it may actually have hindered the reflective process as 
narratives were read from a prepared script. Furthermore, staff judged that all the 
multimedia reflections contained less reflection than written work [23]. In school 
contexts in particular, whilst potential for the use of blogs and e-portfolios to support 
reflection in school contexts has been noted [9, 24], there is little evidence of 
innovative uses of technology to support formative assessment and reflection in 
primary and secondary schools [25]. 

3 iTEC: Innovative Technologies for Engaging Classrooms  

The iTEC school pilots are being delivered over four years (2010-14) in five 
overlapping 18-month cycles involving both primary and secondary schools. The 
number of European countries involved varies between cycles, as does the number of 
teachers (each of whom runs pilots with 1 to 3 cohorts, or classes, of learners).  
During the four cycles which have been completed to date, 278 cohorts from 17 
countries participated in Cycle 1; 421 cohorts from 15 countries in Cycle 2; 407 
cohorts from 18 countries in Cycle 3 and 874 cohorts from 19 countries in Cycle 4.  A 
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team from the Education and Social Research Institute (ESRI) at Manchester 
Metropolitan University (MMU) in the UK is responsible for the evaluation of iTEC.  
Each country has a national co-ordinator who oversees the project and supports 
teachers. At the end of each cycle, teachers who have participated complete an online 
questionnaire about their experiences, focusing on their use of the iTEC technologies, 
including reflective tools, as well as more general benefits, enabling factors, 
challenges encountered and potential for innovation. National co-ordinators conduct 
one or more case studies in their country each cycle, involving lesson observation and 
interviews with teachers, headteachers, ICT co-ordinators and students.  These are 
returned to the evaluation team as case study reports (cycles 1-3 only, two per cycle) 
or transcripts (all cycles, one per cycle). In cycle 4, national co-ordinators also 
conducted a focus group with a sample of teachers from their country. In addition, 
members of the evaluation team have gathered data through the observation of project 
activities such as training sessions and webinars.  The focus of the evaluation has 
altered slightly during each cycle to adapt to the needs of the project, so the precise 
questions asked within the survey and interviews have changed, meaning direct 
comparison between cycles is not possible for all measures. 

Qualitative data are analysed using Nvivo. Transcriptions and notes are initially 
coded thematically using a conceptual framework from the SITES2 study [26], but an 
iterative approach is adopted with the initial framework being modified to incorporate 
new codes to reflect emerging themes.  The survey comprises both open-ended and 
closed questions; the open-ended questions are translated into English using Google 
Translate and then analysed using Excel, while the closed questions are analysed using 
SPSS. 

3.1  Audio-visual Reflection Tools in iTEC  

The two prototype audio-visual reflection tools created as part of iTEC, TeamUp3 and 
ReFlex4, are open source tools, which will continue to be available beyond the project 
and are free to use and adapt. TeamUp (Fig. 1) has been used throughout the project5. 
This prototype tool allows teachers to create teams of students based on shared 
interests and/or other criteria such as gender. It also offers the facility for groups of 
students to record 60-second audio ‘newsflashes’ in the style of news bulletins which 
are stored with an image of themselves or work they are engaged in at the time of 
recording. When recording the ‘newsflash’ students are prompted on screen to 
respond to three points (highlighted at 20 second intervals): what they have done, 
what they will do next, and any problems encountered. This enables the group to 
reflect on their progress in group projects or learning activities, as well as 
achievements and future needs of work in progress. The audio-visual reflection 
recordings of a group are available to other students and their teacher. Anyone with 
                                                           
3 https://sites.google.com/site/itectectester/ 
 services/teamup 
4 https://sites.google.com/site/itectectester/services/ 
 reflex 
5 Although in Cycle 1 data was not collected on the use of TeamUp as a reflection tools 

specifically. 
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access to the classroom space may listen to the recording of any group and create 
recordings for any group. For example, the teacher can use the reflections to monitor 
progress and inform assessment. Although focus lies on creating reflections of work in 
progress throughout project, teachers are advised to ask students to record a final 
reflection at the end of the project summarising activities, explaining how problems 
were overcome, and outlining next steps. ReFlex (Fig 2) is a more recently developed 
prototype; it enables students to build up a series of 60-second audio-clip reflections 
about their learning which are subsequently displayed on a timeline. Students can use 
ReFlex as a learning diary which also helps the teacher to monitor students’ activities; 
it is intended to be used to facilitate one-to-one guidance sessions between the teacher 
and the student. A student’s recordings are only available to themselves and their 
teacher. ReFlex also has a 'time capsule' feature, where the student can record a ‘note’ 
and send it to the future as a milestone or learning goal.  
 

 

Fig. 1. Extract from TeamUp manual Fig. 2. Screenshot of ReFlex ‘reflection 
space’ 

The reflection tools used within the iTEC project can therefore be said to focus on 
the ‘process display’ [16] feature of scaffolding as students used the tools to make 
their problem-solving and thinking processes more visible and later review these as a 
means of reflecting on progress. In addition, it could be argued that TeamUp includes 
a simple implementation of ‘process prompts’ [16]. 

Teachers participating in the project have been implementing packages of learning 
activities6 in their classrooms, in many cases within a ‘learning story’, or narrative 
exemplifying how a package of learning activities may support learning and teaching 
in the classroom. This has usually been in the form of a ‘project’ taking place over 
several lessons. In each cycle to date, teachers have been presented with the packages 
of learning activities and two to three learning stories, all designed to inspire teachers 
to do things differently and make more use of technology in their pedagogical 
practices. For example, during the last project cycle the learning activities have 
suggested a design-based learning process, in which students are asked to develop 
ideas and to question a design-brief, explore the context of their ideas through 
methods, such as mapping and stakeholder interviews, and to iteratively develop an 

                                                           
6 http://itec.aalto.fi/learning-stories-and-activities/ 
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artefact. These resources are not intended to be prescriptive and as a result each 
individual implementation can be unique as teachers adapt them to meet their needs 
and to fit with the technology infrastructures in their schools. Each package of 
learning activities has included one dedicated to reflection, focussing on project 
progress, perceived challenges and future plans. Teachers were asked to decide how 
many times their students would record reflections, with a recommendation that it 
should take place at the end of each day of project activity. 

To date, Reflex has only been used by a small number of teachers (27 of those 
participating in Cycle 4). TeamUp has been more widely trialled however. During the 
second cycle of the project, TeamUp was used to record reflections with 30% of 
cohorts whilst an alternative tool was used in 33% of cohorts (n=262). The 
corresponding figures for Cycle 3 were 28% and 21% (n=334). In C4, 30% of 
cohorts7 used TeamUp to record student reflections (n=424). During Cycles 2 and 3, 
teachers listened to the recordings made by 85% of cohorts using TeamUp and around 
three-quarters (74% and 77%) asked their students to listen to the recordings. In Cycle 
28, the majority of students were asked to record reflections 1-5 times.  

3.2 The Benefits of Reflection Using Audio-Visual Tools 

The evaluation has found that reflection using iTEC digital tools has enabled both 
students and teachers to monitor the progress of their work by giving them a greater 
awareness of the progress they were making: 

 
Students and the teacher reviewed their recordings next time. It was easy to 
follow projects’ progression. (Finland, teacher, C3) 

 
Students in a class in Israel discussed how, initially, they viewed the time they 

spent reflecting as time wasted; some felt frustrated because they felt this meant less 
time for what they considered to be learning.  However, after using TeamUp for 
several weeks, their opinions changed and they began to see its value as a project 
management tool.  They came to realise TeamUp was, “not only as a technical tool 
but also as a way of learning” (Israel, student, C4) as it enabled them to appreciate the 
learning process and to consider each stage, rather than only focusing on the final 
outputs:   

 
TeamUp really helped us in planning - think about what we did and what they are 
going to do at the next meeting. It made me think about the process and not just on 
the object [learning output].” (Israel, student, C4). 

 
Using the iTEC tools, students were also able to reflect more generally on their 

learning development and to identify new skills they had acquired. Teachers 

                                                           
7 Data on number of cohorts was not provided in all cases in Cycle 4; this figure is calculated 

on the assumption that those teachers for whom no data is available ran the activities with one 
cohort. 

8 This question was not asked in other cycles. 
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commented that recording reflections helped to develop students’ skills in self-
evaluation; as they became “more aware of the learning process” (Spain, teacher, C4) 
and they were able to see how they were developing as individuals: 

 
It forces students to think about their work, become aware of the work we have been 
able to do, and skills they have developed. (Spain, teacher, C3) 

This realisation could be motivational for students as it made them aware of the 
progress they had made and encouraged them to undertake further work: 

 
It also stimulates you to work, because you know that if you do so you will have a lot 
to record and you can listen to the progress you have made. (Israel, student, C4) 

 
As well as reflecting on their progress and development as individuals, students 

engaged in peer-to-peer learning as they shared their individual reflections with each 
other. Students believed that the iTEC tools supported them in reflecting on their 
work as a group, not just as individuals and also helped them to “connect to the 
group” (Israel, student, C4). Students felt that documenting their reflection in some 
way was crucial and using technology to support reflection had notable advantages 
over traditional methods such as written journals. Although students commented that 
the process was more important than the tool itself, they believed that the act of 
recording (and listening back to) their reflection made them think more critically 
about their comments and encouraged them to construct their statements more clearly 
than they might do in a written document : 

 
If you write it on a page, maybe you invest less time on the phrasing. But if you must 
also speak and hear yourself talk, then you must express it correctly.[…]You hear 
just what you say, and what intonation, so it requires you to speak more to the point, 
concisely and clearly. (Israel, students, C4) 

 
Using digital tools to support reflection also had benefits for teachers. It enabled 

them to monitor individual and group progress more effectively and learn from 
students’ reflections, using these to better appreciate where students were struggling 
and to identify where they needed to make changes to their pedagogical approach or 
provide additional support. 

 
What I really liked was the various types of feedback. What we did today, and what 
the kids summarized, namely what they liked and what they disliked, why it was 
different […] I learnt things about the kids that I would not have known otherwise 
(Hungary, teacher, C4). 

3.3 Challenges of Using Audio-Visual Tools for Reflection 

There were a number of challenges experienced in using audio-visual tools for 
reflection however. This was not unexpected as the use of digital tools to support 
reflection was clearly new for both students and teachers: 
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Some tasks, such as reflection or showing the work produced by students, were 
carried out using ICT. Normally I do not use ICT for the accomplishment of these 
tasks. (Portugal, teacher, C4) 
 

As TeamUp and Reflex were new tools which neither teachers nor students had 
used before, it took some time for both groups to become familiar with them. To help 
students learn how to use the tools, a teacher in Israel tutored one student from each 
group, who was then responsible for supporting the other group members in their use 
of TeamUp. 

Both tools were being refined and developed over the course of the project, so 
using prototype technologies meant that technical problems, such as a lack of 
infrastructure, equipment or support, could be a challenge: 

 
…there were some connection problems and some problems with the use of Flash for 
video recording on some computers (Spain, teacher, C3). 

 
Furthermore, although using digital tools to support reflection was appealing to 

some students, others were less comfortable being asked to record their reflections: 
 
Recording was just embarrassing, some couldn't even record their voice (Portugal, 
teacher, C4) 

 
Other challenges identified did not merely relate to audio-visual methods of 

reflection, but to the activity of reflection more generally. Time was a common barrier 
to reflection. As well as the problems of technical bugs and unfamiliarity, as described 
above, this was partly due to the fact that reflection was often seen a supplementary 
activity, rather than an integral part of the learning process.  

Another frequently mentioned problem was students’ lack of evaluation skills; case 
study teachers often felt that students tended to simply describe the process they had 
undertaken rather than reflecting on the successes and challenges experienced and the 
significance for their learning development.  As reflection was something students 
were not used to doing many, and especially younger students, found it difficult to 
express their thoughts. As teachers explained: 

 
It is not always easy to look at our own work from ‘outside’, the children often 

find it difficult to formulate their ideas (Hungary, teacher, C4) 
…they [students] hardly made reflections, they simply told [the story of] what 

they made. Reflection as a method is very popular, but it is not easy for primary 
students to evaluate their own work. (Lithuania, teacher, C4) 

 
Student attitudes could also present a challenge. Some students did not understand 

the value of reflection, regardless of the method used, and were therefore reluctant to 
take part in this learning activity. For example, a teacher referred to the problem of, 
“convincing students of the usefulness of this type of work” (Portugal, teacher, C4). 
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4 Discussion  

As evidence from the evaluation of iTEC demonstrates, audio-visual tools can be used 
to support student reflection and offer a number of potential benefits, including being 
motivational for students; supporting project planning; and facilitating peer-to-peer 
learning and group work in general. While the technical challenges of using audio-
visual reflection tools are not too challenging to overcome with adequate support, and 
are likely to diminish over time, pedagogical and organisational issues are likely to 
present more persistent barriers. Perhaps the greatest challenge is that reflection, in 
any format, is not yet considered an integral aspect of the learning and teaching 
process in many European schools, hence the perceived lack of time for reflection; 
poor understanding of its relevance; and paucity of student skills reported in the iTEC 
evaluation.  As Stephens and Winterbottom suggest, routine, structured reflection 
methods are less commonly used in schools compared to higher education [8].  

Critically, as Boud and Walker point out, “reflection is not solely a cognitive 
process: emotions are central to all learning” [27]. The iTEC evaluation found student 
attitudes to be critical; if students did not appreciate the value of reflection, or were 
uncomfortable using audio-visual approaches, this proved to be a significant barrier. 
Teacher attitudes are equally important. Lin et al describe how, regardless of the 
medium used for reflection, the role of the teacher is crucial: “Providing students with 
tools for reflection does not guarantee that they will use them appropriately, if at all. 
Teachers are crucial in creating classroom norms and structures that increase the value 
that students place on reflection” [16]. 

Even if both teachers and students appreciate the value of reflection however, as 
Welch points out, it is not enough to tell students to “go and reflect”; rather, some 
form of scaffolding is necessary to help students to structure the way in which they 
reflect on their learning and to make sense of their experiences [28]. The guidance 
provided to support the use of TeamUp initially focused on three questions: ‘What we 
did?’ ‘What we’re going to do?’ and ‘Any problems?’, echoing the tripartite reflection 
structure of the Driscoll Cycle [13] and similar models. From Cycle 3 onwards, this 
guidance was expanded to include two additional prompt questions: ‘Did you 
overcome the challenges? (How?)’; and ‘What challenges can you foresee?’9. 
However, the evaluation findings suggest that students, and their teachers, required 
still more detailed guidance and support to make effective use of the TeamUp tool. 
This need for a more detailed structure is unsurprising given similar findings reported 
elsewhere [14]. Although iTEC students were generally able to master the first 
component of reflection: describing an experience, they found analysing this and 
reflecting on it to determine future actions to be more challenging. Students clearly 
needed more support in these specific aspects of reflection. 

As Holland and Purnell reported, although digital tools may have potential to 
enhance reflection activities, there is a danger that, in practice, they may in fact detract 
from critical reflection, especially if audio-visual tools are seen merely as an extension 
of written formats whereby students prepare and record a script [23]. Analysis of the 

                                                           
9 http://itec.eun.org/c/document_library/get_file?uuid=665ee1c5-

aae2-475b-a94c-724cb44931e7&groupId=10136 
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evaluation data from iTEC offers a number of suggestions as to the ways in which 
teachers and students may make more effective use of digital tools to support 
reflection, capitalising on the inherent strengths of this format, rather than simply 
regarding it as a direct replacement for a written reflective journal. Some possible 
methods of enhancing the use of audio-visual reflection tools are described below. 
These are organised according to the four ways in which technology can provide 
powerful scaffolding for reflection identified by Lin et al [16]. Although it has not 
been possible to explore all of these within the timeframe of the project, they suggest 
ways in which iTEC resources, and similar audio-visual tools, could be further 
exploited in the future. 

4.1 Process Display 

Developing ‘Newsflashes’. One of the potential strengths of the TeamUp tool is the 
use of the idea of a ‘newsflash’ which will be familiar to students from television 
news bulletins. This concept might be further developed, for example, by students 
devising a headline which sums up their experiences in a few words, along with the 
use of images illustrating their ‘reflection story’. 

4.2 Process Prompts 

Interview Structure. Lin et al discuss the use of process prompts embedded in digital 
tools to scaffold reflection [16], but another approach may simply be for one student 
to interview another, thereby providing the prompts for their reflection, and then 
reversing roles. Students can be assisted in devising their own prompts, or these can 
be provided by the teacher. The interview can be recorded and revisited by the 
student. 

 
Thinking Hats. A widget based on de Bono’s Thinking Hats10 has been used to 
support reflection by a number of iTEC teachers. Feedback indicates that students 
found this approach helpful as a means of looking at their project from different 
perspectives in order to analyse their learning experiences. This suggests that 
integrating this widget with the audio-visual reflection tools used may help in 
scaffolding. 

4.3 Process Models 

Peer Tutors. Peer tutors can help to overcome basic technical challenges and a lack of 
relevant ICT skills. These students can be trained by the teacher in the use of the 
digital reflection tools and then recognised as ‘experts’ who are able to support other 
members of their group in using the technologies. 

                                                           
10 http://exchange.smarttech.com/ 
  details.html?id=c22fce6f-b61f-4bf2-a3ad-cd714228ee82 
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4.4 Reflective Social Discourse 

Paired Reflection: Paired reflection may help to reduce the embarrassment students 
may experience when recording themselves and making reflections orally. Two 
students discussing their progress and reflecting in this way can be a more natural, and 
less pressured, setting than a single student speaking aloud to a camera.  

 
Imaginative and Creative Approaches. Audio-visual tools might also be used to 
support more creative and imaginative approaches to reflection, such as the use of 
metaphors, poems or sketches to both describe and analyse learning. 

5 Conclusion 

The use of digital tools to support reflection was novel for most iTEC teachers and 
students and, although such tools were well-received, the evaluation highlighted the 
fact that detailed guidance needs to be provided if these technologies are to be 
exploited to their full advantage.  
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Abstract. Recently, many people often say how practical is the digital media. 
Moreover, there are many researches on this topic that compare the use of paper 
and the digital media, but unfortunately, only the moment in which the user is 
actually using one of these two media is taken into account. We researched a 
group of Japanese and German subjects about their ability to remember some 
words on the next day, three days later and a week after they first tried to 
memorize them. The results demonstrated that users who want to learn in a 
short term should use digital media, only if they have a lot of experience using 
digital media in general. But if the user wants to learn something in a long term, 
might prefer to use Paper. 

Keywords: paper digital learning memorizing language. 

1 Paper vs. Digital 

Digital media, especially electronic books, has been brought to public attention 
recently. This is not only in Japan but also in the world. The electronic media has 
more to offer other than photo and music. People are now considering to study using 
tablet-type devices. We have known paper for a long time, but many people are not 
thinking about the importance of paper. The learning curve of paper and digital needs 
to be examined in detail era. The hidden charm of paper can cause favorable effects 
for learning, so the reason why this is so effective deserves careful attention. 

We based our research on testing with the method of flash cards for learning and 
memorizing. Many Japanese and German students use paper for learning, but digital 
flash cards Applications are also rising as well as the use of the Smartphone is 
spreading. Several comparative studies have been made on learning curve of paper and 
digital media, but apparently there has been no study that tried to see the results in the 
long run. In this article, we would like to see comparatively the learning curve after one 
day, three days and one week that can be offered with paper or with digital media. 

Many people feel that they can memorize better using paper than using digital 
media. The learning curve with paper seems to be better than with digital in the long 
run and there are not only differences from paper and digital media but also among 
languages. The factor can be their mother tongue (naturally learned) and a foreign 
language (knowledge acquired through taking lessons). 
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2 Experimental Methods 

Japanese subjects have been tested from 15th July 2011 to 29th July 2011. German 
subjects have been tested from 5th July 2013 to 26th July 2013. The term for testing 
each subject was eight days. 

2.1 Japanese Subjects 

20 students were tested. They all belonged to Keio University in Japan. The number 
of women and men were equal. The average age of subjects were 20.1 years old. The 
youngest person was 18 years old and the oldest person was 24 years old. None of the 
subject had eyesight problems. The average length of experience time using 
Smartphone was 22.8 months. Three people had never used Smartphone. The largest 
experience time using Smartphone was 84 months. The average experience using PC 
was 8.22 years. The shortest was 3 years and the largest was 15 years. In Japan, the 
English study program begins generally over the age of 12. The average time for 
learning English was 7.1 years. Two people of the tested users studied English 
abroad. 

2.2 German Subjects 

The number of students was the same as in the test in Japan, but they belonged to 
Martin-Luther University Halle-Wittenberg in Germany. The number of women and 
men was equal too. A range of age was 19 to 31 years old. The average of age was 
22.25 years old. As the Japanese users, the German users did not have eyesight 
problems either. The average time of experience using Smartphone was 11.95 
months. Seven people had never used Smartphone. The largest experience was 48 
months. The average experience time using PC was 8.992 years. The shortest was 8 
months and the largest was 15 years. In Germany, the English study program begins 
generally over the age of 10. The average time for learning English is 13.25 years. 

2.3 Methodology for Testing 

It was investigated the influence of digital as well as paper media by testing how the 
students remembered the words on the following day, three days later and a week 
later. This means that the test was conducted several times, in order to verify how 
well the knowledge was learned after having used the paper or the digital media. 

One part of the experiment was made on paper, and the other was made in an 
Apple iPod touch, but the designs had the same character size. Subjects who took the 
experiment used both media. 
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Fig. 4. Results with Japanese subjects 

3.2 Results of German Subjects 

The results of German words with German subjects are similar to the results of 
Japanese words with Japanese subjects. But the results of English words with German 
subjects are somehow different from the same test but with Japanese subjects. 

Graph 3: Results of German word (left) / Graph 4: Results of English word (right) 

 

Fig. 5. Results with German subjects 
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First type is “Keep”. Subjects in this pattern collected always same point on the 
following day, three days later and a week later. Ex) (1 point, 1 point, 1 point) or (2 
points, 2 points, 2 points). Usually, memory decrease gradually, that is why this 
pattern is called positive pattern. When subjects couldn’t any points, it showed a 
negative pattern, so we separated this from “Keep” type. 

Second type is “Reborn”. Subjects in this pattern collected once bad results on 
three days after memorizing the words, but results on a week later is the same as in 
the first test. Ex) (2 points, 1 point, 2 points), (1 point, 0 point, 1 point). This pattern is 
also considered a positive pattern. 

Third type is “Little Increase”. Result is rising on three days later or on a week 
later. Ex) (1 point, 1 point, 2 points), (1 point, 2 points, 2 points). Those three patterns 
are positive pattern. 

 
Fig. 6. Five patterns for analyzing individual results 
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Forth type is “Decrease”. This pattern occurs when the result fall rapidly. Subject 
that follow this pattern collected 2 points on the following day, but 1 point on three 
days later and no point on a week later. It’s a negative pattern. 

Fifth type is “Little Decrease”. Result shows a decrease three days later or on a 
week later. Ex) (2 point, 1 point, 1 points), (1 point, 2 points, 1 points). Those two 
patterns are negative patterns. 

Individual results of Japanese subjects. We used patterns that are written in section 
“Patterns for individual results”. 

In the case of Japanese words with Japanese subject, type “Little Decrease” is 
majority by both media. But in the case of paper, many subjects were included in 
positive patterns. 13 of 20 subjects were in the “Keep”, “Reborn” or “Little Increase” 
group. In the case of digital, only 4 subjects followed a positive pattern. No one is 
“Decrease” by using paper, but there were 4 subjects in “Decrease” by using digital. 

In the case of English words with Japanese subject, “Little Decrease” were 
majority. This graph shows that there is not a large difference between paper and 
digital. 2 subjects couldn’t any points by using digital media. This shows us that the 
use of digital could be poorer than paper. 

 

Fig. 7. Individual Results 
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In the case of German words with German subjects, taking into account positive 
patterns, paper and digital seem to be similar. But only in digital, subjects were 
included “Decrease” pattern. Same numbers of subjects were included in “Keep”, 
“Reborn”, “Little Increase” and “Decrease” by digital. 

The results of English words seem not to be a lot of changes from the results of 
German words. But by using paper, the number subjects who were included in the 
pattern “Decrease” raised, and by digital, the users who follow the pattern “Keep” 
increased. 

4 Discussion 

4.1 Learning Curve in the Long Run 

In the case of Japanese words with Japanese subjects and German words with German 
subjects, results on a week later by paper were better than by digital. (Paper: Digital) 
= (32, 18), (19, 15). In the case of English words with Japanese subjects or German 
subjects, results on a week later were same. (Paper: Digital) = (13, 13), (11, 10). 

Japanese words for Japanese subjects and German words for German subjects were 
their mother tongue. English was a foreign language for both subjects. When we use 
foreign language, this is translated into our mother tongue by the brain. There are 
some differences on how the brain does it. So, it is demonstrated that using paper was 
better than using digital media for learning in the long run, when the users want to 
memorize words in their mother tongue. In the case of a foreign language, there were 
some subjects who could not learn any words or whose memory of new words 
decreased rapidly. 

4.2 Learning Curve After a Short Time 

After a short time, some subjects could memorize using digital media better than 
using paper. But this is believed that happened if the users had many years of 
experience using digital media. In the future, the users will have more years of 
experience using digital media, so it is likely that more users can memorize more 
using digital media than using paper in a short time. 

If you have to memorize words for test on tomorrow, you should consider how 
large is your experience using digital media. If you have large experience using 
digital media, you had better to use digital flash cards. When you do not, you had 
better to use paper flash cards. But in the long run, you can learn more steady using 
paper than using digital media. 

4.3 The Reason Why Japanese People Think That English Is Their Weak 
Point 

It is often said that Japanese people are not good at English because of three reasons. 
First, the construction of English language and the characters are very different from 
Japanese. On the other hand, is also said that the English education in Japan is not 
good because they only teach grammar. 



Which Is More Effective for Learning German and Japanese Language, Paper or Digital? 317 

It is quite likely to believe that is not good for learning that people is under the 
impression “I am not good at English”. 

The results of Japanese words with Japanese subjects were better than the results of 
English words test. The reason why this happens is because not only Japanese is their 
mother tongue, but also because Japanese words are ideograms. Japanese ideograms 
have many meaning. For example, the ideogram 清 (sei) is constructed by two parts: 
left part is “water” and right part is “blue”. The meaning of the ideogram is “clean” or 
“pure”. People can grasp the meaning just by seeing the parts of the ideogram. But 
English for Japanese people is a foreign language and the letters itself do not have a 
meaning. Those aspects make the difference. 

In the case of German subjects, the results of English words were similar to the 
results of English words in the case of Japanese subjects. But the results of German 
words are not as well as the results of Japanese words, this is believed to happen 
because German letters itself do not contain a meaning. 

It has been recognized that when a person has negative awareness, the learning 
curve can be lower than with a positive awareness. 

5 Conclusion 

We conducted research with Japanese and German subjects. They memorized 10 
words in their mother tongue and 10 words in English. On the next day, three days 
later and a week after memorizing words, the subjects took a test. It was demonstrated 
that users who want to learn in a short term should use digital media, but only if they 
have a lot of experience using digital media in general. In the case that the user wants 
to learn something in a long term, might prefer to use Paper. That was a common 
point between Japanese subjects and German subjects, not only the average results but 
also the individual results show that evidence. Positive patterns became visible when 
the participants used paper flash cards, and negative patterns often appeared when 
using the digital media, especially when subjects wanted to learn more vocabulary 
their mother tongue. 

There are differences not only on the selected medium, but also in the language. 
The results of Japanese words with Japanese subjects were better than the results of 
German words with German subjects. Japanese words and German words were in 
their own mother tongue, however we could observe why the results of Japanese 
vocabulary have so many points compared to the German results: first, Japanese is the 
mother tongue for Japanese people. Second, in English as in German, each letter itself 
has no meaning; but in Japanese (in the case of this experiments) each letter itself has 
a certain meaning. 

In the future, we want to make new set of flash cards so that people can memorize 
more words and enjoy studying. For the new set of flash cards and enhancing the 
accuracy of the experiments, we had better to make more iterations and test in various 
situations. 
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Abstract. The purpose of this study was to examine how we can exploit new 
technologies to scaffold and monitor the development of teachers’ complex 
thinking while engaging in philosophical inquiry. We set up an online learning 
environment using wiki and forum technologies and we organized the activity 
in four major steps to scaffold complex thinking for the teacher participants. In 
this article, we present the evolution of complex thinking of one group of 
teachers by studying their interactions in depth. 

Keywords: complex thinking, critical thinking, creative thinking, caring 
thinking, philosophy for children, philosophical inquiry, technology integration, 
wiki, forum, WikiSplit.  

1 Introduction 

This study is an attempt to advance the current instructional design approaches in 
online and blended learning settings. Our approach was inspired by the principles of 
the “Philosophy for Children” (P4C) program [10] and exploited web 2.0 
technologies to scaffold and monitor the development of teachers’ complex thinking 
while engaging in philosophical inquiry.  

Briefly, P4C aims to allow children to acquire complex thinking skills through play 
and the development of a community.  Since its development [10], this program has 
been used successfully in many schools worldwide and a few scholars have discussed 
its success in promoting students’ complex thinking [11]. To date, P4C has not been 
used with adult learners, such as pre-service or in-service teachers. Moreover, the role 
of technology in P4C has not been explored.  

In this study we aimed to help in-service teachers develop complex thinking while 
they engage in philosophical inquiry using web 2.0 technologies. We first sought to 
understand how collaboration and critical thinking unfolds within a small group of 
teachers in our technologically mediated environment. We then examined their 
interactions, in more depth, in order to understand how their arguments evolved as 
they discussed a philosophical dilemma and wrote a, so called, thinking-story (e.g., an 
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essay) to be used as a springboard for debate in a classroom environment. Finally, we 
discuss how WikiSplit [7] – a combined wiki-forum tool -- assisted the development 
of complex thinking. 

2 Theoretical Framework 

The main purpose of the P4C program is to promote complex thinking by developing 
critical thinking, creative thinking and caring thinking. The philosophical dialogue 
helps children improve reasoning ability and acquire metacognitive skills, as is the 
awareness of how they think [8]. According to Lipman [1], critical thinking in the 
context of this program, is promoted by and as a result of interactions that occur in a 
community of inquiry. He argues that critical thinking is a complex process involving 
the development of personal and social experience [9]. During the development of 
this kind of thinking, an emphasis is put on the process (in contrast to the product) of 
philosophical debate in a community of inquiry. As Haynes points out, philosophical 
inquiry is not a ‘tool-kit’ approach to promoting independent thinking [5]. The 
process is dependent on the quality of interaction and dialogue engendered, rather 
than rigidly following a step-by-step procedure. The dialogue in its strict meaning as 
dia-logos is an active and critical method of communication [1]. Fisher [3] supports 
that dialogue leads to the development of thinking. Creating meanings is a dialogical 
process. Meaning does not have static identity. It is a result of different voices. It is 
important for children to be exposed and actively engage in inquiry where different 
voices, ideas and perspectives are present. 

Children in the program have the opportunity to monitor the way their peers think 
and critically evaluate the various arguments. Therefore, they become more sensitive 
to the opinions of others and they engage in dialogue, rather than parallel monologue. 
Lipman defines this type of thinking as caring thinking [1]. As Haynes [5] points out 
“caring thinking involves caring enough to make the effort to hear what others are 
saying and developing the capacity to see the merits of each point of view[…] caring 
for self and others through learning detachment from the need to be right or certain 
about everything” (p. 46). Creative thinking is also encouraged in the p4C program. 
Philosophical - logical thinking is encouraged through creative activities and 
creativity is cultivated through reasoning ability. 

Fostering the above types of thinking in the P4C program occurs by means of 
praxis [1]. To enable this praxis, Lipman developed seven novels with accompanying 
manuals. The novels serve as springboards for debate [9]. Their central characters 
learn to resolve their problems through their powers of reasoning. The story is 
presented and the children take time to think of their own questions. Then, these 
questions are discussed briefly before one is selected for more extensive discussion. 
The presentation of different positions gives the opportunity for all participants to 
share their thoughts and collectively judge which of these sites are dominant and 
which are not, by developing arguments. The argumentation ability is an important 
objective of the P4C program. Children are encouraged to support their positions 
reasonably and recognize whether their opinions are valid and reliable. Also they are 
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asked to correct possible flaws, seeking more evidence to substantiate their opinions, 
especially when they contradict. Alternative stimulus materials have evolved since 
Lipman’s original materials. In the UK, Fisher [2] has produced a series of books. In 
general, P4C involves students and their teacher sharing a short story that stimulates 
thinking. In our study we use the term thinking-story to refer to this type of story. To 
date, P4C has not been used with adult learners, such as pre-service or in-service 
teachers, even though there is a great need for teachers to understand the importance 
of complex thinking and how it can evolve through collaboration within a community 
of inquiry. In this study, we examine the discourse of a group of teachers in order to 
understand how arguments evolve while engaging in a debate and collaborative 
writing of a thinking-story. 

3 Method 

Participants. The community of inquiry under investigation was composed of seven 
students (mean age 25 years old) attending a graduate course on Learning Theory at a 
private university in Southeastern Europe.  In addition to the domain-expert 
instructor, the course was tutored by an instructor of philosophy and a learning 
technologist. Students within the community of inquiry were randomly separated in 
two smaller groups (3 vs. 4 students) to engage in an online debate on a philosophical 
dilemma. Each group was randomly assigned to support one of the two aspects 
presented in the dilemma: “The phenomenon of euthanasia to people in cases of 
severe illness is completely unacceptable” vs. “The phenomenon of euthanasia is 
acceptable to the people in case of severe illness” [12]. The goal of each group was to 
produce a thinking-story, which could be used as a springboard for a debate on the 
topic of euthanasia in the K-12 classroom. 

 

Fig. 1. WikiSplit (forum on the left, wiki on the right) 
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Research Context. The online debate was supported by WikiSplit [7] – a combined 
wiki-forum tool which aimed to facilitate students’ discussion during the debate as 
well as their collaborative writing of the thinking-story. In forum-mode group 
members discussed the dilemma. In wiki-mode the position of the group was recorded 
as a result of their negotiation in forum-mode.  

In WikiSplit, the activity was organized in four major steps to scaffold students’ 
complex thinking. Three steps involved the argumentation process and one step 
involved the collaborative writing of the thinking-story.  

In step 1, each group was asked to discuss initial arguments and list initial ideas for 
the support of their assigned aspect of the dilemma.  

In step 2, the position of the group was reconstructed based on arguments offered 
by the other group.  

In step 3, both groups attended a lecture on critical thinking and were asked to 
improve their arguments and synthesize their final position as a group.  

In step 4, participants were asked to collaborate in writing a thinking-story using 
the key arguments of their group.  

Each of the argumentation steps lasted a week whereas the final step (step 4) of 
collaborative writing of the thinking-story lasted two weeks. The discussion that 
occurred during each step within each group in forum-mode (within-group 
interaction) and the position of each group in wiki-mode was not visible to the 
opponent group until the end of each step. At the end of each step, the positions of the 
two groups were revealed in order to allow for across group interactions. 

Data sources. Data sources included the group’s discourse from the forum mode and 
the group texts from the wiki-mode during the four steps (3 steps of argumentation 
and 1 step of collaborative writing of the thinking-story). We also videotaped a 2-hour 
reflection session of the argumentation process that took place in a class meeting face-
to-face. The reflective session was organized by the instructor of the course in 
collaboration with the mentor / researcher in the field of philosophy. Students had 
access to the discussions from the forum-mode and positions written in the wiki-
forum and used the think-aloud technique to reflect on the within group (and across 
group interactions) while engaging in the argumentation process. Finally, participants 
were asked to provide written feedback about their experience using WikiSplit and 
explain how the technology assisted the development of complex thinking (critical 
thinking, creative thinking and caring thinking).  

4 Data Analysis and Results 

In this section, we present the evolution of complex thinking of one group of teachers 
by studying their interactions, in depth.  We chose to focus on the group that had to 
support the position against the euthanasia phenomenon. This decision was made 
based on the fact that most of the literature that was available to students supports this 
position. Therefore, we were interested to study how the arguments of the group 
would evolve throughout the three steps of the argumentation process.  
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Coding the discourse. The analysis focused on coding occurrences of the evolution 
of the quality of arguments within the group’s discourse. Table 1 presents the first 
coding scheme that was used in the study. While studying group’s discourse, the 
arguments used were assigned a code based on their nature. Ethical arguments that are 
used to support why the phenomenon of euthanasia is unacceptable were coded as 
arguments “1, 1.0.1, 1.0.1.1 and 1.1”. Arguments that relate with medical science 
ethics and the legal and political aspects of the euthanasia phenomenon were coded as 
“2, 2.0.1, 2.1, 2.1.1, 2.2”. Finally, the theological argument supporting the value of 
life as a gift provided by God was coded as argument “3”. As we observe from the 
numbers in Table 1, group members focused on the main categories of each type of 
argument (1, 2, 3) during the argumentation process (step 1-3). We also observe that 
in step 2 there was a lot of discussion regarding the theological argument. This was 
the main argument that was used by the group. Another interesting observation is that 
during the collaborative writing of the thinking-story (step 4), the group focused on 
fewer arguments: the ethical and the theological argument supporting the value of life 
even at the presence of pain. A reason to explain this finding is that the participants, 
being in-service teachers, chose to focus on arguments that would be easier to discuss 
with children when addressing the euthanasia phenomenon.  

Table 1. Number of Messages for Each Type of Argument During the Steps of Philosophical 
Inquiry 

Argument 
Code 

Type of Argument Debate: 
Step1 

(forum-
mode) 

Debate: 
Step2 

(forum-
mode) 

Debate: 
Step3 

(forum-
mode) 

Thinking-
Story 
Step 4 

(forum-
mode) 

1 Ethical argument: the value of 
life  1 8 17 3 

1.0.1 Ethics of pain  2 2 4 
1.0.1.1 Ethics of pain using examples   1  
1.1 Human weakness- disability of 

arguing for the value of life due 
to illness 4 13 5 5 

2 Selfishness vs ethics of medical 
science vs science ethics 2 11 14  

2.0.1 Patient’s life beyond medicine: 
possibility of improving 
patience’s health    2 1 

2.1 Law prohibiting euthanasia to 
doctors 2 5 8  

2.1.1 Selfish financial incentives of 
doctors   5  

2.2 Legal and political dimension 
of euthanasia   3  

3 Theological argument:  the 
value of life 5 15 7 3 
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Table 2. Critical Thinking Skills Coding Scheme [5] 

Critical Thinking Skill Description 
Interpretation 

• categorization 
• decoding significance 
• clarifying meaning 

To comprehend and express the meaning or 
significance of a wide variety of experiences, 
situations, data, events, judgments, conventions, 
beliefs, rules procedures, or criteria. The three 
sub-skills of interpretation are categorization, 
decoding significance, and clarifying meaning. 

Analysis 
• examining ideas 
• detecting arguments 
• analysing arguments 

To identify the intended and actual inferential 
relationships among statements, questions, 
concepts, descriptions, or other forms of 
representation intended to express belief, judgment, 
experiences, reasons, information, or opinions. The 
three sub-skills of analysis are examining ideas, 
detecting arguments, and analyzing arguments. 

Evaluation To assess the credibility of statements or other 
representations which are accounts or descriptions 
of a persons, perception, experience, situation, 
judgment, belief, or opinion; and to assess the 
logical strength of the actual or intended inferential 
relationships among statements, descriptions, 
questions or other forms of representation. 

Inference 
• querying evidence 
• conjecturing alternatives 
• drawing conclusions  

 

To identify and secure elements needed to draw 
reasonable conclusions; to form conjectures and 
hypotheses; to consider relevant information and to 
deduce the consequences flowing from data, 
statements, principles, evidence, judgments, 
beliefs, opinions, concepts, descriptions, questions, 
or other forms of representation. The three sub-
skills of inference are querying evidence, 
conjecturing alternatives, and drawing conclusions. 

Explanation 
• stating results 
• justifying procedures 
• presenting arguments 

To state the results of one's reasoning; to justify 
that reasoning in terms of the evidential, 
conceptual, methodological, criteriological, and 
contextual considerations upon which one's 
results were based; and to present one's reasoning 
in the form of cogent arguments. The sub-skills 
under explanation are stating results, justifying 
procedures, and presenting arguments. 

Self-Regulation 
• self-examination 
• self-correction 

To self-consciously monitor one's cognitive 
activities, the elements used in those activities, 
and the results deduced, particularly by applying 
skills in analysis and evaluation to one's own 
inferential judgments with a view toward 
questioning, confirming, validating, or correcting 
either one's reasoning or one's results. The two 
sub-skills of self-regulations are self-examination 
and self-correction. 
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Table 3 addresses the occurrences of critical thinking skills during the three steps 
of argumentation. Overall, Interpretation and Analysis are the most dominant skills 
applied during the discourse while Explanation and Self-Regulation are the less 
frequent skills. Therefore, there was not a progressive development of more 
sophisticated levels of critical thinking throughout the three steps of argumentation. 
However, the fact that “Interpretation” and “Analysis” are more frequent in step 2 
compared to step 1, implies the development of caring thinking due to across group-
interactions. Group members tried to comprehend, decode the significance, clarify the 
meaning and analyze the arguments of the opponent group. Within the framework of 
P4C, we can assume that the group members cared enough to make the effort to 
interpret and analyze what the opponent group was saying (arguments presented in 
the text appearing in wiki mode). Therefore, caring enough to develop the opponent 
group’s thinking resulted in development of their own critical thinking.  

Table 3. Critical thinking skills in group’s discourse during debate 

Critical Thinking 
Skill 

Debate: Step1 
(forum-mode) 

Debate: Step2 
(forum-mode) 

Debate: Step3 
(forum-mode) 

Total 

Interpretation 2 18 13 33 
Analysis 6 21 21 48 

Evaluation 3 6 7 10 
Inference 2 3 5 16 

Explanation 0 1 5 6 
Self-Regulation 1 2 3 6 

 
The role of the technology was important during the development of caring and 

critical thinking, since hiding the discourse of the opponent group during each step 
and revealing their position at the end of the step forced the group members to 
identify more arguments, and evolve their thinking regarding the phenomenon of 
euthanasia. 

5 Discussion and Conclusions 

A community of philosophical inquiry evolves as it matures. In our study, we noticed 
that through praxis, in-service teachers were empowered to engage in reasoning, 
demonstrating a better understanding not only of their thoughts regarding the 
phenomenon of euthanasia but the thoughts of the other members in their group as 
well as the broader community of inquiry that was created within WikiSplit. 
Reasoning is hardly touched upon in school education. Therefore, most teachers are 
not trained to be aware of patterns of reasoning, and often have difficulty in 
determining whose patterns are valid or fallacious. We suggest that if teachers learn 
how to reason and monitor how their own thinking evolves within a community of 
inquiry, they will be able to guide their students to develop complex thinking when 
P4C is applied in a school setting. We also provided teachers the opportunity to 
engage in the process of writing a thinking-story instead of applying a ready-made 
story or manual. 
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Our research used a variety of methods to explore the development of complex 
thinking (consideration of participation, interaction visualization). The results of the 
data analysis show that there are interesting observations pertaining to the 
collaborative processes that occur and technology can be used to monitor the 
evolution of the thinking process. Web 2.0 technologies can mediate the development 
of complex thinking as defined in the P4C program. We are aware that our results are 
tentative and require replication. Although firm conclusions cannot be drawn solely 
based on a case study, the currently presented work can indicate future research paths 
in terms of how to best integrate tools and structure to promote the development of 
complex thinking within a community of inquiry framework.  
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Abstract. This study introduces a compilation of the eight-year trial at a 
Japanese technical college involving an effective CALL training program for 
EFL learners to meet ESP curriculum goals: to develop global engineers who 
can work in the real-world environment and exchange ideas 
globally. According to the survey based on needs research, e-Learning software 
such as voice recognition software had been introduced and its effective usage 
discussed. As e-Learning materials were deemed a passive learning method, a 
Text to Speech (TTS) system was introduced to resolve this issue. Training 
using TTS systems was conducted in various settings, including metacognitive 
strategies and autonomous learning, such that students could more actively 
engage in the training. As one element of the subsequent development of an 
effective ESP curriculum, an original overseas training program and near-
infrared spectroscopy (NIRS) were also introduced and applied to evaluate the 
effectiveness of e-Learning systems. 

Keywords: CALL, curriculum development, e-Learning system, voice 
recognition, TTS, overseas training program, NIRS. 

1 Introduction 

Concerning the globalization and internationalization of our society, development of 
English communication skills was crucial for EFL teaching in Japan. However, 
Japanese engineering students’ English skills were declining and far from achieving 
English debating or presentation levels. Therefore, designing and developing effective 
courses and curricula to meet ELF goals for acquiring communication skill has been a 
critical need. 

In the field of educational technology, Attitude-Treatment Interaction (ATI) is an 
important element in planning to develop an effective curriculum. [1] As ATI’s 
concept and theoretical framework suggest that instructional strategies’ effectiveness 
for individuals depends upon their specific abilities and optimal learning is achieved 
when the curriculum matches the learner’s aptitude, the most suitable training had to 
be applied to the less motivated EFL learners. [2-3] 

In addition, English for Specific Purposes (ESP), which is designed to meet 
specific learner needs, is another essential element of an effective curriculum. [4-5] 
According to ATI and ESP development methods, the present study conducted needs 
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analysis-based research to identify the area of training upon which the curriculum 
concentrated. The survey revealed that in a situation where one observed declining 
English skills and lack of student motivation, the integration of CALL training in EFL 
programs had gained much attention. [6-7] Moreover, the importance of interactivity 
within an e-Learning community of instructors and learners had been emphasized to 
increase learners’ motivation. To follow this trend, e-Learning software such as voice 
recognition has been integrated into EFL classes since 2006. 

2 Comprehensive Overview of Integrating CALL  

Concerning integration of CALL into ESP curriculum performed in the past years,  
the process could be summarized into several stages based on the TTS systems and 
methods applied toward different categories of EFL learners. Below Table 1 describes 
the comprehensive overview of each CALL training program integrated into the 
curriculum based on each phase of study which details are explained later. 

Table 1. Transition of curriculums during each phase of application of CALL 

(a) Curriculum during Phase 1 

  
Required 
Course 

Class Division Content CALL 

Freshman English 1 
Based on the degree of 
academic achievement 

Composition 
Communication 911* 

Database 3000* 

Sophomore English 2 Mixed level Reading 
SpeaK!* &  

metacognitive strategies   
(* = trial program) 

 
(b) Curriculum during Phase 2 & 3 

  
Required 
Course 

Class Division Content CALL 

Freshman 
Freshman 
English 

Based on the degree of 
academic achievement 

Reading & 
e-Learning 

Speak! & autonomous 
learning approach & 

original oversea training 
program**  

(** = elective program) 
Sophomore 

Sophomore 
English 

Based on the degree of 
academic achievement 

Reading & 
e-Learning 

 
(c) Curriculum during Phase 4 & 5 (Note: Phase 5 was applied to selective classes only) 

  
Required 
Course 

Class Division Content CALL 

Freshman English 1 & 2 
Based on the degree of 
academic achievement 

Reading & 
e-Learning Speak! & autonomous 

learning approach & 
original oversea training 

program** & online 
lesson**  

(** = elective program) 

Sophomore English 3 & 4 
Based on the degree of 
academic achievement 

Reading & 
e-Learning 

Junior 
Comprehensive 
English 1 & 2 

Mixed level 
Technical 
English 

Senior 
Comprehensive 
English 3 & 4 

Mixed level TOIEC 



330 R. Tobita 

3 Phase 1: Pilot Study of Integrating CALL  

Before CALL could be officially integrated into the curriculum, the e-Learning 
material and its effectiveness had to be evaluated to determine whether it would be 
useful for both EFL learners and teachers. Further, as the effectiveness of the 
curriculum using e-Learning materials should be consistent with ATI and ESP, three 
types of e-Learning software were used in the trial for observing and evaluating the 
effects of the software.  

The initial software, “English Communication 911[Obunsha (2004)],” was 
introduced in 2004 and was used in a pilot program intended to improve students’ 
communication skills through digital methods. The computer gave students several 
phrases to practice, and by evaluating students’ pronunciations and providing 
feedback, it enabled students to develop listening and speaking skills. [8]  

The second trial software, “Database 3000 [Kiriharashoten (2004)],” was installed 
in 2005 and allowed more upper level students to access the software simultaneously. 
It also provided an environment wherein students could learn English at their own 
preferred time and location in the school. [9-10] 

The third trial software, “SpeaK! [Lighthouse (2005)],” was the initial voice 
recognition software using a Text to Speech (TTS) system. EFL learners read the text 
aloud, listened to their pronunciation, and responded to the TTS system’s 
individualized feedback immediately, and the system enabled them to monitor their 
training progress [Fig. 1 & 2]. 

 

 

Fig. 1. Sample of SpeaK! - Text insertion 
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Fig. 2. Sample of SpeaK! - Progress monitoring 

During this trial, to solve the concern that e-Learning systems make EFL 
learners passive, metacognitive strategies such as self-monitoring were applied. By 
this method, students observed themselves objectively and recognized their 
weaknesses so that they could concentrate on areas that needed improvement. Further, 
as students’ learning was video recorded and fed back as part of their evaluation, they 
could visually understand the areas that need to be concentrated to improve their 
skills. [11] 

Although each trial software produced certain benefits and progress in English skill 
development, the TTS system using “SpeaK!” produced better learning outcomes; 
therefore, it was selected for integration into the CALL training program in future 
ESP curricula. 

4 Phase 2: Developing a CALL-Based Curriculum  

Although it could be observed that increasing of skills from the tests of the three e-
Learning software programs during the two year trail period, such as progress in EFL 
learners’ skills and improvement in the EFL curriculum along with the effect of 
metacognitive strategies, criticism remained that training using e-Learning materials 
provided a very passive type of learning. Therefore, to overcome this issue, enhance 
the curriculum’s effectiveness, and achieve higher goals by using the TTS system, 
“SpeaK!” was fully integrated into the curriculum with additional improvements. [12]  

Because the TTS system enabled EFL learners to create their own content and 
simply insert any text of their choice and the students could self-select their English 
lesson contents and modify them to meet their interests, they exhibited active 
participation and involvement in the training. Further, to gain greater effects from the 
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e-Learning program, the training was conducted in various settings, such as team 
teaching by Japanese and English native EFL teachers, peer evaluation, and group 
work, so that the students could engage even more actively in the training. [13] 

As students became familiar with the software and the progress of TTS system’s 
application was continually observed, to explore the potential for further integration 
of the TTS system, an autonomous learning approach was applied combining 
additional tasks for students to improve their presentation skills.[14] This objective 
sought to overcome the criticism that e-Learning still involved largely passive training 
by creating and introducing an interactive environment so that the students could 
improve their English skills by applying them pragmatically.  

Within this program, EFL learners developed their content using the TTS system 
and introduced their content as a presentation activity in class, and their classmates 
evaluated the presentation. This autonomous learning-based presentation activity 
using the TTS system improved the EFL learners’ responsibility and students gained 
interactive skills with teachers and classmates, which were not possible during the 
initial TTS system trial period. The criticism of passive learning often results from 
observing low motivation to participate in the training program. But with this 
presentation method, students could interact with the audience in their own field of 
interest and maintain a higher level of motivation throughout the curriculum. [15][Fig. 
3 & 4] 

 

Fig. 3. Curriculum scene using SpeaK! training 

 

Fig. 4. Integrating SpeaK! along with presentation scene 
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5 Phase 3: Subsequent Development 

In 2008, as a part of the subsequent development of an effective ESP curriculum, an 
original overseas training program was developed and adopted to train engineering 
students to improve specific English skills in their fields of interest, giving them the 
opportunity to think about their future work options in the global market and become 
global engineers.[16] Though many colleges had their own overseas program, most of 
which were limited to language training and even outsourced to third party training 
companies, the focus was on not only improving students’ language skills but also 
engineering students to create their individual vision and direction, which will motivate 
them to realize the need to study English and understand the international environment. 

The program was conducted five times. It included training sessions on topics such as 
visiting overseas companies related to the students’ engineering fields, discussion with 
Japanese engineers working in the global market, and participating in lectures given 
onsite. Through personal conversations with workers in the companies, the students 
could not only gain international knowledge but also realize the importance of learning 
English and developing English communication skills. As this overseas training 
program provided a real-world environment where students could practice their 
knowledge and skills, students could exercise their skills learned through the TTS 
system training and evaluate their achievement. Moreover, as motivation was, as 
always, an important element in students’ persistence in the English training program, 
interaction with people abroad and developing familiarity with the real-world 
environment significantly affected their attitude toward involvement in the 
training.[Fig.5] 
 

 

Fig. 5. Lecture by the engineer of Microsoft at Redmond Campus 

6 Phase 4: Pilot Study of Integrating HCI-Based CALL 

Although the overseas training program was developed for EFL learners to practice 
their English skills in the real world, it also served as a means to evaluate the results 
of the e-Learning program. As the students had to interact with people other than 
teachers and colleagues for the first time, it was also important to evaluate the 
program’s effectiveness to identify areas for future development of the curriculum 
and usage of a TTS system and e-Learning materials. 
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The development of ESP curricula using a TTS system had been recognized in 
previous training programs, but the overseas training program provided a certain 
impact and reflection point regarding the integration of CALL. Moreover, to increase 
the students’ English skills, additional training for use in the real world, Human–
Computer Interaction (HCI) became an important element for focus and analysis; 
therefore, we added improvement of communication skills in a live environment as an 
objective in developing a curriculum using a TTS system for training. [17] 

To address the HCI concerns and improve EFL learners’ communication skills, a 
special trial course was designed by combining the TTS system with an online 
English lessons called “ONE’S WORD ONLINE” [ONE’S WORD, INC. (2010)] 
which was a training system having a live oversea instructor over Skype. The 
instructors were chosen in the Philippines to minimize the impact of the time lag 
between the instructors and learners in Japan. Using this system, students could 
communicate with instructors and improve their interaction and correspondence skills. 
In addition, TTS systems involving movies were introduced to facilitate students’ 
development of an active learning attitude in the overseas training program.  

This combination using the TTS system, online English lessons and movies 
enabled students planning to participate in study abroad programs to create their own 
digital content to improve their knowledge in their field while becoming more 
actively involved in the training and discussing it with overseas instructors. Often, 
movies depict the natural circumstances of everyday life; therefore, students 
developed the TTS content by using their favorite movie scripts to build their 
communication skills.[18][Fig. 6] 

 

Fig. 6. Training scene using online English lesson “ONE’S WORD ONLINE” 

From this training, it could be said that, HCI is a key factor in developing and 
integrating CALL into an e-Learning curriculum. With this analysis and subsequent 
improvement of the curriculum, students could actively participate in gaining 
knowledge in their field of interest while improving their communication skills with a 
live instructor, thus effectively preparing to use their skills in the real-world 
environment when visiting overseas. The improved curriculum increased student 
motivation and attention in the e-Learning program; as a result, students who 
participated in the overseas training program scored significantly higher scores on their 
TOEIC Test. [Table 2] 
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Table 2. Result of t-test 

       
N : Participants of 
overseas training 

program 
Mean SD 

t-test      
(two-tailed)   

Pre 
Test 

10 67.8 17.55 
4.995** 

Post 
Test 

10 77.4 12.87 

 
**(p = 0.001) 

7 Phase 5: Applying NIRS to Course Design 

Although the effectiveness of various teaching methods and materials has improved, 
an assessment based on traditional paper and pencil tests has revealed its limitations. 
Recently brain activity has become subject to monitoring by technologically 
innovative instruments. These technologies provide data that reveals the results of 
teaching and learning; therefore, a few researchers have noted that these data can be 
utilized to assess the effectiveness of EFL teaching in Japan. With this newly 
developed technology, the present study examined the effectiveness of analysis using 
Near-Infrared Spectroscopy (NIRS) for EFL listening training from the perspective of 
brain science to propose a well-matched combination of listening materials and 
training methods for EFL learners. [19] 

The present study used NIRS to analyze the amount of blood flow in the brain 
while learners were learning English. It then examined the relationship between brain 
activities and learning outcomes to identify the most effective combinations of 
learners’ characteristics and English conversational skills teaching materials.  

NIRS is widely recognized as a practical non-invasive optical technique to detect 
the hemoglobin density dynamics response during functional activation of the cerebral 
cortex. The primary application of NIRS to the human body uses the fact that the 
transmission and absorption of NIR light in human body tissues contains information 
about changes in hemoglobin concentration. When a specific area of the brain is 
activated, the localized blood volume in that area quickly changes.  

The greater the amount of blood flow, the hemoglobin oxygenation increases; 
measuring the amount of blood can thus indicate the state of brain activation caused 
by differences among teaching materials. This experimental technique indicated the 
well-matched combination of listening materials and training for EFL learners. As 
these new technologies could improve the accuracy of the evaluation of CALL 
integration effectiveness, such technologies have further potential for improving e-
Learning methods and curriculum development. [Fig. 7 & 8]  
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Fig. 7. Experimental using NIRS 

 

Fig. 8. Data of experimental evaluation 

8  Conclusion 

Through this study, various curricula integrating CALL have been developed and 
evaluated during the past eight years. Each curriculum achieved certain goals for EFL 
learners to gain knowledge and develop English communication skills to support their 
future in becoming global engineers who could actively participate in the real-world 
environment. However, though CALL is not criticized to the extent that it was in the 
past as a passive type of learning, recent developments in evaluation methods, such as 
NIRS, have revealed areas for improvement remain in achieving higher goals and 
better results for the students.  

Concerning TTS systems for CALL, technology has improved, and many new 
functions have been added to make learning easier. Further, the digital environment 
has become much more accessible than before; EFL learners can communicate with 
people around the world using free software and many more e-Learning materials for 
English study are now available.  

However, the availability of more options does not mean that CALL integration 
alone can achieve optimal effectiveness. From an educational technology standpoint, 
as consideration of ATI and ESP is critical in developing an effective curriculum, 
teachers’ involvement cannot be overlooked.  
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Previous studies [12-15] have made it increasingly obvious that even though EFL 
learners could achieve certain goals from the TTS system itself, the results are 
insufficiently effective to gain practical English skills for application in a real-life 
environment. Therefore, it is suggested that teachers should test and evaluate the 
effectiveness of e-Learning material, add an interactive approach and methods, and 
provide a live environment with HCI elements so that the EFL learners gain not only 
knowledge but also practical experience in using English skills in a real-world 
environment. In addition, with recent scientific and technological evaluation 
approaches such as NIRS and digital evaluation provided in addition to traditional test 
results, these outputs could be used to develop even more effective curricula.  

Even after combining these elements, areas of improvement in content and 
methods remain for achieving higher goals through active involvement with teachers. 
Such involvement is not an easy task for teachers as they will have to keep up with 
constantly evolving e-Learning technology and evaluation methods, and challenges 
always arise when developing new curricula. However, as past studies have revealed 
HCI to be an important element when integrating CALL, teachers should always 
consider the effectiveness of the interaction between students and e-Learning 
materials as well as the application of new technologies in order to organize and 
utilize the available resources to develop the most effective curricula for EFL 
learners.  
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Abstract. This paper looks at the HCI requirements of young learners in the 
context of Computer Assisted Language Learning (CALL) resources. It 
explains the motivation behind the project and the specific deployment context. 
It outlines some key components that must be taken into account when 
developing materials for this learner group.  For example, the learners cannot 
read, so no text can be used on the screen. Colors and images are very important 
to make the material attractive and intuitive for the users. It shows that using 
HCI observations from other researchers, along with a structured approach, 
combined with an agile paradigm can produce useful, usable CALL resources 
in a limited resource context. 

Keywords: young learners, HCI, CALL, primary school, agile paradigm. 

1 Introduction 

This paper looks at the Computer Assisted Language Learning (CALL) HCI 
requirements for young primary school learners.  It outlines the deployment context of 
the CALL resources and the particular HCI considerations that have to be taken into 
account when developing resources for young learners.  Young learners differ from 
adult learners in several respects and psychology, art, design, physiology and 
ergonomics must be taken into account when considering their HCI requirements.  

From a psychological point of view it is important to understand the learners and their 
requirements, in order to design suitable CALL resources for them.  Designing and 
developing CALL resources for any user group must include analysis, design, 
development, testing, and implementation stages [1].  The analysis phase for this project 
was carried out in conjunction by the class teacher and it was determined that there was 
a learner need and that it was feasible to build CALL resources for the learners.  In this 
scenario, the pedagogical design was driven by the teacher, who wanted CALL 
resources that were aligned with her classroom teaching.  The lack of integration of 
CALL resources with classroom activities is one of the reasons why CALL resources 
are not as successful as they should be in the primary school context [2].   

Obviously, the User Interface (UI) has to take into account the preferred aesthetics 
of the target users (which may differ from adult learners).  For example, colors, font 
size, buttons, text (or no text) are some areas of difference with adult learners.  An 
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agile software development paradigm was used in the development of the CALL 
resources for a number of reasons.  An agile paradigm is useful when dealing with an 
unfamiliar context, so it was useful in this project.  Young learners have a different 
physiology than adult learners and this too must be taken into consideration when 
design CALL resources for them.  Also, ergonomics are just as important for young 
learners as they are for adult learners, although sometimes there is limited scope to 
change the ergonomics of the deployment context.  Testing is a key part of any 
software development and it was important to carry out both formative and 
summative testing as part of the project.  The implementation phase of the project 
involved first training the learners with the resources and then letting them use them 
at their own pace.  

This paper provides an overview of the project from a HCI perspective, and 
outlines what worked in this context and provides some suggestions for future 
projects in this domain. 

2 Background 

2.1 Motivation and Deployment Context 

In Ireland, most children start primary school at 4 or 5 years of age.  The first year of 
primary school is called Junior Infants.  Children study a range of subjects, including 
English, which is one of the national languages, along with Irish.  In Junior Infants the 
children learn the alphabet in synthetic phonetic form.  The aim of this project was to 
develop English spelling resources that would allow the students to practise what they 
learnt in class, at their own pace and to repeat exercises as often as they wanted.  The 
CALL resources would also enable the teacher to monitor the progress of each 
student.  Currently, it is difficult for the teacher to monitor each student individually 
in real-time.  Sometimes it can be difficult for her to see how quickly and effectively 
each individual student is mastering the material. One of the aims of the CALL 
resources was to provide a tool for the teacher to see what each student was able to do 
and what presented difficulties.  The teacher would be able to see at a glance, in real-
time, what each student was doing, as well as the class overall. 

In 2010, the government introduced a free pre-school year for children. This means 
that most children have attended an authorised pre-school before starting primary 
school and they can recognise letters and sounds to some extent on entry into primary 
school.  This aims to ease the transition from pre-school to primary school for the 
children.  In Ireland, schools in or close to cities, the schools may be single sex 
schools, but outside of these areas, the schools are mixed.  The school in this study is 
a boys’ school and there were 24 boys in the class.  In order to comply with Ethics 
guidelines, the boys’ parents were asked to sign a consent form.  Not all parents 
signed the form, perhaps due to loosing it rather than any objections so data usage 
statistics were recorded for 17 boys.  However, all boys got a chance to use the 
system. 

The school has a computer room with 19 PCs, of which only 16 worked. The PCs 
were rather old, and had older monitors that took up a lot of space.  The keyboard just 
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about managed to fit on the table and space was very limited.  The students had one 
30 minute session in the computer lab per week.  The students were reasonably 
competent computer users (e.g. they were familiar with the keyboard and mouse, and 
know how to click on icons).  Young primary school CALL learners are only 
beginning to learn to read and write in their first language (L1).  Therefore, when 
developing CALL resources for this target learner group, there can be no written 
instructions and this presents special. Furthermore, the look and feel of the CALL 
resources has to be clear and appealing to the students, as well as being pedagogically 
appropriate.   

This paper looks at the HCI requirements of Junior Infant students (i.e. 4-5 year old 
pupils at the Preoperational stage of development [3] in a primary school in Ireland.  
Often the students had to share a PC with another student, and while this has HCI 
implications also, the focus of this paper in on the design of the CALL resources in 
particular (see [4] for HCI with children).  This school would be fairly typical in 
Ireland in terms of computing resources, teacher computer literacy, class size and 
student ability. 

2.2 CALL Resource Overview 

The teacher wanted CALL resources that would enable the students to reinforce their 
prior learning and allow them to test themselves with regards to spelling words.  
There were four exercise types developed for this purpose.  The easiest exercise for 
the students was the matching exercise, in which the student was shown three 
different images and had to match the correct word with the correct image.  The next 
easiest exercise was the mixed-up word exercise, in which the students where shown 
the letters of the word jumbled up and had to spell the word correctly.  The final two 
exercises were cloze exercises, in which the students had to spell the word.  In the 
first of the cloze exercises (single cloze), the students just had to spell one word, 
while in the other cloze exercise (the multi-cloze exercise) they had to spell three 
words.  Students worked on a different set of words each week, and this set was 
closely aligned with what they had studied the previous week in class.  For example, 
“pin, sit, pat, tap” was one group of words that was used at the start of the project. 

Students could check their progress through the exercises by clicking on a progress 
button and it would show them how many gold star they had and how many more 
they needed to get to complete all the exercises.  There were several analysis features 
available to the teacher.  The most important one was the real-time student progress 
monitor.  This showed who was logged in, what exercises they had attempted and 
how successful they were at those exercises.  This enabled the teacher to check that 
the lesson was proceeding more or less as planned. 

3 Planning, Analysis and Design 

Planning and design are key phases in the genesis of any software project [5], 
including CALL resources.  Planning determines if the project will go ahead, if the 
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project is feasible and defines the scope of the project.  Analysis works out what the 
project requirements are and what the will be the scope of the project.  [1] has 
designed a very use grid (Global-Local-Differential-Targeted) that takes into account 
the main ‘players’ in the learning process (learners, teachers, pedagogy, technology, 
content and other actors (e.g. society)). 

HCI design must take into account including what the users want and expect and 
what users find enjoyable and attractive [2].  A user-centred approach [7] was adopted 
in which the teacher was consulted regularly during the planning, design and 
development stages of the project – this is especially important when the CALL 
developer may be unfamiliar with the needs and abilities of the target learner group.  
The key is to keep it simple and avoid functionality creep [8].  Learners had mainly a 
user role in the design process [9], but as an agile software development paradigm 
[10] was used throughout the project they also had a testing role.  

4 HCI Design 

The young learners in this project were only starting to learn the letters of the alphabet 
and could not yet read (apart from a few very simple words).  The need to avoid 
written instructions of any kind, including names on buttons, might seem trivial, but it 
is quite challenging.  It means that images, colors and UI design must be intuitive and 
clear.  The learners have to be able to navigate their way through the resources, with 
minimal teacher interaction.  The images used in the resources need to be clear and 
non-confusing.  Sometimes, it can be difficult to find suitable images, especially ones 
that work with older monitors and are age-appropriate.  This section provides an 
overview of the considerations given to colors, images and other HCI features in the 
project. 

4.1 Colors 

Colors and coloring are very important when designing computer resources for 
children, especially when no written instructions are used.  Children have positive 
reactions to bright colors [11]. For this reason bright colors were used for each 
different exercise type.  Light purple was used for the mixed-up word exercise, yellow 
was used for the matching exercise, light green was used for the single word cloze 
exercise and cyan was used for the 3-word cloze exercise.  It was important that the 
colors were bright, attractive and sufficiently different in order for the children to be 
able to distinguish between them.  The school involved in this project is an all-boys 
school and this had to be taken into account when considering suitable colours for the 
different components of the CALL resources. For example, the boys associate pink 
with being a girls’ color and would not be favourably disposed to seeing it on any of 
the exercises. 
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4.2 Images 

Images were central for the CALL resources.  One of the most important concepts of 
the CALL resources was that the children could use the resources on their own, 
without the teacher working with them.  This would allow them to work through the 
exercises at their own pace.  This is very important in the Junior Infant class, as 
indeed other primary school classes, as there will be quite a range of abilities within 
the student group, and it can be difficult for the teacher to make sure that all students 
are working to their ability.  As no written words could be used, in order to be able to 
spell a word, the students needed to see an image of the word.  This meant that only 
words that could have an easily identifiable image were chosen for the exercises 
(generally nouns, but sometimes verbs and adjectives).  The images had to be child-
appropriate.  For this reason, cartoon images were generally used, as not only did they 
appeal to the students, but they tended to have brighter colors and appeared clearer on 
the screen. 

Not only were images needed to depict the exercise words, images were also 
required for the buttons of the application.  Images were needed for standard button 
types such as ‘home’, ‘go back’, ‘next’ and ‘correct’.  Furthermore, images were also 
needed to indicate ‘correct’ or ‘incorrect’ to the students, and colourful cartoon faces 
were used for this purpose (yellow, smiling face for correct, blue, unhappy face for 
incorrect). 

4.3 Other HCI Issues 

Design consistency is very important ([6], [12], [13]).  In this scenario, it was 
especially important as there were no written instructions and it would not be possible 
for the teacher to spend time with each student individually in the lab to explain how 
each exercise worked.  Each different exercise had to have the same look and feel as 
the others.  The same buttons had to be in the same place and have the same 
functionality.  This contributes to easy of learning, remembering and use. 

Other design issues included avoid drag-and-drop interaction, as this can often be 
problematic for young children [14].  In the mixed-up exercise, there were two 
possible options for allowing the students to rearrange the jumbled up letters.  One 
was to allow them to select a letter and drag it to the spelling line.  The other option 
was to allow them to click on the letter and the system would automatically place it in 
the spelling line for them.  Both options were testing with young learners and the drag 
and drop option proved problematic (as more manual/mouse dexterity is required for 
this movement).  The learners can check if their answer is correct by clicking on the 
check button and they see a happy face if the answer is correct and an unhappy face if 
it is incorrect.  However, sometimes the students would forget what they had done or 
would want to see how they were progressing and allowing learners to view their 
progress [15].  Fig. 1 shows an example of a cloze exercise (for the word pin). 
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Fig. 1. Example of mixed up exercise (pin) 

5 Development and Testing 

5.1 Development 

One important consideration in this project was the desire to have a relatively short 
turn-around time for the actual development of the CALL resources.  There had been 
some discussion with the class teacher for several years about the possibility of 
developing suitable resources, but for a variety of reasons there was no progress 
beyond the discussion stage.  From the start of this project, there was a determination 
that working CALL resources would be developed and deployed during the primary 
school year.  This meant that existing resources would be reused to speed up the 
actual development process.  In this regard, Hot Potatoes CALL authoring software 
was reversed engineered to provide a template for the generation of English spelling 
exercises.  This facilitated the speedy and flexible generation of language exercises on 
a week-by-week basis.  Also, in order to make sure that the students were able to use 
working parts of the software, even if the full suite of resources was not complete, an 
agile software development paradigm was adopted.  The agile software development 
paradigm focuses on iterative and incremental development.  In the case of this 
project, it meant that the students could use the basic version of the software and avail 
of new features as they became available (typically on a weekly basis).  The CALL 
developer, the teacher and the students were learning throughout the project and 
modifications could be made very quickly if an error was detected or a potential 
enhancement identified. 

For example, it became apparent that some of the images were not as clear as they 
should have been.  Some mechanism was required to make it obvious to the learner 
what the word was.  It was decided to add an audio component to the system, so that 
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the students could hear the word being spoken, as well seeing a suitable image.  Due 
to the agile approach, it was not that difficult to add this feature and have it ready for 
the following week. 

5.2 Testing 

While testing with the target learner group is important in the design and development 
of any CALL resource [11], it is particularly important when working with a learner 
group that is very distinct from a more familiar learner group [4].  Testing can reveal 
that the ‘obvious’ may not be that obvious to the target learners.  Also, target learners 
can point out things that may be missed by the designer.  It is really important to 
check out the suitability and feasibility of CALL resources with someone from the 
target learner group before real-world deployment, especially when a non-successful 
initial encounter with the CALL resources may inhibit future use of the resources. 
[16] and [17] provide guidelines and insights for testing with young learners which 
were useful during this phase. 

As part of the testing process of this project, several young learners took part in the 
testing of the CALL resources.  They were given minimal guidance in how to use the 
materials and were asked to use the system.  Their interaction with the system was 
observed and important points were noted.  They tried both the drag-and-drop and 
click versions in the mixed-up exercises, and, as expected (see [14], there were some 
difficulties with the drag-and-drop interaction.  Therefore, as mentioned previously, 
the click option was adopted in the final version of the system.  The young learners 
also helped out in choosing the images for some words.  Several different images 
were shown to the learners and they picked the ‘best’ or their favourite one.  The 
learners tested all parts of the system to make sure it was usable and worked as 
expected. 

The other target user, i.e. the teacher, also had a chance to test the system.  She 
tested the learners’ part of the system as well as the teacher component.  The teacher 
testing component was less extensive, due to the limited functionality of that part of 
the system, and the fact hat the teacher was a competent adult that could test the 
system fairly quickly. 

6 Training and Implementation 

6.1 Training 

Providing training to the learners is a key component of successful CALL deployment 
[18].  If suitable training is not provided, the learners may not know how to use the 
system or may not be able to exploit it to it is full potential.  Training is often 
overlooked, but it is important.  It does not have to be long or overly complicated, 
especially if the system is well-designed, but it is important to give it sufficient 
consideration when rolling-out a system.  One extra consideration in this particular 
scenario is that there could be no written instructions or help information for the 
learners as they could not read.  Normally, a user guide or help facility would be 
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provided with CALL resources.  This guide would give an overview of the material 
and instructions on how to use the system.  However, as a written guide was not an 
option, it was really important that the learners were trained on the system.  In fact, 
the importance of making the user interface intuitive for the learners was a key 
consideration at the design stage of the product. 

Therefore, the CALL resources had to be easy to use, easy to learn and easy to 
remember.  The learners were shown how to use the CALL resources and were able 
to use them without too many problems – colour coding the components helped 
greatly in this regard. During the training process, an Interactive White Board (IWB) 
was used to show the learners how to use the system.  They were shown step-by-step 
each different exercise and then given a chance to try it out for themselves.  The 
learners had no particular difficulties in using the CALL materials. 

6.2 Implementation 

The students had access to the computer lab once a week for 30 minutes.  Sometimes 
the teacher used this lab session to work on maths resources or other educational 
games with the students.  For the duration of the project, the students worked on the 
CALL resources during their allocated computer time.  This meant that there was an 
onus on the CALL developer to produce useful and educationally valuable software 
for the students if they were going to use their scare computer time on the CALL 
resources.  Due to the fact that there were 24 children in the class and only 16 
working computers, the children often had to share a PC.  This meant that one boy 
logged in and his partner worked with him on the exercises.  This impacted negatively 
the monitoring feature of the CALL software as the scores and usage of the system 
may not have reflected the ability of the logged in user (as he may have been assisted 
by his partner). 

7 Discussion 

There were several lessons learnt from this real-world deployment of CALL resources 
for young primary school learners.  It is possible to design and develop clear, 
colourful, easy to use CALL resources using a modified authoring tool for this target 
learning group.  It is important to use a user-centred design approach that includes 
input from the teacher and someone from the target learner group itself.  It can be 
difficult to find suitable, unambiguous, age-appropriate images and persistence may 
be required when seeking out images.  One helpful addition is the use of sound, which 
can help disambiguate images and make it clear to the learner what the image 
contains.  While learners in the target group may have similar characteristics, there 
should be room for variation and customisation, and this would be one 
recommendation for future CALL projects in this area.  For example, one of the 
students did not like the image shown for an incorrect answer (sad, blue face) and 
would cover his eyes if it showed up.  In fact, this was a good student and generally 
the sad face only appeared when his partner was doing the exercises.  In this situation, 
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it would be good if the images could be customised for each student.  It would add to 
the complexity, but could be feasible. 

The CALL resources would also benefit from additional audio features.  Initially, 
there were no audio features as it felt that it would not be feasible in the lab where one 
student would be able to hear the word being spoken, while his partner could not.  
However, in practice, this was not an issue as the boys were used to sharing 
headphones and would let their partner hear the word as well.  In the light of this fact, 
it would be nice to add an audio feature to the progress monitoring screen that would 
play different music based on the learner’s progress to date. 

While this project was a success in terms of providing the teacher and students with 
curriculum aligned CALL software that they could actually used, there are still areas 
for improvement.  Some of them are pedagogical related.  For example, students learn 
‘sh’ as a single sound e.g. ‘shell’.  In the mixed up exercise, the ‘sh’ can be shown as 
one unit, and the students are fine with that.  When they have to actually spell the 
word, they have to type the letter ‘s’ and then the letter ‘h’ and this can cause 
confusion.  There are other issues related to the lack of computers available in the lab 
and one possible workaround for this is for some students to work on the same 
exercises printed on paper, while they wait their turn for a computer. 

The issue of evaluation is a difficult one in the CALL context.  There was no attempt 
in this project to compare this group of students with a peer (control) class, as there are 
so many reasons why this would not be feasible.  The determination of success of the 
project was determined by the teacher and the students.  Their qualitative feedback 
showed that they liked the system, that they found it easy to use and had not major 
suggestions for improvements.  This feedback has to be tempered with the knowledge 
that children in this age group tend to want to please adults and that they may find it 
difficult to express their feelings [16].  However, informal interaction with the boys 
revealed that they did actually enjoy using the resources and kept asking me for more 
the next year.  The teacher was happy with the CALL resources and felt that it did what 
she wanted it to do and that it was of value to her students. 

8 Conclusion 

In summary, this paper discusses how a CALL authoring tool was adapted and 
customised to the needs of this learner group.  Some specific HCI considerations for 
the target group include using bright colors and ‘obvious’ images for buttons as no 
text could be used.  The manual/mouse dexterity of the learners must be taken into 
account, so that their effort is focused on answer the exercises and not the actual 
process of system input.  This paper reports on the deployment of these young learner 
oriented HCI CALL resources and the lessons learnt in the process.  It shows that it is 
possible to produce and deploy useful materials in a relatively short space of time and 
with very limited resources.  Some suggestions for future research in this area include 
the enhanced customisation and audio features, which could make the materials more 
attractive and assessable to the learners. The UI in this project looks very simple, 
because it is very simple.  However, simple is not a bad thing and in this case it was 
exactly what was required and it as what worked. 
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Abstract. Learning technologies in higher education open up new possibilities 
for academic professional development due to the flexibility in time and place 
they offer. For professional students it is important to develop a critical distance 
to their daily practice and a capacity for reflection. E-portfolio technology is 
considered to be suitable to help to develop such a reflective critical stance. In 
this paper we argue that in order for e-portfolios to foster reflection, a robust 
educational design with careful “scaffolding” is needed. We present a design in 
social work education that was meant to gradually develop students’ ability to 
reflect, while using a mixture of technologies. With three exemplary e-
portfolios, we re-construct how students reflected on their professional 
trajectories, how they used the technology and how this was fostered by the 
educational design. A critical discussion leads to recommendations for using  
e-portfolio technology for fostering reflection in other settings.  

Keywords: e-portfolios, learning technologies, professional students, social 
work education. 

1 Introduction - The Challenge of ‘scaffolding’ e-portfolios  

The integration of learning and collaboration technologies in higher education opens 
up new possibilities for lifelong learning and provides non-traditional populations 
with access to universities. Generally, such technologies increase flexibility for 
students as regards time patterns for studying, choice of location, possible mobile 
device usage, etc. Study programs that are aimed at practitioners offer them academic 
professional development while meeting the demands of family commitments and 
continuing to work in their field. Although using learning and collaboration 
technologies in such programs for flexibility and virtual collaboration is valuable, a 
robust educational design is needed to provide a meaningful professional trajectory 
for students and to help them embrace a critical approach to their field. Learning and 
collaboration technologies have to be purposefully chosen and thoughtfully 
implemented so that students acquire a critical distance to their daily practice, a 
willingness to incorporate new perspectives and the ability to systematically reflect 
(cf. the notion of “digital habitat” by Wenger, White & Smith 2009). Without a 
capacity for reflection, students will not be able to become “reflective practitioners” 
(Schön,1983), a goal of many academic programs for professional students. 
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In this paper we present the use of e-portfolio technology to foster reflection in 
students who are working professionals and study alongside their jobs. E-portfolios 
have been termed both an innovative method and a technology for learning, teaching 
and assessment. E-portfolios are digital documentations of students’ work within a 
study program, where students use specialized e-portfolio software or a combination 
of other learning technologies to build the portfolio and its contents. E-portfolios 
include students’ reflections on learning processes and products as well as instructor 
or peer feedback, all collected in a variety of multimedia formats and arranged in an 
individual fashion to suit the individual learner’s situation. The process of digital 
documentation of growth, articulation of reflection, and exposure to peer reflections 
can develop students’ ability to take a critical stance towards their daily practice and 
entrenched work routines. E-portfolios are therefore generally regarded as a valuable 
tool for fostering students’ reflective capacities (cf. e.g. Barrett 2003, Bäcker, Cendon 
& Mörth 2011, Bauer & Baumgartner 2012). 

On the other hand e-portfolios within educational designs are by no means a 
straightforward and simple issue, they are accompanied by limitations, possible risks 
and pitfalls (cf. Meyer et al. 2011): E-portfolios do not comprise or represent software 
that students or teachers use in their daily lives, therefore some introduction to the 
concept and the technology is needed. As with any new technology, students run a 
risk of “over-acting,” e.g. including too many items and applying insufficient 
selection criteria (Reinmann & Sippel 2011). Likewise, students might “over-reflect”. 
They might reflect only because it is required of them, resulting in only personal 
remarks (ibid.) or “defensive-reflect” to avoid bad grades (Häcker 2005). The 
assessment of e-portfolios is problematic and no processes have been documented 
about students’ participation in the development of assessment criteria. 

In this paper we argue that it is not the e-portfolio technology as such that helps 
students develop their capacity for professional reflection but the use of e-portfolios 
in a carefully constructed educational design that provides “scaffolding” for students 
in building up their reflective capabilities. We use the term “scaffolding” according to 
Brown, Collins & Duguid’s (1989) cognitive apprenticeship model where it refers to a 
learning environment that provides carefully thought-out support for acquiring certain 
skills. We present an educational design in social work education in an online degree 
program that combines a mixture of carefully selected learning technologies 
(including “mahara” as specialized e-portfolio software) with explicit scaffolding 
within the educational design to foster reflection.  

2 Theoretical Framework – Schön’s “Reflective Practitioner”  

According to Schön (1983, 1987), a “reflective practitioner” is a professional expert 
who deals competently with challenging real-world situations through different forms 
of reflection. Schön contended that problems that are clearly defined can be resolved 
with technical expertise, but problems in practice are usually fuzzy, involving 
unstable and complex situations and conflicts of interest. He perceived a gap between 
“professional knowledge” and actual practice, concluding that two types of reflection 
could be of great significance in such situations.  
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Schön asserted that the “reflective practitioner” masters both “reflection-in-action” 
and “reflection-on-action.” “Reflection-in-action” occurs during the action itself when 
the expert draws on a blend of prior experiences, expert knowledge, his/her feelings 
and intuition to deal with a challenging new professional situation. “Reflection-on-
action” refers to the practitioner’s analysis of his actions after they take place. The 
expert reflects on his/her approach to the situation, reactions and actions, and 
resolution of the problem with the aim of understanding his/her behavior but also 
possibly improving it in a similar future situation. “Reflection-on-action” often 
includes the documentation of actions in a given situation. Reflective practice that 
includes the two types of reflections helps to bridge the gap between academic 
knowledge and actual practice. According to Schön, reflective practice is an integral 
component of any study program for educating expert practitioners who aim to 
continuously improve their practice through reflection.  

Schön’s framework is particularly valuable in social work education because social 
workers and social educators are confronted with many ill-defined situations and 
problems in their practice, where a combination of academic knowledge and prior 
experiences could be greatly valuable to resolve difficult situations. The program that 
provides a context for this study therefore aims for students, who are practicing 
professionals, to ”recapture their experience, think about it, mull it over and evaluate 
it. It is this working with experience that is important in learning” (Boud, Keogh & 
Walker 1985, 18). The educational design of the program, which is offered partially 
online, thus deliberately includes activities that facilitate reflection in action and 
reflection on action, thus providing students with opportunities for enacting a 
reflective practice.  

The use of e-portfolios within this educational design seems particularly 
appropriate as e-portfolios enable a) reflection by the individual and b) reflection with 
the community when the individual shares with peers and reflects on issues common 
to all. In addition, e-portfolios are a suitable means to document one’s own 
professional learning trajectory and the process of creating a meaningful 
documentation in itself “nudges” students to reflect on their learning, their actions 
taken, etc., thus fostering especially “reflection-on-action”. E-learning technologies 
allow for organizing the individual documentation, individual and collective 
reflections as well as a general exchange of ideas and feedback concerning the 
professional learning trajectory, in many media formats.  

3 Context – Reflection within the Online Degree Program  

3.1 Online Degree Program BASA-online 

The program “BASA-online” that serves as a case study in this paper enables students 
with professional experience in the social field to obtain a bachelor’s degree in social 
work. As students work in the social field alongside their studies, the degree program 
combines online modules (75% of the study time) and face-to-face tuition (25% of the 
study time). Online modules are based on the communication and collaboration 
affordances of the learning management system OLAT, which contains learning 
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resources presented in a variety of multimedia formats (text, audio, video, etc.), 
forums for discussion as well as live classroom features to facilitate synchronous 
collaboration and discussion, mainly in small working groups. In all modules, 
students’ professional experience is used as a point of departure for the inquiry into a 
certain topic, and for connecting theoretical concepts directly with social work 
practice. Interweaving academic knowledge and student’s work experience is an 
overall design feature of the program. 

3.2 Module “Scientific Theory-Practice Transfer” 

The online module “Scientific Theory-Practice Transfer” (STPT) runs over four 
semesters and was especially designed to accompany students’ personal learning 
trajectory, during which they integrate academic knowledge into their professional 
practice and, in turn, their academic research endeavors are inspired by their daily 
work challenges. In addition, this module provides multiple opportunities for a 
“reflective practice”, i.e. opportunities for reflection–in-action as well as reflection-
on-action. As a key part of the reflective practice students build a personal-e-portfolio 
to document and reflect on their personal learning trajectory and their individual 
“scientific theory-practice-transfer”. To support students’ learning processes and 
facilitate the attainment of these goals, a careful selection of additional learning 
technologies is used: the software mahara for creating the e-portfolios as well as a 
specialized peer-counseling platform (http://www.kokom.net) that is also used by 
professionals in social work organizations (for details of this platform cf. Arnold 
2011). Working on the assumption that neither of these technologies fosters reflective 
capacities per se, an educational design was crafted that provided “scaffolding” for 
reflective processes as well as for building a meaningful e-portfolio by means of these 
different technologies. 

In detail, the scaffolding consists of four tasks that require different forms of 
reflection and the usage of specialized technologies. The complexity of the tasks 
gradually increases, and at the same time the scaffolding by design and/or 
technologies “fades out”. The four tasks correspond to the four semesters and are 
described here according to the (1) task, (2) technology, and (3) scaffolding elements. 
The module STPT starts with a face-to-face seminar that gives students an overview 
of the module’s aims, general structure, activities and technologies used. The rest of 
the module is delivered entirely online. 

 
First Semester: (1) Students go through a “peer counseling” process. A student 

who is confronted with a challenge in his or her working context presents the “case” 
to a small group of fellow students. The group then discusses the case online, 
following the 10-step model of peer counselling according to the Heilsbronn model 
(Spangler 2012), an established model for peer-counselling in the social realm. (2) In 
terms of technology the specialized platform kokom.net is used where the 10-step-
Heilsbronn model is mapped within the software and the software therefore “scripts” 
the peer-counselling process of the small working groups. (3) Scaffolding of 
reflective practice as well as adequate appropriation of the technology is high within 
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this task: The choice of a challenging problem at work is a clearly defined starting 
point, the counselling process follows the 10 steps and reflection-in-action and 
reflection–on-action are clearly supported by these concisely defined steps. In 
addition, students’ reflection on practice is also guided by an evaluative discussion at 
the end of the first semester, which uses a structured feedback form, and focuses on 
the personal gain, the assessment of the method and the technology, as well as the 
potential for further usage after completion of the study program. The platform has a 
very intuitive “look & feel” and includes ample material on how to use it, including a 
video tutorial.  

 
Second Semester: (1) Students have to choose a key theoretical concept in social 

work, such as “inclusion” or “empowerment”, and create instructional material on the 
topic, aimed at practitioners in the social field, e.g. guidelines, an introductory reader, 
or a resource website, etc. The focus within this task is on the usefulness of the 
“product” for practitioners. All “products” are showcased at the end of the semester, 
to be peer-reviewed by the other students as regards their practical usefulness. Finally, 
instructors also provide feedback to the working groups. (2) Collaboration and 
showcasing takes place on OLAT, using synchronous and asynchronous collaboration 
features of the learning management system. (3) Scaffolding for reflection is less in 
that students have more room to make their own decisions compared to semester one 
where the software walks them through the 10-step process. Students find the process 
of choosing a topic and creating a “useful product’ challenging but the task structure 
and examples from previous student cohorts provide support. Usage of OLAT does 
not need any scaffolding as it is students’ “digital habitat” in the degree program. 

 
Third Semester: The task focuses on issues of professional identity. Students first 

discuss articles describing professional identities and roles in social work. Then, 
students select a “case” from their practice, this time identifying a conflict in their 
own professional behavior or role that might have arisen due to their learning 
trajectory within the study program and discuss the “case” again using the peer 
counseling method from the first semester. At the end, they share a personal statement 
on their own concept of professional identity within their working area. (2) Again 
kokom.net is used as technology. (3) Students’ reflection during this semester is more 
challenging because they have to distance themselves from their daily work practice 
in order to reflect on professional identity and possibly recognize role conflicts 
triggered by their academic studies. The three elements of the task gradually increase 
in difficulty. The “scripting” for the counselling process, also supported by the 
technology and the familiarity with the kokom.net as technology due to previous 
usage provides some support.  

 
Fourth Semester: Designed as “reflection-on-action”, students are asked to document 

and evaluate their own theory-practice-transfer process during the module (or within the 
overall program) in an e-portfolio. Students need to present three “learning products”, 
giving reasons for their selection, commenting on the products in hindsight, and 
integrating any feedback from peers, instructors or retrospective self-evaluation. In 
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addition, students should comment on their overall learning trajectory, condense it with 
an overarching motto or narrative. (2) The e-portfolio is built with mahara, integrating 
texts or other material created within the module on OLAT or kokom.net. (3) The only 
scaffolding provided here as regards reflection is the suggestion of two sets of guiding 
questions for creating the e-portfolio and some examples of previous student cohorts. For 
mahara, standard how-to manuals are provided. 

Table 1. Overview Module “Scientific -Theory-Practice-Transfer 

# Task Technolog
y 

Scaffolding 

1 Peer-counselling 
on workbench 
case 

OLAT & 
kokom.net 

• Individual reflection on practice 
• Collective reflection on practice 
• Sharing reflection with learning community 
• Video tutorials and personal support 

2 Creating 
guidelines on key 
theoretical 
concepts 

OLAT • Individual reflection on theory 
• Collective reflection on theory 
• Giving and receiving feedback 

3 Peer-counselling 
on professional 
identity  

OLAT & 
kokom.net 

• Social worker statements on professional 
identity 

• Individual reflection on professionalization 
• Collective reflection on professionalization 

 
4 Creating e-

portfolio on 
learning trajectory 

OLAT, 
kokom.net 
& Mahara 

• Providing guiding questions and e-portfolio 
examples 

• How-to manuals for mahara 

4 E-Portfolios – Re-Constructing Reflection 

In this section we present three e-portfolios as products of the final task in semester 
four of our educational design. The three e-portfolios vary greatly in the approach 
adopted by the student for reflecting on the learning trajectory and compiling this 
reflection as a visible and sharable product on mahara. In the following section we 
proceed to discuss how they used the technologies in their portfolios, and how their 
final product might have been influenced by the scaffolding in our design as well as 
by the different technologies used. 

4.1 E-Portfolio A – “All in Flux” 

Student A titles her e-portfolio “all in flux” and presents herself as a student with 
three adult children for whom obtaining an academic degree is an import part of her 
aspirations in life. Her portfolio starts with a longer personal intro containing her 
motivation for study, her general experience and philosophy in life. As her first 
product she presents her BA thesis and reflects on the study program. Using strong 
visual clues she argues that studying does not mean creating “heaps” of knowledge 
but rather building a growing network of knowledge. She highlights the most valuable 
insight gained from her studies for her professional future by using a strong visual of 
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a train buffer. This visual is accompanied by a statement that she refuses to “act as a 
buffer zone” as a social worker in the future. In her second product, she presents and 
reflects on the group work from the second semester where her group created a 
product for institutions in early childhood education. Her part in the project was to 
find an appropriate language for communicating research results that would strike a 
balance between insider scientific language and daily life imprecision. Thirdly, she 
presents notes taken during the peer-to-peer counselling process and reflects on her 
initial assessment of the usefulness of the tool and method based on her current 
perspective. The closing remark summarizes how her overall behavior has changed 
due to her academic studies: she now adopts a critical stance everywhere and e.g. 
requests sources for information, even in small talk conversations. 

4.2 E-Portfolio B – Scientific Theory-Practice-Transfer  

Student B is a comparatively young student, working as a nurse in early childhood 
education. For the title of her e-portfolio she adopts the module name: “STPT by B”. 
For documentation and reflection she selects the key study products within the 
module, albeit in a different order: (1) Her understanding of her professional identity 
as a future social worker, (2) the peer counselling process she was involved in and (3) 
the group work on a theoretical concept in social work, presented to practitioners. She 
produced a video as supporting documentation in which she explains her changing 
views on professional identity, indicating that her statement on professional identity 
was the most important part of her module. However, she does not explicitly explain 
her chosen order of products. Overall, her e-portfolio is structured by three elements: 
(1) a personal intro und a future perspective, (2) the description of the three study 
products and a commentary on each from her current perspective and (3) 
supplemental resources to support her documentation and reflection (the study 
products as such, descriptions of the peer counselling method or other relevant texts 
as well as the video).The common thread that runs through the different parts of the e-
portfolio is the theme of how important it is to intertwine theory and practice: For 
example, in her personal closing remarks she emphasizes how much she appreciated 
being able to study alongside her job as she could repeatedly apply newly acquired 
academic knowledge into her practice. 

4.3 E-Portfolio C – Autoethnographic Reflection  

Student C has adult children and works in a Montessori school. Her e-portfolio 
contains a variety of elements: (1) a summary of her personal history, (2) a variety of 
quotes that guide her through life, (3) a vivid image that supports colorfully her praise 
of “the great diversity of opportunities in life” as well as (4) a playful section with the 
text capture “Space” and an empty space created in the portfolio by spreading the 
single letters out over many lines. In addition, she (5) declares her passion for writing. 
As study products she creates two separate mahara views1, one titled “My encounter 
                                                           
1 Technical term in mahara denoting a subset of the e-portolio, in which certain artifacts are 

arranged with comments in a particular layout. Access rights can be granted particularly for 
each view in mahara.  
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with autoethnography”, referring to a qualitative research method she used for her BA 
thesis and a second view, titled “ Task: creating an e-portfolio” where she documents 
and reflects on the process of working on this task of creating an e-portfolio itself2. In 
the first view she comments on the method of autoethnography from her current 
standpoint and weaves in a diary entry from when she was actually working with the 
method and deeply enjoying it. Supporting documentation includes her thesis, her 
favorite text on the method and scans of handwritten notes taken while reading 
through the literature to understand this special method. The second view takes the 
form of a small autoethnographic study of the task at hand, creating the e-portfolio. It 
comprises an introspection of her first initial resistance to yet another task and tool, a 
scan of handwritten notes taken when the task was introduced, quotes by instructors 
explaining the task which resonated immediately with her (“to look back on traces of 
a study program”), a text and a self-created image of how she gradually understood 
what a portfolio means as well as an excerpt of a documentation where she and a 
fellow student “played“ with mahara to come to terms with this new tool. At the end 
she reports how she inwardly smiled when she suddenly realized how her own 
conclusion statement in her BA thesis “reflection and introspection are important for 
any educational process” matched the task of the portfolio creation. 

5 Discussion – Scaffolding for Reflection 

The three e-portfolios selected for this paper represent the diversity of the e-portfolios 
in the cohort and the different elements and levels of reflection present in all the e-
portfolios. Based on the three sample e-portfolios presented above, this discussion 
focuses on the ways in which the educational design and scaffolding provided within 
it influenced the final products, students’ e-portfolios and students’ demonstrated 
reflection in those portfolios. The actual processes of reflection and technology 
appropriation that led to the final product were not part of a formal investigation as 
this educational design was not developed for research purposes but to facilitate 
reflection within a study program for professionals in social work education. We also 
discuss students’ usage of the different technologies OLAT, kokom.net and mahara in 
the module as well as any supplemental technology they might have used to reflect 
and to present their reflections.  

5.1 Students’ Reflection and E-portfolios 

Reflecting the diversity of adult professional students in BASA-online and 
corresponding to prior research on the capabilities of e-portfolios for students to 
customize and individualize their learning (e.g. Bauer & Baumgartner 2012), the e-
portfolios that resulted from the educational design of the STPT module varied. 
Nevertheless, all the students achieved some level of reflection as demonstrated in 
their e-portfolios (for more details cf. Arnold & Kumar in press) - these ranged from 
those that closely followed the scaffolding guidelines and structure provided to those 

                                                           
2 In her cohort the number of study products to be contained in the portfolio was not specified. 
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who absorbed those guidelines, making them their own and rising to reflect on their 
actions and their growth during the study program. The three e-portfolios presented in 
this paper mirror this spectrum of student reflection in the e-portfolio products at the 
end of the STPT module. 

Student B responded to the guiding questions (“which are the study products and 
what do I think of them now”) for constructing an e-portfolio in a very literal way, 
while using all the reflective elements from the first three parts of the STPT module. 
The scaffolding clearly helped her reach a basic level of reflection and build the e-
portfolio. However, with the exception of her video on her professional identity 
development, she did not add any retrospective reflection or commentaries to her 
portfolio in addition to the elements previously produced in the educational design. It 
is possible that she chose to adhere to the structure provided, and that the scaffolding 
prevented her from exploring new dimensions, or, that she lacked the time to do so as 
a busy working professional. In contrast, Student A loosely used the set of guiding 
questions provided for structuring the e-portfolio, and included reflective statements 
written during the different parts of the STPT module, but incorporated them into a 
bigger narrative, with a focus on the perceived impact of the study program on her 
personal and professional development. Further, she went beyond just including 
elements from the other parts of the module (Student B) by reflecting back on her 
earlier work from her current perspective. She appears to have benefited from the 
scaffolding in this respect because she integrates earlier individual reflections into her 
personal narrative “all in flux” that, according to her, is her main takeaway from the 
study program in a nutshell.  

Student C’s e-portfolio reflects the other end of the spectrum, in that she did not 
explicitly follow the guidelines or structure provided, but used the many degrees of 
freedom inherent in the previous tasks in the module and had the confidence to take 
the task to another level. The structure of her portfolio is only vaguely guided by the 
questions provided. She adopted an autoethnographic approach to the task at hand, 
demonstrating her learning from the study program, and expanding the required 
reflection-on-action on her learning trajectory by documenting her reflection-in-action 
to create the e-portfolio. In her case, the scaffolding appears to have provided her with 
structures that resulted in reflection and to have also instilled in her the confidence 
that any creative solution of the assignment would be appraised if it was well argued 
and convincingly presented. This student interwove the collective dimension with her 
individual reflection, presenting notes from the shared playful “sandbox” session that 
she and a fellow student used for coming to terms with mahara. 

5.2 Students’ Use of Technology for Reflection 

The educational design of the program scaffolded not just reflection, but also the 
integration of specific technologies for specific activities to help students become 
comfortable with those technologies while becoming reflective practitioners. 
Although student A successfully reflected on her learning trajectory in the study 
program, she used the basic features of mahara, writing linear text, using text sections 
with headlines, incorporating documents for download as documentation and 
inserting images for illustration of her statements. Her strongest design elements were 
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“snappy” photos that provided strong visual clues for her statements as well as 
different text colors to differentiate statements from different points in time. The 
educational design appears to have succeeded in that she used mahara to convey her 
reflective statements and to emphasize them with visual clues. Going beyond how 
Student A used mahara, Student C adopted basic features of mahara in an authentic 
personal fashion, by using basic features of text sections, images and files for 
download but additionally adding a layer of creativity. She represented “space for 
introspection” in her e-portfolio by emphasizing space and using single letters in 
paragraphs, or inserting special characters in the headlines like symbols for musical 
notes. The educational design appears to have influenced her learning trajectory in a 
similar way to the reflective stance she adopted: it helped her to gain confidence, 
adopt a playful attitude, and to allow herself creativity in her solutions.  

Although Student B’s e-portfolio was found to most closely following the scaffolds 
or structures provided in the module, and did not transcend to reflection on the 
learning trajectory in the study program, she demonstrated the maximum reflection on 
her technology usage and advanced usage of mahara. Although the other parts of her 
e-portfolio lacked an explicit explanation of why she did what she did, she eloquently 
explained why she “dared” to produce a video herself, that after having dealt with 
many different technologies in the course of her study program, this seemed a doable 
task. She reported initial difficulties handling both OLAT and kokom.net but 
attributed her increased media competency, i.e. venturing into the new territory of 
producing a video on her own, to the study program. Her growing confidence in 
dealing with technology was a subject in her reflections on her learning trajectory. 
Additionally, she situated her thoughts within a definition of media design, thus 
connecting her video well with her e-portfolio theme of combination of theory and 
practice. In general, student B used more advanced features of mahara for her e-
portfolio, mapping her internal structure of (1) personal information, (2) study 
products, (3) supporting documentation into a three-row-layout. In addition, with her 
homemade video on her professional identity development, she made use of mahara’s 
multimedia features, and thereby adds a lot of authenticity to her documentation and 
reflection. 

6 Conclusions 

In this paper we investigated how e-portfolio technology can help students to develop 
reflective capacities. We argued that in order for the technology to support students’ 
reflection, an educational design that scaffolds individual and collective reflection as 
well as technology use is needed. We presented such a design in social work 
education, using mahara as e-portfolio software, kokom.net for peer-counselling 
processes and OLAT as a standard learning management system. We then used three 
resulting e-portfolios to re-construct how students reflected on their professional 
trajectories and how the e-portfolio task, the software used as well as the scaffolding 
in the design interacted to support students’ reflection.  

Generally, the educational design with its in-built scaffolding seemed to have 
worked in this setting. The portfolios clearly showed reflection-on-action with respect 
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to students’ learning trajectory to become qualified social workers, albeit in different 
forms, on different levels and with different interaction as regards the technologies. 
The diversity does not come as a surprise as all students in BASA-online were adult 
learners and working professionals in the social field who bring a wide range of 
experiences to the program. Based on their individual learning and personalities, 
students adopted the processes of reflection scaffolded in the educational design and 
made them their own. Furthermore, the educational use of e-portfolios is regarded as a 
means for personalization of educational processes. This personalization was apparent 
because students interacted with the technologies provided in different ways and 
chose to present their reflections using supplemental technologies, or not, based on 
their acquired comfort level with technology in the study program. Likewise, 
students’ responses to the scaffolding varied: whereas some “clung” to the structure 
provided and do not go much beyond it, while others used it as a “trampoline” to 
reach a completely different level of reflection. Some students demonstrated basic use 
of technology but were very creative in the way they represented their reflection, 
while others’ intensive use of technology provided them with new ways of expressing 
themselves and spurred them on to reflect in ways that they would not have done so 
otherwise. Although the use of technology played a role in the level of reflection 
reached, the scaffolding in the educational design appears to have been more 
important for the reflective processes that folded into the e-portfolios.  

Despite the success of the current educational design for e-portfolio production, we 
would like to provide additional scaffolding in the future for the production of 
multimedia elements, thereby enabling a more intensive use of the multimedia 
features the e-portfolio software affords. It would also be interesting to explore 
whether increasing students’ ability to use multimedia would deepen their reflection. 
In terms of research design, in this study we focused on the educational design to 
facilitate reflection-on-action and the creation of e-portfolio products, analyzing the e-
portfolios at hindsight. If expanding our research to multimedia effects, we would use 
a different research design, additionally studying the reflection processes, capturing 
some reflection-in-action elements, and considering factors such as students’ 
inclination to write, gender issues, etc. 
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Abstract. In information and communication technology (ICT) trust has been 
considered as a crucial component of digital interactions. Trust has been 
dissected in a variety of potential meanings and dimensions and through the 
merging of trust in humans and trust in machines. In this paper, we investigate 
the role and the aggregation of trust in social networks and blogs and how it 
relates to knowledge production, and its connections to concepts such as 
reputation and sustainability in the European context. Moreover, we discuss 
knowledge production in information and communication technology and its 
relationship to user trust. We develop a view on the co-production of 
knowledge and trust and propose a policy management framework to support 
the users in their trusted use of social networks and blogs. This is presented 
based on an e-health use case analysis considering web based reputation and 
developing a new reputation scheme. 

Keywords: trust, social networks, European citizens, collaboration, reputation, 
e-health. 

1 Introduction 

The relations between trust and modes of knowledge production have been widely 
explored by scholarly work in sociology of science, where they have been shown as 
an essential part of the renewal of the social contract between science and society [1, 
2]. On the one hand, the involvement of lay citizens in the making of science and the 
concept of peer-production of knowledge between experts and non-experts are 
envisaged today as strategic ingredients to improve scientific and technological 
learning processes and make them more robust and trusted. On the other hand, trust is 
increasingly needed in all relationships –be they related to knowledge, personal, 
professional, and social life. 

In information and communication technology (ICT) trust has been considered as a 
crucial component of digital interactions, and has been dissected in a variety of 
potential meanings and dimensions –and through the merging of trust in humans and 
trust in machines. Trust and confidence have different shades of meanings. However, 
here we propose to define trust as the level of confidence, which an entity can ensure 



364 G. Baldini et al. 

to another entity or entities for specific services and in given context [3]. Even if trust 
has been often used with reference to human beings, trust can also be associated to a 
machine or digital system (e.g., web site), which points out the importance of 
analysing and measuring the level of trust in a digital society. 

In ICT knowledge production has entered the debate as a possible path to trust as it 
represents a vehicle for valued and respected relationships. Collaboration in 
knowledge processes has been at the core of the most traditional scientific community 
ethics –namely the so-called “ethos” of science. Today, knowledge co-production can 
contribute to trusted ICT digital interactions [4, 5]. European citizens’ values and 
fundamental rights provide a specific framework that needs to be explored, together 
with its opportunities and challenges. 

In this paper, we investigate the role of trust in social networking services and how 
it relates to knowledge production, and its connections to concepts such as reputation 
and sustainability in the European context. In comparison to conventional social 
networks, there are important differences to be considered: 

1. The persistence of information about individuals, which impacts the personal 
sphere in particular its privacy or security, 

2. The possibility to provide real-time updates on the life of the individuals thanks to 
the pervasiveness of the internet and wireless communication, 

3. The possibility of masquerading behind a web page, which can become both a 
protection of the individual and a liability if used by malicious entities. 

We expand in this paper the concept of social networking services to include other 
forms of citizens’ interactions through digital technologies (e.g., blogs). In 
continuously changing digital ecosystems, where new technologies appear in the 
wider context of the internet and have an impact on the ethical sphere of the citizen 
(e.g., wearable sensors, e-health), it is very important to define a model for trust 
providing a measurable level of confidence and trust to the citizen as user. This trust 
model must be technology agnostic to address the future evolution and it must be 
flexible enough to support different contexts or different regulations/policies defined 
at national or European level. In particular, we will investigate potential future 
extensions of social network services regarding mobility, wearable sensors (e.g., 
including medical devices) and the increasing role of eGovernment services. This 
paper also reviews the existing models of trust in literature (e.g. reputation or 
credential based, institutional) and their applicability to social network services.  

On the basis of the previous considerations a new model of trust based on a policy 
management approaches is proposed and described. This model is applied 
qualitatively to the scenario of social networking services and blogs related to the 
domain of e-health, where entities (e.g., research centres, e-commerce sites) from 
different domains with different levels of reputation can provide information and 
services. On the one hand, this is an area where citizens are increasingly looking for 
information and knowledge to improve awareness and make informed decisions 
regarding their personal health. On the other hand, considering the wide range of 
offers (both in terms of information and products) available on the web, there is an 
increased risk that the provided information could be dangerous or incorrect. The 
potential consequence of an absence of trust indicators in these sites is that the citizen 
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can be exposed to considerable risks both for  personal information (i.e., privacy), and 
for his/her health and safety, as incorrect or  inappropriate information and products 
can be harmful rather than beneficial. Finally, the paper also links the provision of 
trust in this domain to supporting more sustainable and safe ecosystems as indicated 
in [6]. 

This contribution is structured as follows. The next section introduces knowledge 
production in information and communication technology and its relationship to user 
trust. In section 3 we introduce a policy management framework. In section 4 we 
discuss mechanisms to support reputation in the Web, and in section 5 we illustrate 
the discussion with some online examples. In section 6 we present an e-health use 
case and the analysis of a new reputation scheme. Finally, we provide some 
conclusions and an outline of our future work. 

2 Co-production of Knowledge and Trust 

The relations between modes of knowledge production and ethical behaviour have 
been at the core of the intertwined foundations of the validity and ethical soundness of 
science as well as of the trustworthiness of the scientific community. Indeed, the most 
traditional framing of the so-called ‘ethos’ of science — as portrayed, for instance, by 
Robert Merton [17]—interprets scientific practices as simultaneously generating and 
replicating sound knowledge and moral conducts, in a co-production of epistemic and 
normative dimensions [16]. As known, four main characters compose the ‘ethos’ of 
scientific knowledge as a certified stock of knowledge and a set of cultural values: 
universalism, communism, disinterestedness, organized scepticism. Universalism 
refers both to the universal character of scientific knowledge and to its not being 
bound nationalities or cultures; communalism entails that scientific results are the 
common property of the entire scientific community; disinterestedness assumes that 
common good and not personal gain is the purpose of the scientific endeavour; 
organized scepticism means that scientific claims must be exposed to the peers’ 
critical scrutiny before being accepted. 

Altogether, these elements were deemed reliable in constituting and legitimizing 
the scientific community as a polity composed by ‘peers.’ In fact, at the same time 
these criteria refer to the knowledge practices embodied in scientific work and to the 
values that, while informing and guiding scientists’ conducts, consolidate and 
reproduce science as a cognitively and morally trusted social system.  

After the neo-positivist vision of science as neutrally objective has been mostly 
abandoned, reference to scientists’ trustworthiness, namely their moral credibility, has 
become an integral part of the validity of science, both internally (within the 
community of experts) and externally (in the relations with society). In the 
redefinition of the relations amongst scientists, institutions, and the public, the 
rebuilding of trust has turned out as critical to the renewal of the social contract 
between science and society, in the face of scientific failures in preventing unforeseen 
consequences of new technologies —e.g. in the health and food sectors in the EU. A 
lack of trust was at the base of what EU institutions have called citizens’ ‘unease’ 
with science, namely their hesitant and unconfident behaviour towards technological 
innovation. Moreover, due to both the widespread dissemination of knowledge and 
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the availability of technologies, scientific knowledge started happening in diverse 
social environments other than universities, academies, research centres [1, 2]. 

In the last two decades, ICT have increasingly and capillary encouraged a different 
mode of knowledge, relying on the spontaneous and collaborative creation and 
sharing of knowledge by scientists and lay people, experts and non-experts, meeting 
through the web in virtual communities and social networks. This co-produced, or 
crowd sourced, knowledge reveals a special value when it is shaped as ‘commons-
based peer production’ of knowledge, namely when all parties involved are 
recognized as peers within the community [4, 5]. From this perspective, it is 
important to specify that, while ‘crowd sourced’ knowledge merely refers to a project 
soliciting participants’ contributions, ‘peer production’ implies the genuine and as 
freely as possible sharing of those contributions amongst all participants [15]. 

This extended community of peers shows relevant similarities with the traditional 
scientific community in the mutual interconnectedness of its epistemic and moral 
foundations. As Benkler and Nissembaum have pointed out [4], “socio-technical 
systems of commons-based peer production offer not only a remarkable medium of 
production for various kinds of information goods but serve as a context for positive 
character formation.” In fact, “the emergence of peer production offers an 
opportunity for more people to engage in practices that permit them to exhibit and 
experience virtuous behavior”. 

As known, the traditional ethos of science has revealed its limitations and rhetoric 
when, from ideal set of relevant epistemic and ethical criteria, it has become a self-
referential and black-boxed way to establish validity and legitimacy —e.g. in science-
based policy models, where political decisions claim to be neutrally based in scientific 
facts [18, 19]. In a similar way, peer production of knowledge needs to adopt deeper 
justifications towards the dynamically quest for trustworthiness. 

In fact, if, on the one hand, the equal involvement of experts and lay people in 
knowledge-making as peers has become an essential ingredient in improving the 
scientific and technological learning processes and in making them more robust, 
transparent, and trusted; on the other hand, these overall processes have to constantly 
sharpening and deepening their search for trust through both technical and non-
technical, human-based, criteria. 

This unending search towards trust, namely trust as a process rather than a product, 
has a special meaning within the EU and for its citizens. Not only trust has been a 
critical element in the relations between the EU institutions and European citizens, but 
it is also an essential part of the European vision of rights and science policy [24]. 

3 Trust and Reputation in Regulatory Frameworks 

In the European Commission, the concept of Trust belongs to one of the pillars of the 
Digital Agenda: the Third Pillar of Trust and Security [7], which is the basis for 
various actions of the Digital Agenda, including Action 28: Reinforced Network and 
Information Security Policy, Action 35: Guidance on implementation of Telecoms 
rules on privacy and Action 37: Foster self-regulation in the use of online services. 
This pillar is related to Data Protection Directive (namely Directive 95/46/EC) [8], 
which regulates the processing of personal data within the European Union. This 
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directive is currently ongoing a review and a new regulation will supersede the 
existing provisions. Beyond the specific concept of privacy and data protection, trust 
services have been proposed as part of the recent regulation on electronic 
identification and trust services for electronic transactions in the internal market [10]. 
In the wider context described in this paper, there is a clear need to establish new 
guidelines or a regulatory framework to evaluate the level of trust in web services. A 
step in this direction is the definition of Privacy Seals [11], namely the development 
of "an EU website labelling system, modelled on the European Privacy Seal, 
certifying a site's compliance with data protection laws (…) that (…) should include a 
thorough impact assessment and must avoid duplication of existing labelling 
systems". Public and private seals have been already developed in some European 
countries such as Germany, where the e-Ten project developed EuroPriSe4. In a 
similar way, the French Data Protection Authority is developing privacy seals for 
trainings and audits. In the USA, privacy seals are provided by private companies like 
TRUSTe [12]. However, despite these efforts, privacy seals may not be enough to 
guarantee that a user can fully trust a web service and its contents. 

In the USA, the National Strategy for Trusted Identities in Cyberspace [9] 
highlighted the need to increase the level of trust of internet services towards the user. 
The main proposed approach, called Identity Ecosystem, is based on identification of 
the individuals and entities operating in the cyberspace in a way that can protect their 
privacy. Some of the main elements of the Identity Ecosystem described in [9] are: 

• The subject of a transaction: a generic citizen or an application 
• An identity provider, which is for establishing, maintaining, and securing the 

digital identity within the Identity Ecosystem. 
• An attribute provider is responsible for the processes associated with establishing 

and maintaining identity attributes. Note that a subset of the real identity can be 
used or a new identity can be created for a specific context. 

• An accreditation authority assesses and validates identity providers, attribute 
providers, relying parties, and identity media, ensuring that they all adhere to an 
agreed-upon trust framework. 

Note that the Identity Ecosystem foresees the application of policies and standards 
even if a clear description of the related technical solutions is not included [9]. The 
Identity Ecosystem does also support change of the context or different roles, with 
different levels of access, so that specific roles (e.g., a doctor) can have access to 
personal data when there is a crisis or similar change of context from a “normal” 
situation. These features are also present in the framework we describe in this paper. 

Communication with peers in the light of a cross border situation with different 
legal frameworks and possibly natural language barriers challenge even more the 
reputation mechanisms. 

4 Mechanisms to Support Reputation in the Web 

In [13], the authors describe various signal processing techniques, which can be used 
to support the security of reputation systems on the web: bayesian reputation systems 
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where the reputation scores of a web entity can be updated on the basis of 
observations; belief theory based on probability; fuzzy logic and others. In [13] the 
most probable attacks to reputation mechanisms and related countermeasures are also 
identified.  

One of the main drivers for attacks to reputation is the economic gain. For 
example, e-commerce web sites are increasingly based on reputation mechanisms to 
give an estimate of the reputation of a seller or a buyer. The feedback mechanism in 
eBay is well known, but also other web sites use a review-based approach where 
customers of an online or physical (e.g., restaurant) merchant can provide a review on 
the received service. On the basis of the positive or negative reviews, a host 
application or web service can create a sorted reputation list of the merchants. This 
review mechanism does not exist at the moment for all the online services. The 
healthcare information sites described in the introduction may also benefit from a 
simple feed-back/review mechanism but, as described in [14], there are various 
techniques to at-tack such a simple mechanism and undermine the overall reputation 
framework. For example, malicious users can generate fake feedbacks by creating a 
large number of pseudonyms in reputation frameworks where the feedback is linked 
to an identity. Instead, in reputation frameworks based on reviews where the identity 
is not strongly enforced, professional paid writers can generate any type of positive or 
negative review. The overall impact of these coordinated and even profit-driven 
manipulations can be a significant distortion of the reputation scores and a 
degradation of the overall reputation framework, which eventually undermine the 
level of confidence of the users. 

Other popular reputation frameworks, which have been proposed for the online 
world, are based on the evolution of old-fashion approaches. One approach could be 
based on the collection of evidence from organizations, which have the objective or 
the professional capacity to provide impartial (or at least non intentional partial) 
feedbacks, which can be used to build trust. One example is a consumer organization. 
Another approach could be based on the opinion of experts, which are also supposed 
to be impartial. The model of the movie or restaurant critics can be reapplied to the 
online world. Both approaches have some strong disadvantages. In fact, their 
provided evidence is costly to collect and can become outdated very quickly with the 
evolution of web services; moreover, the large number of online web services 
requires, in order to be validated, a large number of experts in different fields. Under 
such circumstances it is difficult to build a proper business case and to support the 
reputation framework in a consistent way. 

There is the need to define new models of reputation, involving both technical and 
non-technical criteria, which can overcome the limitations described before. 

5 Online Examples 

In our days a continuous growing number of often concurrent online services are 
dealing to gain clients. The business case is based on increasing membership numbers 
assuring a profitable service. An example already mentioned in this paper is eBay. 
The use case is becoming more sensitive in respect to security and data protection 
when the trust level concerns the user directly, for example in respect to his personal 
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health. The historical “reputation framework” is the relationship between the medical 
doctor and his patients. Already in 2000 the EU founded in the framework of its 
Action Plan for Internet User Security the certification and rating of Trustworthy and 
Assessed Health Information on the Net. A digital trust mark for health information 
was proposed to assist users in assessing the trustworthiness of medical offerings on 
the Internet and to make the glut of information on the World Wide Web more 
transparent. Currently, the patients once getting sick stress social networks and seek 
for peers to get advice, decide treatments and self-medicate. An example is [22], 
which focuses its efforts: “on offering readers and visitors to our site objective, 
trustworthy, and accurate health information, guided by the principles of responsible 
journalism and publishing. Our editorial philosophy is to use relevant and accurate 
content to promote a healthy lifestyle and facilitate disease prevention, as well as to 
offer clinically significant, medically reviewed information for those who are seeking 
answers to their health questions.” 

Web services such as online pharmacies use labels such as the “Trusted Shop 
Guarantee” [20] to proof the quality of service in respect to the security of 
transactions. The label itself uses trust marks and customer reviews as ranking 
criteria. The pharmacy actively encourages its clients to recommend the service in 
social networks such as Facebook [21]. In a number of cases the rankings published 
by the service providers only refer to the part of the service such as the timeliness of 
the delivery, but not to the level of knowledge in respect to the health problem. 

6 Proposed Reputation Model  

The reputation model proposed in this paper is based on the following elements: 

• An authentication and authorization mechanism to ensure that only authenticated 
and authorized entities can contribute to the content of a social networks site. 

• A policy management framework, where policies are defined to mitigate some of 
the limitations of reputation schemes that are described in section 3. 

6.1 The Generic Policy Management Framework 

The main objective of a policy management framework is to support the definition 
and application of policies in an ICT system. A policy defines the type of actions 
which can be executed in a specific context, what should be executed, who is allowed 
to execute these actions and under which condition. Policy management frameworks 
are usually based on an Event-Condition-Action (ECA) enforcement rule. In other 
words, an ICT system or a component of an ICT system receives an event, which 
requests a specific action. This action can be executed only if a condition (or more 
than one condition) applies. Usually the policy management framework provides two 
distinct functions: a) the policy reasoning which implements the logic to decide if an 
action should be performed and b) the policy enforcement, which actually enforces 
the rule. The policy reasoning process can be implemented through an extraction of a 
possible solution by composition or decomposition of pre-defined policies. This can 
be defined as the policy database. These two functions are usually implemented in 
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two elements of the policy management framework: the Policy Decision Point (PDP) 
also called the Policy Engine because it implements the reasoning function and the 
Policy Enforcement Point (PEP).  

The ECA rule is activated when an element of the ICT system (for example a node 
in a social networking site) receives an event, which triggers a chain of operations. 
The event includes information related to the original requester of the event, the type 
of service requested, the assets and resources on which the service must operate and 
so on. For example, an event can simply be the request of read access to a record. The 
event is processed by the PEP component in the node. This processing may include 
the extraction of the relevant information (type of service, source of the requester, as 
on which service must operate). Once processed, the PEP executes a policy query to 
the PDP, which can be hosted by another ICT system in the social networking sites. It 
is important that the communication between the PEP and the PDP is secure against 
eavesdropping, and that it ensures the integrity of the exchanged messages. The PDP 
examines the request and identifies the correct policy to adopt on the basis of the 
requested service and the context. With the word context, we mean the existing 
boundary conditions at the time the request has been received. These boundary 
conditions could be the number of other users already authenticated in the system, the 
specific condition of the social networking site (under maintenance), which may 
prevent the execution of the service request and so on.  

On the basis of the content of the service request and the context, the Policy 
Reasoner in the PDP chooses the specific policy in the space of the policy database. 
The PDP then replies to the PEP with the policy itself. The PEP enforces the policy in 
the node. The PDP and PEP relationship is described in Figure 1. 

 

Fig. 1. Policy Management Framework 

6.2 The Use of the Policy Management Framework in Social Networks 

As we described before, the policy management framework must be combined with 
an authentication and authorization mechanism to ensure that only authenticated 
entities can insert content in the social network site. Any authentication technology 
can be used (e.g., sign-on, credentials). In the authorization phase, the authentication 
entity is associated to a specific role and type entity. In the example of the social 
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networking site for medical equipment and medicines, the authenticated entity can be 
a doctor, a researcher, the representative of a consumer association or the 
representative of a product manufacturer or just a generic citizen. In all these cases, it 
is important to embed in the system the role of the authenticating entity. While some 
roles can provide information, which is supposed to be impartial (e.g., a doctor or 
researcher), in some other cases the provided information can be quite detailed but not 
impartial, due to a business interest (e.g., the representative of the product 
manufacturer).  

The role of the entity is used in the PDP to understand the particular policy to be 
applied. For example, a social networking site can have a feedback/comments section, 
which provides reviews of a specific product. If a potentially partial entity (e.g., the 
representative of the product manufacturer) would like to provide a comment to the 
reviews section, the PDP can intercept this request and deny the provision of the 
content. This approach can be applied to any section of the social network site, so that 
only appropriate comments are posted in specific areas. In another example, the PDP 
can check the number of entities, which provided past reviews, and deny a new 
contribution if an entity has already provided too many reviews to increase the 
positive or negative feedback on a product.  

The policy framework can also be used to implement intelligence in the social 
networking site to improve the overall robustness of the web site against 
security/privacy attacks. For example, they can intercept a security or privacy attack 
by denying a service request, which tries to have access to many instances of personal 
records of the social networking site. In this context, policies can be used not only to 
deny or allow data breaches but also to emit notifications to the administrators of the 
social networking site in case of suspicious behavior of entities during authentication. 

New policies can be created at any time in response to a change in the context to 
address the misbehavior of an entity, which can be a contributor or a product 
manufacturer. For example, if the administrator of a website receives a notification 
that there is a suspect medical product in the market, a policy can be immediately 
implemented to deny procurement of this medical product by users. 

The adoption of a policy management approach can be used to mitigate the 
challenges presented in section 3 in the following ways: 

1. Fake feedbacks in the review mechanism. In this threat to the reputation 
mechanism of the social networks, fake feedbacks are generated to alter the review 
rate of a specific product or evaluation of a cure. This threat can be mitigated 
through the definition of policies, which can be triggered to analyze patterns or 
anomalies in the provided feedback. Two examples are identified: in the first 
example, specific patterns or commonalities can be identified and analyzed like 
similar feedbacks or feedbacks originating from users with the same IP address or 
the same location. In the second example, when an entity is applying for a new 
feedback review, the policy can request a "similarity" check on all the existing 
feedback/reviews against the opinion of the experts. Note that the policy 
management approach can also be applied in the authentication/authorization phase 
to detect the generation of a large number of pseudonyms. While some information 
can be faked (name, surname), a check can be done against the originating IP 
address or the provided physical address to detect anomalies. This check can be 
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implemented in the policy itself. In this way, we can prevent the generation of a 
large number of pseudonyms.  

2. Reputation frameworks based on reviews where the identity is not strongly 
enforced. In this threat, entities can provide contributions but there is no link to the 
identity of the entity or its role. In the proposed framework, this threat is mitigated 
by the authentication and authorization mechanism, where the entity’s identity and 
role are recorded and used in the policy management framework. In addition, 
policies can be used to highlight the content provided by the entities and their level 
of reputation in the social networks. This will give an immediate indication to the 
user of the social networks on how much the contribution can be trusted. 

3. Evaluation of the trust of the presented content. The policy framework can 
implement additional checks on the validity of the information provided. To 
achieve a substantial level of trust, the provided content must be supported by 
scientific studies. The policies can implement a check on the presence of scientific 
studies on a specific medical cure or the results from scientific trials on a medicine. 

4. Natural language barriers of users. The policy framework can define a policy 
agnostic to the natural language to support interoperability within a domain in a 
cross border environment. 
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Fig. 2. Policy Framework for a Social networking site 

The overall elements of the proposed framework are shown in Figure 2. The PEP 
components must be implemented and deployed in the main servers of the social 
networking site, while the policy engine/PDP function can be implemented and 
hosted in a specific server, which has access to various sources of information in the 
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system, including the database of the social networking site, the policy database and 
the context database. The Authentication/Authorization server takes care of 
authenticating the user and matches their identity to a predefined organizational role. 
As described before, the policies can also be used to mitigate security threats and to 
notify the system administrators. 

7 Conclusions 

The evolution of the Web services and applications can support new ways of 
knowledge production, where both experts and lay people can participate as peers. 
One example of this evolution is the social network, which can support the 
collaboration in the knowledge processes, which has been at the core of the most 
traditional scientific community ethics –namely the so-called “ethos” of science. An 
essential element for an effective knowledge production is trust among the entities, 
which collaborate through the social networks. 

The idea that valid knowledge and ethical behavior should generate each other in 
the scientific community, as traditionally portrayed in sociology of science, has re-
emerged in relation to the specific features of peer-production of knowledge made 
possible by the web and ICT. However, here reliability of both knowledge and human 
behaviour require that trust is constantly renewed through a continuous process 
involving technical and non-technical criteria. In other terms, the knowledge process 
should encompass also the knowledge and commitment towards the adoption of 
shared reliable policy agreements and mechanisms. Support for trusted collaboration 
can be quite challenging both at an organization and technical level and this paper has 
highlighted some of the most significant challenges in this area. It remains difficult to 
build successful business cases and to support in a consistent way the reputation 
framework. 

Future developments will explore more in detail how more advanced forms of the 
policy management framework, such as presented in [23], can support more effective 
knowledge production and trusted collaboration in social networks. 
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Abstract. Serious gaming based on Virtual Reality is a promising means for 
training of aggression de-escalation skills. By enabling trainees to interact with 
aggressive virtual characters that respond in a realistic manner to different 
communicative approaches, they can learn to apply the appropriate approach at 
the right time. To facilitate the development of such a training system, this 
paper presents a computational model of interpersonal aggression. The model 
consists of two sub-models, namely an ‘aggressor model’ and a ‘de-escalator 
model’. In the long term, the former can be used to generate the behaviour of 
the virtual characters, whereas the latter can be used to analyse the behaviour of 
the trainee. The functioning of the model is illustrated by a number of 
simulation runs for characteristic circumstances. 

Keywords: virtual training, aggression de-escalation, cognitive modelling. 

1 Introduction 

Aggressive behaviour against employees in the public sector, such as police officers, 
tram conductors, and ambulance personnel, is an ongoing concern worldwide. 
According to a recent study in the Netherlands, around 60% of the employees in the 
public sector have been confronted with such behaviour in the last 12 months [1]. 
Being confronted with (verbal) aggression has been closely associated with 
psychological distress, which in turn has a negative impact on work performance [12]. 
Responses to aggression range from emotions like anger and humiliation through 
intent to leave the profession, and verbal aggression by customers may even impair 
employees’ recognition and working memory [17]. In case of severe incidents, emplo-
yees may even develop symptoms indicating post-traumatic stress syndrome [5]. 

To deal with aggression, a variety of techniques are available that may prevent 
escalation [2, 16]. These include (verbal and non-verbal) communication skills, 
conflict resolution strategies, and emotion regulation techniques. The current paper is 
part of a project that aims to develop a serious game [18] for aggression de-escalation 
training, based on Virtual Reality. VR-based training has proven to be a cost-effective 
alternative for real world training in a variety of domains, including military missions 
[11], surgery [8] and negotiation [13]. 
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In the training environment envisioned in the current project, a trainee will be 
placed in a virtual scenario in which aggression plays a role (e.g., dealing with a 
domestic violence case), with the goal of handling it as adequately as possible. The 
emphasis is on dyadic (i.e., one-on-one) interactions. The trainee can observe the 
events that happen in the scenario (e.g., a virtual character starts offending her), and 
has to respond to this by selecting the most appropriate action from a multiple choice 
menu. During the task, she is ‘monitored’ by a software system that observes her 
behaviour, analyses this, and provides personalised support [9]. 

To realise an effective training system, it is crucial to understand the dynamics of 
the processes related to interpersonal aggression. More specifically, when focussing 
on dyadic interactions, knowledge is required about how aggression builds up in 
person A (the aggressor), and what person B (the de-escalator) can do to make it go 
down again. In the current paper, such knowledge is formalised in terms of a dynamic 
computational model of interpersonal aggression. Basically, this model consists of 
two separate sub-models, one for the aggressor and one for the de-escalator.  

The remainder of this paper is structured as follows. In Section 2, a brief overview 
is provided on the literature on aggression and de-escalation of aggression. Based on 
this literature, the computational model of interpersonal aggression is presented in 
Section 3. Next, Section 4 describes a number of illustrative simulation runs that were 
produced on the basis of the model, and Section 5 is a conclusion. 

2 Aggression and Aggression De-escalation 

In this section, first an overview is presented on the relevant literature on aggression. 
This is followed by a description of a generic protocol for aggression de-escalation, 
and a more detailed description of some de-escalation approaches. 

2.1 Aggression 

According to a report by the Dutch Ministry of the Interior and Kingdom Relations, 
one of the main aspects to take into account when dealing with aggression is its 
nature (see [16], p.13). The psychological literature distinguishes two important 
theories regarding the nature of aggression. First, the frustration-aggression 
hypothesis [4] tells us that aggression flows forth from a person's goals being 
frustrated. Such a person is likely to be angry with respect to whatever stopped him 
from achieving his goal. By the carry-over effect, the anger can be transferred to new 
situations as well [3]. The second important theory is the social learning theory which 
states that aggressive behaviour is learned through positive reinforcement. The 
essence of this theory is that if a person has used aggression to achieve a goal in the 
past, and if this behaviour was successful, then by operant conditioning (s)he will be 
likely to follow the same behavioural pattern in the future. 

Under the frustration-aggression hypothesis, aggression is of a reactive nature, 
meaning that it is an angry reaction to a negative event that frustrates a person’s 
desires. In the social learning theory, aggression can be considered to be of a 
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proactive nature, since the aggression is not a response to a negative event, but is used 
instrumentally to achieve a goal. One of the primary means of differentiating between 
reactive and proactive aggression seems to be the respective presence or absence of 
anger [15]. Based on observations in animals, it has been proposed that reactive 
aggression is hot-blooded, and that proactive aggression is cold-blooded. In the 
former a lot of physiological arousal is visible, whereas this is not the case in the latter 
[7]. Although this physiological distinction seems strongly rooted in our culture, for 
example when we talk about a violent act being committed ‘in cold blood’ versus ‘in 
the heat of passion’, direct evidence for it in humans remains relatively sparse. As an 
example, in an empirical study on children from 6-11 years old, reactive aggression 
was found to correlate with both skin conductance reactivity and non-verbal signs of 
anger [10].  

Anderson [2] interprets the anger in the frustration-aggression hypothesis as 
suggested by Lazarus [14], namely as an appraisal of injury to self-esteem that 
accompanies a loss of control over the situation. Verbal aggression then, is an attempt 
to regain control over the situation, and restore self-esteem. Aggressive behaviour 
thus serves the function of relieving the tension caused by the injury to the 
aggressor’s self-esteem. According to this theory, escalation of aggressive behaviour 
into physical violence is caused by a continuous build-up of tension until a person 
loses all self-control. This process can be described as a cycle of escalating 
aggression; see Figure 1, taken from [2]. This paper provides us with a list of 
behavioural cues and warning signs that can typically be observed during the build-up 
of aggression, such as ‘loud speech’, ‘tense posture’, ‘flushed face’, and so on. 
Although these cues and signs will be subject to interpersonal differences, in general 
we should be able to assume that the more apparent they become in a person, the 
higher the tension. From here on out, we will also assume that the non-verbal 
behavioural cues we just mentioned are an expression of physiological arousal caused 
by anger, which in turn provides us with a way of distinguishing between reactive and 
proactive aggression. 

 

Fig. 1. Five phases in the cycle of aggression (taken and formatted from [2]) 

2.2 Aggression De-escalation 

It is common for employees who are likely to be subjected to aggression to receive 
some form of training on how to manage these situations. Such training involves the 
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use of protocols that describe the decision making process for de-escalation. One such 
protocol is the 'exemplar protocol for aggression management' (Figure 2), used for 
training of people employed in the Dutch public services [16].  

 

Fig. 2. Exemplar protocol for aggression management (translated and formatted from [16]) 

The model starts with an incident of aggression occurring. Such an incident 
invokes a certain amount of stress in an employee, i.e. an emotional state, following 
the naturally occurring fight-or-flight response. This response prepares the person to 
either flee or fight, both of which can be considered undesirable when dealing with 
mere aggression. Instead, what is required from employees is a professional reaction; 
they should recognize their own stress response and regulate it, for example by means 
of breathing techniques or controlling their thoughts. In the ensuing state of self-
control, employees should be able to evaluate the situation on its relevant properties, 
most importantly on the nature of the aggression (reactive or proactive)1 and the 
aggressor's level of tension. Both have been explained in the previous section. 

Having evaluated the situation, there are three principal decisions employees can 
make. First, when it is not too severe, employees can choose to simply ignore it and 
let it slide. Second, if de-escalation is considered to be promising, it should be 
pursued. Third, if de-escalation seems impossible, employees should call for support 
from colleagues or the police. In case of letting things slide or calling for support, the 
interaction between employee and aggressor ends. In the next section, this decision 
making process is elaborated on in more detail. 

2.3 Aggression De-escalation Approaches 

In a model for aggression de-escalation used by the Dutch police [20], four 
approaches are distinguished, which depend on an evaluation of the state of the 
aggressor (see also [16]). First, in case a person is in danger of losing control, 
supportive behaviour from the officer is required, for example by ignoring the 
conflict-seeking behaviour, making contact with the aggressor and actively listening 
to what he has to say (see [2] for two lists of verbal and non-verbal do's and don'ts). 
Second, in case the person is actually losing control, a more directive approach is 
called for. In this case employees are to show the aggressor that there is a limit to how 
far he can pursue his behaviour, and point out its consequences. Third, in case the 

                                                           
1 Discussions with domain experts in public transport confirmed that the ability to distinguish 

between reactive and proactive aggression is a key element in their training program. 
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aggressor is actually losing control to the extent that he becomes violent, employees 
have to guarantee their own safety, judging for themselves whether to abandon the 
conversation, leave, or call for support. And fourth, in case the aggressor starts to 
relax, it becomes possible for employees to do the same thing. They should now 
attempt to regain contact with the aggressor and re-evaluate the situation. When we 
relate these four approaches to the cycle of aggression (Figure 1), they seem to match 
with phase two to five of the cycle. However, it is important to realise that the 
influence of the de-escalator is not depicted in Figure 1. In other words, the figure 
shows the ‘natural’ development of aggression in case no intervention takes place; if 
instead the de-escalator uses one of the approaches mentioned above, other transitions 
are possible than the ones shown in Figure 1, (e.g., back from phase three to two). The 
four approaches mentioned above are of particular interest when dealing with reactive 
aggression. In [10] it is suggested that interventions aimed at reactive aggression 
should focus on hostile attribution biases. People with such a bias are more likely to 
perceive others as threatening. Hence, in such a case the supportive approach, in 
which the employee makes an attempt to understand the aggressor, may be beneficial. 
Instead, interventions aimed at proactive aggression should focus on an alteration of 
the contingencies associated with the aggression (e.g., by making the aggressor aware 
of what will happen if he continues to behave aggressively). This can be considered as 
an instance of the directive approach to phase three. Hence, when dealing with 
proactive aggression, it might be better to skip the supportive approach altogether and 
directly move to the directive approach. This distinction between the approaches 
recommended in case of reactive versus proactive aggression is an important feature 
of the model presented in the next section. 

3 Computational Model 

This section provides a description of the computational model of interpersonal 
aggression. First, in Section 3.1, a global overview is presented of the model and the 
modelling approach that was used. Next, Section 3.2 and 3.3 briefly describe the 
models of the aggressor and the de-escalator, respectively. Because of space 
limitations, the main part of this description is given on an abstract level. A complete 
description of the model is provided in [19]. 

3.1 Global Overview 

The following model is meant to simulate the interaction between an aggressive 
person (the aggressor) and a person that attempts to calm the aggressive person down 
by means of de-escalation (the de-escalator). Both are modelled as individual agents 
that together form a multi-agent system (see Figure 3). 
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Fig. 3. Global overview of the interaction between de-escalator and aggressor 

As for the communication between the two agents, we will distinguish between 
non-verbal and verbal communication and behaviour, globally corresponding to the 
verbal and non-verbal cues, and to the various approaches that can be taken towards 
aggression that we identified in Section 2. This behaviour is performed and observed 
by both agents. We will consider verbal behaviour to be what a person is saying and 
how this is being said, and non-verbal behaviour to be all other observable cues, such 
as pacing around or making erratic gestures. 

To formalise the model, the LEADSTO language is used as a basis [6]. This 
language is based on the assumption that dynamics can be described as an evolution 
of states over time. The notion of state as used here is characterised on the basis of an 
ontology defining a set of physical and/or mental state properties that do or do not 
hold at a certain point in time. To formalise state properties, an ontology is specified 
in a (many-sorted) first order logical format as a finite set of sorts, constants within 
these sorts, and relations and functions over these sorts. State properties are 
formalised by n-ary predicates over an ontology, such as performs(aggressor, 

action(physical_violence)) or has_value(emotional_state, 0.8)). Next, dynamic relations can 
be expressed with the ‘leads to’ operator →→. More specifically, the expression A →→ 
B indicates that if state property A holds at time point t, then state property B will 
hold at time point t+Δt.  

In the model presented below, most state properties refer to a concept that has a 
numerical value (e.g., the emotional state mentioned above). In such cases, the 
respective influence of state property A on state property B is represented as follows: 

B(t+∆t) = B(t) + ηB(A(t)∗ωAB − B(t)) 

Here, ωAB is a connection strength indicating how much the activation of state A 
influences the activation of state B, and ηB is an update speed parameter used to give 
the updating of state B a gradual nature. 

Similarly, it is also possible to have multiple state properties influence one state 
property. For example, the influence of states A1 and A2 on state B is denoted by: 

B(t+∆t) = B(t) + ηB(A1(t)∗ωA1B + A2(t)∗ωA2B − B(t)) 

3.2 The Aggressor 

A graphical representation of the aggressor model is provided in Figure 4. In this 
figure, state properties are depicted by circles and dynamic properties by arrows. The 
circles on the left denote observations of the agent, the circles on the right 
(communicative) actions, and the remaining circles internal states. Most of these 
states are formally represented as a real number between 0 and 1. 
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As can be seen from the figure, a central role in the aggressor’s behaviour is played 
by the two internal states. The emotional state is a concept introduced to simulate the 
level of tension experienced by the reactive aggressor via a real number (where 0 
represents no tension and 1 maximal tension). This state is assumed to reflect the 
phase of the cycle of aggression in which the aggressor resides. In a similar fashion, 
the belief about benefit is a concept introduced to simulate the proactive aggressor’s 
tendency to show aggressive behaviour. However, since proactive aggression is 
referred to as more ‘cold-blooded’ (see Section 2.1) than reactive aggression, we here 
use the more neutral term ‘belief’. Basically, this concept can be thought of as the 
agent’s expectation about the benefit of pursuing aggressive behaviour, and its 
dynamics could be described by a ‘cycle of believed benefit’2. To highlight the fact 
that the emotional state mainly plays a role in the reactive aggressor and the belief 
about benefit in the proactive aggressor, different colours are used in Figure 4: the red 
arrows are only used for the reactive, and the blue arrows for the proactive aggressor 
(and the black ones for both). 

 

 

Fig. 4. Overview of the aggressor model 

Regarding the dynamics of both internal states, for both of them holds that they are 
influenced by the observed (verbal and non-verbal) behaviour of the de-escalator. 
More specifically, the observed non-verbal behaviour (e.g., the extent to which the 
de-escalator has a flushed face, again represented in the domain [0,1]) has a direct 
(linear) impact on both states. Instead, the observed verbal behaviour is represented as 
a qualitative concept that has one of the following values: [letting_go, supportive, 
directive, call_for_support] (see the approaches discussed in Section 2.3). Depending on 
whether or not the observed approach matches the phase in which the aggressor 
resides (in the cycle of aggression or the cycle of believed benefit), the value of the 
relevant internal state will either increase or decrease.  

 

                                                           
2 However, this cycle has only three phases, since the phase in which a supportive approach is 

effective (i.e., phase 2 of the cycle of aggression) does not exist. Hence, this phase is skipped 
for this cycle. 
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As an example, assume that a proactive aggressor who resides in phase 2 of the 
‘cycle of believed benefit’ is confronted with a directive approach. Since this is the 
correct approach for this phase, the value of the believed benefit will decrease. This 
effect is represented by the following LEADSTO rule (where θ2a and θ2b are 
thresholds to define the lower and upper bound of phase 2, and η and ω play the role 
as explained in Section 3.1): 

 

Due to space restrictions, we will not provide the complete set of LEADSTO rules 
used for the model (see [19] for this purpose). However, a high-level overview of the 
knowledge used to determine the impact of the approach on the internal states of the 
reactive and proactive aggressor is shown, respectively, in Table 1 and 2. Note that 
phase 3 of the cycle of aggression (and also the corresponding phase 2 in the cycle of 
believed benefit) has been split into two sub-phases, to distinguish a phase in which 
the aggressor can still be reasoned with from a phase in which this becomes futile. 

Table 1. Impact of de-escalator’s approach on emotional state of reactive aggressor 

observed approach phase in cycle  impact on state 

letting go phase 1 up to 3a remains constant 

supportive phase 1 remains constant 

supportive phase 2 decreases 

supportive phase 3a increases 

directive phase 1 up to 2 increases 

directive phase 3a decreases 

call for support phase 1 up to 3a remains constant 

any approach phase 3b up to 4 increases 

Table 2. Impact of de-escalator’s approach on believed benefit of proactive aggressor 

observed approach phase in cycle  impact on state 

any approach phase 1 remains constant 

letting go phase 2a remains constant 

call for support phase 2a remains constant 

supportive phase 2a increases 

directive phase 2a decreases 

any approach phase 2b up to 3 increases 

 
 

Example 1 - From observed directive approach to a decreased belief about benefit 
has_nature(aggressor,  proactive) & 

observed(aggressor, has_value(verbal_behaviour, directive)) & 

observed(aggressor, has_value(non_verbal_behaviour, NVB)) & 

belief(aggressor, has_value(benefit, B)) & 

B >= 2a & B < 2b 

 belief(aggressor, has_value(benefit, B +  * (NVB *  - B))) 
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As shown in the right hand side of Figure 4, the intensities of the emotional state 
and the believed benefit determine on their turn the intensity of the (non-verbal and 
verbal) behaviour of the aggressor, as well as whether the aggressor erupts into 
physical violence. The details of these rules are not shown, but are relatively 
straightforward: the aggressiveness of both the non-verbal and verbal behaviour is 
represented by a real number in the [0,1] domain, of which the value is determined 
based on the relevant states (see Figure 4) by using the generic formula shown in 
Section 3.1. The (binary) decision whether or not to perform physical violence is 
implemented by checking whether the internal state exceeds a certain threshold. 

3.3 The De-escalator 

A graphical representation of the de-escalator model is provided in Figure 5. The 
input and output state of the de-escalator are similar to those of the aggressor, 
however the internal states are rather different. Roughly, the dynamics of the de-
escalator’s internal processes can be split into three sub-processes. First, as shown in 
the lower part of the figure, the emotional state of the de-escalator is updated based on 
the observed (verbal and non-verbal) behaviour of the aggressor, and has in turn an 
impact on her own non-verbal behaviour.  

 

Fig. 5. Overview of the de-escalator model 

Table 3. Knowledge used by the de-escalator to evaluate the nature of aggression 

observed verbal behaviour observed non-verbal behaviour nature of aggression 

non-aggressive any intensity non-aggressive 

aggressive low intensity proactive 

aggressive high intensity reactive 

 
Next, as shown in the upper left part of Figure 5, there is a sub-process related to 

the evaluation of (both the nature and the intensity of) the aggressor’s emotional state. 
This process corresponds to the ‘situation evaluation’ task shown in Figure 2. More 
specifically, evaluating the nature of the aggression boils down to deciding whether 
we are dealing with reactive or proactive aggression (or no aggression); this is done 
on the basis of the knowledge shown in Table 3. Evaluating the intensity of the 
aggression comes down to deciding in which phase of the cycle the aggressor resides. 
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Finally, as shown in the upper right part of Figure 5, the evaluation of the 
aggressor’s emotional state serves as input for a decision about which approach to 
select. For this, the knowledge described informally in Section 2.3 is used, of which 
Table 4 gives a systematic overview. The ‘belief about possibilities’ serves as an extra 
condition that needs to be fulfilled before the de-escalator actually executes a selected 
approach. The possible values of this belief (and of the actual verbal behaviour that is 
performed) are again the following: [letting_go, supportive, directive, call_for_support]. 

4 Simulations 

To study the behaviour of the model, a number of simulation runs under different 
parameter settings have been generated using the LEADSTO software [6]. These 
simulations have been chosen such that they cover the spectrum of possible scenarios 
that can be encountered. More specifically, they comprise scenarios in which 
successful de-escalation takes place and scenarios in which the situation escalates, 
both for reactive and proactive types of aggressors. The latter set of simulations 
includes cases of escalation that are caused due to different types of mistakes by the 
de-escalator, such as a failure to remain calm, to judge the nature or intensity of the 
aggression, and to correctly apply the protocol. The entire set of simulations is 
included in [19]. Because of the limited space, we restrict ourselves in this section to 
showing one illustrative simulation run. The scenario discussed here involves a case 
where the de-escalator is successful in calming down a reactive aggressor that resides 
in phase 3 of the cycle of aggression. Figure 6 shows the dynamics of the simulation 
run. Here, the horizontal axis represents time and the vertical axis represents the 
various state properties that are true during the scenario. The upper graph displays a 
state property with a numerical value (namely the aggressor’s emotional state) and the 
lower graph shows a number of states of a qualitative nature. 

Table 4. Knowledge used by the de-escalator to decide upon which approach to use 

aggressor's nature phase in cycle selected approach 

non-aggressive any phase letting go 

reactive phase 1 letting go 

proactive phase 1 letting go 

reactive phase 2 supportive 

proactive phase 2a directive 

reactive phase 3a directive 

reactive phase 3b or higher call for support 

proactive phase 2b or higher call for support 
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Fig. 6. Example simulation - scenario with successful aggression de-escalation 

As shown in the graph, almost immediately the de-escalator (correctly) concludes 
that she is dealing with a reactive aggressor (time point 10). In addition, she judges 
the aggressor’s level of tension as rather high, and as a result she decides to take a 
directive approach (time point 12-28). This causes the aggressor to calm down a bit, 
such that the de-escalator can now switch to a supportive approach (time point 28-60). 
Since this is again the ‘correct’ approach, the aggressor calms down even further, and 
eventually the situation is resolved. Although this is only one example, it clearly 
illustrates the dynamics of the interaction between the approach taken by the de-
escalator and the nature and intensity of the other person’s aggression. 

5 Conclusion 

Aggressive behaviour against public service workers is an ongoing concern 
worldwide. To improve professionals’ de-escalation skills in encounters with 
aggressive individuals, Virtual Reality-based training is a promising means. By 
enabling trainees to interact with aggressive virtual characters that respond in a 
realistic manner to different communicative approaches, they can learn to apply the 
appropriate approach at the right time. In this paper, a computational model of 
interpersonal aggression was presented, which will be used as a first step in the 
development of a VR-based training system.  

The model consists of two separate sub-models, namely an ‘aggressor model’ and 
a ‘de-escalator model’. The aggressor model makes a distinction between reactive 
aggression (i.e., a response to a negative event that frustrates the person’s goals) and 
proactive aggression (i.e., an instrumental type of aggression used to achieve a certain 
goal) [7, 15]. In addition, the dynamics of aggression are modelled as a cyclic process 
that passes through five consecutive phases [2]. The de-escalator model is based on a 
standard protocol used for training of employees in public services in the Netherlands 
[16]. This model prescribes appropriate reactions for a variety of circumstances, 
which can be related to the phases mentioned above. The functioning of the combined 
model was illustrated by a number of simulation runs for characteristic circumstances. 
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In follow-up research, a more extensive evaluation of the model is planned. While 
doing that, we will also explore the possibilities of the model to reproduce different 
emotion regulation strategies, as well as cognitive biases. Another interesting 
extension might be to include the role of context and environmental stimuli. 

On the longer term, the results of this study are useful because the implemented 
models can be incorporated in the VR-based training system that is currently under 
development. In particular, the aggressor model will be used to control the behaviour 
of the ‘aggressive virtual agents’ that are displayed in the scenarios, whereas the de-
escalator model will be used by the training system as a prescriptive model for 
adequate de-escalation. By comparing the behaviour of this de-escalator model with 
the actions performed by the trainee, the system will be able to make a detailed 
analysis of her performance, allowing it to provide personalised feedback in case of 
mistakes. Indeed, after further evaluation, both models will be integrated into our 
system, thus providing a more theoretical foundation to VR-based training of 
aggression de-escalation.  
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Abstract. “Mosca” was an art project developed by art students, on a context 
of formal education, the project was designed in a collaborative learning mode. 
Throughout the presentation of this project one will reflect, on an empirical 
basis, as an actor and observer, upon the working platforms and the dimensions 
which were experienced in a very active and intuitive way: the physical and the 
virtual dimensions, used in order to create a physical event. 

Keywords: art education, collaborative learning, virtual dimension, social 
media, project design. 

1 Introduction 

“MOSCA”, the art project that will be presented in a very brief way was at first 
developed in a formal education context, with art students.  

Together students had to conceive, plan, produce, set and promote their art 
exhibition, in a physical space, within the local community.  

Along the development of the project due to some constrains, such as time, 
integration and cooperation, virtual platforms and virtual tools came to be suggested 
and utilized being part and playing an important role in this collaborative learning 
process.  

The use of those platforms was very intuitive by the whole group, one will identify 
the tools and how the use of these tools contributed to the design of the project and 
bowed the project into a much more interactive and dynamic learning experience to 
the group, improving by consequence the outcomes. 

As a teacher who adopts collaborative learning as a method, it is a constant to 
ponder upon practices, learning processes and outcomes. As Walker [1], I can identify 
the dimension of the teacher within this method as “a facilitator and mentor”: (…) A 
teacher's role... is to respond quickly to questions, to coach individual groups, to 
identify common difficulties, and to suggest new approaches.” Consequently one can 
draw a line of thought according to Dillenbourg [2] and try “(…) to understand the 
role which (…) variables play in the mediating interaction”. As a teacher, to 
understand these variables can lead to the improvement of skills in a mediating 
process, which can reflect on the quality of learning processes. 



 Mosca 389 

Now that this project terminated, it seems to be important to reflect on how 
physical and virtual dimensions intertwine, as variables and can become a plus for art 
students learning processes in order to integrate these dimensions in a more precise 
way, concerning collaborative learning future projects in my practice. 

As it is a very recent project, one can only bring it in an empirical level, sharing the 
experience. 

In a first moment one will build some considerations on collaborative learning, 
followed by context, than: 

• the group will be characterized 
• the project will be presented in a very brief way  
• some of the important stages of the project will be mentioned  
• there will be the identification of the tools which were used  
• how these tools were used by the group  
• finally, ponder upon group results and collaborative learning through the use of 

technology. 

2 Some Considerations on Collaborative Learning 

Doise [3] states “… it is above all through interacting with others, coordinating 
his/her approaches to reality with those of others, that the individual masters new 
approaches”. 

Through collaborative learning each individual brings his/her own experience and 
knowledge to a team, meaning, an individual experience turns into a plural 
experience, transforming the whole team, causing a certain impact, during this 
process of interaction and in the end, this learning experience which is acquired 
evolves to another level of knowledge within each involved participant. According to 
Dillenbourg [2], “individual development allows participation in certain social 
interactions which produce new individual states which in turn, make possible more 
sophisticated social interaction (…)”, in this line of thought one dares to add that 
through this level of “social interaction” social engagement comes hand in hand, 
raising a learning experience inter learners and reinforcing acquired knowledge 
through experience.  

As little as the contribution might be it will enforce any kind of outcome, and the 
whole sphere of involvement: it will affect the producer, the user, the whole learning 
experience. 

Translated in English language, “MOSCA”, the name of the project that was 
chosen by the students, means, “FLY”.  

The fly, was taken as the concept of this gather venture as it was taken as a starting 
point to conceptualize multiple ways and perspectives, just like the insect’s vision: 
multiple.  

Around the same theme/concept, which was open enough to bring their personal 
contributions students produced a body of work, resulting an in an exhibition that 
mirrored their own multiple perspectives on contemporary world. 
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3 The Context, the Working Group and the Project 

The project was developed in a formal education context, within the duration of a 
semester.  

The learning unit in which the project took place, sets very clear objectives, the 
student has to:  

• Identify different kinds of institutions where artists can operate  
• Know the functional structures in the Visual Arts system; acquire a real 

understanding on how those structures operate in order to be able to relate to them, 
envisioning an integrated career in arts, along with his/hers inherent creative 
production.  

• To have contact with institutions which can promote a cultural event 
• To have an opportunity to experience the real implications of the production of an 

exhibition  
• Experience the impact of his/her art works and experience in a real ground basis 

the level of involvement with and within a community. 

In one’s experience, involving students in a collaborative learning platform has its 
advantages: strengths motivation, promotes autonomy, creates the awareness that 
working with peers can be an advantage and quite an enriching and creative process. 
As the level of interaction rises, students also learn about ways to facilitate problem 
solving individually and collectively. 

In former years, in the learning unit’s context, students were invited to organize 
their graduation show and two exhibitions took place, mirroring a collaborative work 
and reflecting the students academic works on the majors of the degree of Visual Arts 
and Multimedia, evidencing the academic context of the event. 

Both exhibitions were characterized by a wide variety of works, involving different 
mediums such as painting, sculpture, video animation, digital painting, and other 
mediums. 

This year, as I accompanied the students, in other learning units, on the two 
previous years, one was familiar with the work of each individual, each student’s 
capability and fragilities, and correspondent level of interaction in the group. 
Relational proximity with the group allowed to take the chance and confer students 
with even more autonomy, opting to challenge them to create their own works in an 
autonomous way, either creating individually or collectively, instead of exhibiting 
academic exercises which would not reveal so much their own personal approaches 
on art. 



 Mosca 391 

 

Fig. 1. The group photo, in the opening night of the exhibition 

The class was quite large, composed by 34 students.  
In a collaborative learning and working method, students were invited to develop 

their own exhibition project: conceiving, planning, producing (the works and the 
exhibition), setting and promoting the event – it was a design project which had to be 
very well planned as it involved so many stages and was not facilitated with such a 
large group of participants.  

The first stages of the project’s design happened on a physical dimension, in the 
classroom, as a whole team.  

In the practice of art education, students learn to act as critical individuals and 
learn how to be active on their own educational process, similarly to the collaborative 
learning process; with this project students brought that attitude and learnt as a group. 
As the group started to be active, every week there would be different topics to reflect 
upon, practical matters to manage and major decisions to the project. 

First, we reflected upon the identity of the group, some brainstorming sessions 
occurred to achieve this goal and after followed the search for the motto of the 
exhibition: “MOSCA”.  

The decision where the exhibition would take place, according to the concept, was 
also taken in the classroom, as a whole group.  

After these stages, it was necessary to take in consideration the timings and actions 
such as the budget and activities to fundraise the project, a plan had to be built 
constrained by the length of the semester in order to achieve all the learning 
objectives, according to the formal academic context. 

It was decided that for the fundraising two major events would happen: 

• An art market in the city centre, by the Christmas time. 
• A dinner ceremony, cooked by the group with all the students of the course, 

including alumni. 

4 Combining Dimensions - Combining Communication 

To promote both activities as fundraising and others similar that would follow, such 
as the communication design of the event, the class had to be split in smaller groups.  
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Randomly, the students were free to choose the preferred activity and the peers to 
work with. Though there were split groups for specific tasks, collaborative mode was 
kept and fundamental, all the members worked as a whole.   

In order to achieve all the learning objectives and bring the exhibition as an 
outcome in “useful” time we opted to work with different dimensions of 
communication.  

A parallel path of communication started to be drawn on a virtual dimension, by 
using some platforms that were used every time we would have to make a decision 
but would not be able to be physically present. This form of communication was for 
internal functionality and later was also used for external communication with the 
community. 

 

Fig. 2. Page of the Art Market, promoted through the Facebook 

5 Facebook Branching 

Given the formal education context, as mentioned above, every week we would meet 
in the classroom/studio, on a physical dimension and in a virtual dimension, it was 
proposed the regular use of a social network. We created a working group on 
Facebook it was our main virtual platform to work, though others have came to be 
used.  

During the project: GoogleDrive and YouTube were used, in the end three virtual 
platforms contributed for this project. 
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6 The Results 

1. In a physical dimension: the classroom 

In the classroom, meetings came to be a place to conceptualize, orientate and manage 
practical matters but also were managed interpersonal problems that came not to be so 
evident in the virtual dimension that was in use. Apparently, the group was much 
more emotive when physically present as critics came to happen much more in this 
kind of dimension. Critical thought was more marked. 

In the classroom, our meetings would also be used to share results and make a brief 
of the previous week activities and the activities that would have be developed on the 
week that would come. 

2. At distance, on the virtual dimension, groups: 

─ Have met to organize, produce and promote the event 
─ Have made contacts concerning the production of the event 
─ Have reported results and managed production details 
─ Worked together on the creative process of communication materials 
─ Interacted in the production of communication materials 

It seems that in this dimension there was a higher level of efficiency on problem 
solving, positive feedback was regular between peers and suggestions were well 
embraced with active and autonomous response of the group. 

Shared information was constant in the working group as several students took the 
initiative to share the information about the work of other artists. 

3. After combined dimensions, some results 

In a moment such as a setting of an exhibition, a sense of pressure is quite normal and 
the need to have the ability to deal with last minute resolutions is necessary. In the 
case of a collective exhibition interpersonal matters normally add, due to pressure. By 
the moment of the setting of the exhibition the group revealed a different and better 
quality level concerning problem solving and it seemed to have acquired better 
communication skills. One can associate that working in the two different dimensions 
of communication might have contributed. 

The promotion of the event, which was worked on the virtual dimension, produced 
on Facebook and on Youtube, seems also to have had impact on the local community 
and in the media.  

By means of physical and virtual communication products, the group managed to 
gather around two hundred people in the gallery, in the opening evening, and frequent 
visitors during the rest of period.  

The local media were also very supportive about the project.  
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7 To Conclude 

Within a complex project, which involved several work fronts, the large number of 
involved people became an advantage. One’s opinion is that the design process and 
the use of social media played a essential role. Combining dimensions of 
communication was and can be an advantageous working and learning method, not 
only to produce but also to develop qualities of interaction. 

The “MOSCA” project was possible on a very short term due to high levels of 
engagement of active individuals but also by means of combining physical and virtual 
working platforms, the two platforms were a common ground to each individual of 
the group, this can mean that collaborative work can be quite empowered by the 
interaction of individuals on a physical dimension but on a virtual dimension as well, 
depending on the levels of digital literacy of each work group. 

Individuals analyze and solve problems in a different way depending on 
dimensions, physical or virtual.  

There are also procedural problems that come from the physical or virtual 
dimension.  

The combination between the two dimensions can allow the reduction of physical 
and virtual blanks, this might be considered regarding the quality of interaction or 
concerning problem solving at a more practical level. 

8 To Visualize 

To watch the video of the set up of the exhibition 
The event that was create on Facebook 
The page of the project on Facebook 

The event that was created on Facebook for the Art Market 
To watch how the Art Market happened 
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Abstract. In this paper we are going to describe the architecture of community 
services by mean mobile devices. We opt for a direct communication between 
the mobile users and server information and where users interact directly from 
their mobile devices and the cloud system, by leaving a record of the accused 
and requested data. As result of this improvement in the process, we have a 
platform that saves costs and time management to users of these services in the 
instantiation and regular payments to government claims. 

Keywords: Mobile devices, Cloud, Community Services, Administration, 
Citizens. 

1 Introduction 

In this article we are going to perform some community services where the 
architecture is defined by the mobile devices. The increase in both mobile and tablet 
mobile devices between citizen has been exponential over the past years. The 63.2% 
of mobile users has one of these types of devices. Despite being the most expensive 
and the recession experienced by the country, this rate exceeds the rate of the United 
Kingdom (62.3%), France (51.4%), Italy (51.2%) and Germany (48.4%). [1] 

All these mobile devices have 3G, 4G broadband Internet connection or WiFi, 
where the speed of data transmission is suitable for communication with the offices of 
the city government. The public administration have public information offices and 
records for the entry of the official documentation and communication of official 
bulletins, on the other hand, it has a system for regular payments, in which citizens 
make their payments by mean of bank transfer, obtaining the subsequent receipt or by 
mean a payment of the fee bill for that service. 
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As we can see, there are different parts in the creation of a request’s receipt. First 
citizens must search the standard instance for creating an ordinary paper or fill out a 
pdf. For that we need to complete the instance with the required arguments and the 
necessary documentation. Once the instance is done, the officer proceeds to check in 
order to perform a verification of the information’s correction. After that, they 
proceed to the instance registration at the registry office and to the request delivery to 
the officer, who must solve the instance, and send this resolution to the citizen. 

There is no direct communication between the instance’s solver and citizens so that 
an error in the documentation not controlled makes the process starts again. Once the 
instance is opened, this is closed with this resolution and must be restarted again to 
make every step. Bank transfer or deposit in banks, nowadays makes payments to 
public administration, fees and administrative penalties. 

As we can see now the information system that manages these requests is limited 
to a web page and an email where the instance is processed. There are no payment 
gateways or personalized online citizen services. The realizations of these 
management processes are performed in complex ways and sometimes repeatedly, 
until citizens receive the reply to their bureaucratic paperwork with the state’s 
administration of the local regions. 

We must realize that the administrative process must comply with state law, law of 
the local region, municipalities and counties. All the regulations depend on each other 
and regulations and laws complement the higher laws [3]. A system like this would be 
included in the e-Government for the transparency and the improvement in the 
communication with the citizens. Thus, we allow them to carry several different 
operations out, especially those where multiple agencies are involved, without the 
need for contacting each of them [4]. A single access point reinforces citizen 
participation in democratic processes because the citizens can easily use 
administrative procedures and the most convenient way to express their needs to 
public servers. [5] 

3 Objective 

Our main goal in this research is approaching a way that enables a system like this to 
streamline its operations, both for making payments to the administration and for the 
creation of instances in the process. Since the instance or the administrative process is 
opened until it ends, considering that the arguments to this fact are included within the 
process. 

Reception and agility of information is done by making the data process be 
validated by an expert or whoever has to solve the instance and calling for 
applications in real time or within a short period. It is not the same making a medical 
demand that making a request for information. This categorization of instances is 
performed by the administration itself. Therefore officials treat instances and 
applications in one way or another depending of specific criteria. This fact is well 
accepted always that it speeds up the process [8][9]. 
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As we can see above in the diagram, we can also find the layers of an operating 
system of these features [13]. We can meet below a description of them: 

• Legal Layer: In this layer, instances are constructed from legal formalities. In the 
construction of instances by departments we obtain a normalized instance, which is 
also listed for various agencies. This layer must have a cataloguing system that 
allows users to find the instance. This layer contains also legal regulations in order 
to allow the worker to build the instance according to current regulations. 

• Secure Layer: In this layer the mapping between the user device and the end user 
is done. In this way we get a safe access, users will only have access from devices 
discharged by the system, thus we increase the security. There are two ways to do 
this: the citizen goes to the city centre for the first time and discharge his mobile 
application or by accessing the electronic ID card and thus authenticate the user on 
the device. 

• Process: This layer is where the build process instance and its verification is 
done, this request is received by the employee of the department, who receives 
the instance, and once started the process, the communication procedure 
between the citizen and the worker is established in order to include 
documentation and data necessary to complete the instance. This is currently 
done by instances and resolutions. At this point we make the full resolution in 
an administrative procedure in order to expedite the process and reduce 
inconveniences to citizens. 

• Historical: Once the instanced is resolved, this instance is stored in a repository 
so that the system's stakeholders can have access to it, in this section we have to 
remember that we must store all the contents and also the different laws which 
the formation of the instance and its resolution are based, because the legislative 
layer must remain updated and instances once are completed are not retroactive. 

• Payment Layer: This layer is where the payment of taxes is made in the 
administrative procedures. The payment is stored in the historical order to allow 
the user’s processes the request and receipt of payment in the proper department. It 
is usual that the payment rate be associated to an official document that starts an 
instance without further complexity. 

The figure below shows the system logical structure by using FOBT [7]: 
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Fig. 3. Logical design 

As we can see in this logical design, we establish the different parts of the system 
in the cloud and the performance. The logical process is developed in the cloud even 
during the interaction with users; in this way we can increase the safety and speed in 
the development of the instances.  

These objects in the cloud are shared in memory spaces allocated to both users and 
can perform jumps between processes with no time for the user. We must remember 
that the transaction time is minimal, but bandwidth is limited to a server of these 
characteristics due to that the number of users connected simultaneously is 
elevated. By placing all the business logic in the cloud, the design differs from what 
we are used to, for example, for each transaction or process’s change, the validation is 
performed by login in order to record all the user steps in the database. Further, we 
can use external systems to the cloud, where modifications are done by another 
department and employ a service bus for both to communicate the cloud with outside 
and to allow receiving data from other applications, through the buses where we 
control the bandwidth and security. 

6 Study Case 

This study case reports the receiving instances in the secretary of the education 
department as we can see at the following screenshot: 
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Table 1. (continued) 
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the unique existence of the instance is fully guaranteed for privacy and it won’t have 
problems with the country´s legislation, because the data is stored in a secure system 
without the possibility of modifying the set of data instances or request sent. We have 
previously named the PayPal option. In this case we have determined that the worker 
performs the request for the payment of the application after their revision, thus we 
reduce the citizen’s costs. 

7 Conclusions 

This is a paper that begins a new research line integrating the e-democracy. We 
understand that the administration must allow to the citizens the quick send of 
instances and to reduce the time necessary to their request even when these are wrong 
and must be solved. A system of these characteristics creates many questions and 
others that all of you are going to ask during the presentation. Therefore we need a 
system that answers this question: Is it possible to certify a Cloud system in which the 
system is included into the administrative procedure? 

We have asked to judges and state lawyer and in both cases their answer has been 
easy, the content can be modified and falsified. Facing this fact we have made this 
thought: if I were able to treat, inside of the own Cloud system, the instances like non 
modifiable objects, in other words, to make a copy of them in a system non accessible 
from outside and that it were possible to make a copy from inside of the Cloud 
(Everyone knows about RAID systems in the hard disks). This makes us to think 
about another difficult question to solve, but it is possible that in the future it will be 
solved from the operating system. The theme is that the operating systems oriented to 
e-democracy systems give to citizens a safe space for storage with intern copy, 
allowing the access to one of the system’s layers and the realization of a copy of that 
memory space to other system updated and encrypted with biometrical data. 

The technologic evolution will come but before we need to make aware to the 
administration that an elevated investment would save costs and would improve the 
efficiency of the own administration. The set formed by the citizen, a virtual space 
with biometric encryption, a section of hard disk inviolable where the processes with 
the administration can be stored and sensible information can be saved, all of these 
form the e-AdministrativeHD, a meeting point to access to citizen’s data. 
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Abstract. Social media – with its collaborative and interactive functionalities – 
is an ideal platform for collaboration. Several teams were asked to create 
material using a content management system. Log records were analyzed to 
measure group and individual participation. Direct and indirect measures of 
involvement are used as predictor variables. A model is proposed that uses 
system-tracked data to forecast team performance.   

Keywords: collaboration, collaborative computing, team performance. 

1 Introduction 

Educators and researchers have been experimenting with social media technologies 
(e.g. blogs, wikis) for collaborative learning. Social media stimulates knowledge 
construction by emphasizing collaboration and interaction. Active learning is 
accomplished through dialogue and connections within online communities, 
information is exchanged and content is collaboratively created [3].  

An advantage of using social media tools in a team oriented educational 
environment is that these tools record logs of individual team member involvement. 
Educators usually rely on peer- or self-reports of team members’ participation. The 
logged data can be used to establish the degree of team participation. This note is a 
first step into investigating the relationship between team participation and team 
performance in an online learning setting.  

1.1 Collaboration and Teams 

A team is a group of people with complementary skills that are committed to a 
common goal, performance objectives and a process that holds them mutually 
responsible [6]. Team members need to understand the skills required to create 
effective and synergistic results. Attributes of successful teams include outcome 
interdependence and participation [10,6].  

Outcome interdependence involves the encouragement of all team members to 
contribute. Personal benefits depend on successful goal achievement by the rest of the 
team members. Interdependence leads individuals to share responsibilities and 
increases collaborative social interaction [12]. A synergistic environment is created 
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when – through collaboration – individuals achieve goals at a superior level. Research 
on student groups in an international business degree program found that 
interdependence predicts team learning behavior [11].  

Effective team participation entails equitable sharing of information and workload 
that promotes the exchange and integration of information. Studies have shown that 
participation fosters learning by acquiring, sharing and constructing knowledge [4,7]. 
Teams with unequal participation or teams with instances of social loafing / free 
riding produce lower quality results and poor satisfaction [8]. Fair workload 
distribution is positively related with performance and satisfaction [10]. 

It is hypothesized that effective team participation will contribute to higher team 
performance. Students will value outcome interdependence. 

1.2 Background 

The study was performed as part of a graduate business course assignment. Teams of 
students were assigned to collaboratively author blogs related to class material.  

2 Study 

2.1 Method  

Using regression analysis, the study evaluates the contribution of team participation to 
the prediction of team performance. Performance is measured by the grade each blog 
entry received. Team participation is represented by direct and indirect measures. The 
number of edits made in a blog and participation rates are considered direct measures. 
A participation rate indicates the proportion of team members that worked on each 
specific blog. Indirect measures for team participation are the number of views and 
comments made by team members in their blogs. The model proposed is represented 
in Table 1. 

Table 1. Model for Team Performance 

Model  TP = α + β1PRi + β2Ei + β3Ci + β4Vi + ε i  

Dependent 
Variable 

TP: Team Performance 

Independent 
Variable 

Direct 
Measures 

PR: Participation Rate 
E: Number of Edits 

Indirect 
Measures 

C: Number of Comments 
V: Number of Views 

2.2 Participants  

The sample for this study consisted of 21 students enrolled at the final year of a MBA 
program. There were 10 females and 11 males. The average age was 31, with a 
standard deviation of 4.9 years. Sixteen students worked full time and all possess an 
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undergraduate degree. Group size ranged from 3 to 5 students. There were a total of 5 
groups. Students stayed in the same group throughout the course.  

2.3 Materials 

The instructor created team blogs in a content management system using the 
WordPress platform (http://wordpress.com). This system allows collaborative 
authoring and recognizes three types of roles: (i) An Editor can publish, edit, and 
delete any posts, moderate comments, upload files/images and manage categories, 
tags, and links, (ii) An Author can edit, publish and delete their posts, as well as 
upload files/images, (iii) A Contributor can edit their posts but cannot publish them. 
All team members were assigned Author roles and one member in each team was 
designated Editor.  

2.4 Procedure 

Teams published a weekly blog during an eight-week period. Entries were concise 
essays of a topic of interest covered in class. To promote creative and associational 
thinking, each entry had to include three references to relevant articles or websites. 
Requirements specified word count, type of reference (one academic and two non-
academic) and proper use of APA style [1]. All members were expected to contribute.  

Before deadline, the instructor would comment on the blog providing feedback 
regarding requirements. Each entry was graded. Students were allowed to comment 
on their own blogs and enter additional references.  

Towards the end of the course, students filled out a peer evaluation form as part of 
their team project and a survey for extra credit. The survey was used to evaluate 
several social media tools used in the classroom. 

3 Results 

Teams varied in group size. Participation rate is not affected by group size. However, 
the total number of edits, comments and views can be influenced by group size. These 
measures were evaluated as both totals and weights (i.e. total number of edits versus 
number of edits weighted by group size). Both analyses resulted in similar tendencies. 
For ease of comprehension, totals will be reported in this note.  

All team members were expected to participate in the creation of each blog entry. 
However, this was not the case, resulting in different participation rates per blog 
within each team. Figure 1 uses a modified version of a treemap to graphically 
represent how team members contributed to each of the eight blog entries. 
Contribution is defined as the number of edits a team member made. A treemap is 
space-constrained display of data as nested rectangles [9]. Each post is given a 
rectangle (B1, B2, etc.) and is tiled with smaller rectangles representing the individual 
contribution of each team member (P1, P2, Q1, Q2, etc.), individual contributions are 
measured in percentage and add up to 100%.  In Teams P, S and T, all team members 
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participated to a certain degree. In Team Q, team member Q2 did not contribute at all.  
In Team R, team member R3 published almost all posts. These different rates of 
contribution are expected to affect a team’s performance.   

 

 

Fig. 1. Team Member Contribution per Blog Entry per Team 

A multiple regression analysis was used with blog entries as the units of analysis 
(i.e. the grade of an entry is the dependent variable). There were five groups and eight 
entries per group (See Table 2). Two models were compared:  

 Model 1: TP = α + β1PRi + β2Ei + β3Ci + β4Vi + ε i   (1) 

Treemap Visualization 

Blog entries (B1-B8) are represented in the 

X-axis. 

Contribution (in percentage) is represented 

in the Y-axis. 

Colors represent team members. 

Panels represent teams. 
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 Model 2: TP = α + β1PRi + β2Ei + β3Ci +εi  (2) 

 
Model 1 (proposed in Table 1) yielded an R2 of .291. Although, the Number of 

Views was not significant, it slightly increases the model’s explained variance (R2). A 
new model – Model 2 – without this variable was analyzed and resulted in an R2 
equal to .283. Both models were statistically significant. 

Table 2. Regression analysis examining the contribution of team participation on team 
performance (N=40) 

 Model 1 Model 2 

 Strd. Coeff. t-Statistic Strd. Coeff. t-Statistic 

Participation Rate (PR)  .446* 2.62  .431* 2.58 

Number of Edits (E) -.390* -2.34 -.357* -2.27 

Number of Comments (C)  .479** 2.89  .514** 3.33 

Number of Views (V)  .102 .62 - - 

R2 .291 .283 

F-Statistic 3.59* 4.73** 

**, * Statistically significant at the 1% and 5% levels, respectively.   
Model 1 is equivalent to the Model in Table 1.  
Model 2 does not include Number of Views (V). 

 
The two direct measures of team participation – participation rate and number of 

edits – were significant. Participation rate is positively related to team performance 
(See Figure 2(a)). If more team members contribute, the higher their team 
performance. The number of edits is negatively associated with team performance 
(See Figure 2(b)). Blogs that incorporated numerous edits resulted in lower team 
performance.  

The number of comments produced by team members was a significant indirect 
measure of team participation. Although, comments were not part of the grading 
policy, higher performance appears to be positively related to active commentary (See 
Figure 2(c)). The other indirect measure of team participation – the number of views – 
was dropped in Model 2. Number of views is positively – but not statistically 
significant- related to team performance (See Figure 2(d)). 
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Outcome interdependence is evident in the positive relationship between 
participation and performance, as shown in Figure 3. The integration of more 
individual contributions results in blogs with higher grades. Students were intuitively 
aware of this outcome. Peer evaluation data is positively correlated with contribution, 
r(21)= .51, p< .05. Students gave higher ratings to team members with more 
contributions and punished free-riders with lower ratings.  

4 Discussion  

Team members were notified that participation was an integral component of the team 
project and that all individuals were expected to consistently participate. 
Nevertheless, teams showed different participation rates. Log data illustrate the 
presence of social loafing and the lone wolf phenomenon. A lone wolf is an individual 
that has a preference to work alone and dislikes group work. This individual is 
committed to achieve goals without the contributions of the rest of the team [5].  

Although students generally do not endorse social loafing, fear of confrontation 
permits the existence of free-riders. Students mentioned that doing somebody’s 
workload is easier than having an argument that could negatively affect team 
dynamics. In addition, the team usually does not trust the quality of work from a free-
rider. A lone wolf considers the rest of the team to be subpar and prefers to not share 
the workload. The erroneous belief that a team product can be of high performance 
without the contribution of some team members is demonstrated in this study. 
Participation rate helps to predict team performance. Assignments developed by 
teams in which all or almost all team members contributed received higher grades 
than those by teams with poor participation rates.  

An interesting finding relates to the negative relationship between the number of 
edits and team performance. It appears that the more effort teams put into developing 
their blogs, the lower grades these blogs received. This finding is based on 
quantitative data. The logs indicate the number of edits to a blog and not what type of 
edits were involved. A qualitative analysis has not been performed. Edits could have 
been directed towards the form and not the substance of a blog. It is believed that this 
is most likely the case. Teams showed concern towards the aesthetics of the blogs and 
were highly competitive on the type of media (images, slide shares, videos) their 
blogs contained.  

The number of times members commented on their team blogs was considered as 
an indirect measure of team participation. Commentary is interpreted as an indicator 
of an individual’s interest for the team product. Interest for a team product usually 
renders into active participation developing that product. The number of comments 
positively contributes to predict team performance. Blog entries with more comments 
received higher grades than those with fewer to no comments. 

High outcome interdependence involves the encouragement of team members to 
participate. Teams reap from the benefits of their collective knowledge. Social loafing 
and the lone wolf phenomenon suggest that students are marginally aware of the 
benefits of outcome interdependence. However, the relationship between peer 
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evaluation and contribution implies that members internally developed a reward 
system of sorts. Hard working team members received higher ratings than those who 
do not contribute.  

Teams that actively participated in content creation benefited from a richer 
collaboration environment. The quality of their blogs was superior and was reflected 
in their grades. Active participation – in this context – implies greater involvement 
from all team members. It does not equal more work. Blogs with many edits indicate 
team members putting considerable effort into their authoring. However, this effort 
was not focused and resulted in lower quality assignments. 

The resulting model serves to forecast performance and collaboration in a social 
media setting. Team participation rates and interest (as measured by number of 
comments and possibly number of views) positively predict performance. Effort - as 
measured by number of edits – is negatively related to performance. Type of effort 
was not measured. 

4.1 Limitations 

There are several limitations that need to be acknowledged and addressed regarding 
the present study. First, the study analyzes a single course. A replication is scheduled 
to increase the statistical power of these results.  Second, the author was the instructor 
for the course. A social desirability bias could have influenced student survey 
responses. Social desirability is the tendency of individuals to seek approval [2]. In an 
attempt to minimize this bias, the survey was part of a set of surveys administered for 
extra credit towards several courses. Third, the type and quality of effort should be 
included in the model. This data will be incorporated in subsequent analyses.  
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Abstract. The topic Computer Supported Cooperative Work (CSCW) has been 
introduced since almost three decades now. Many tools have been invented to 
support different situations in cooperative work. Example of CSCW tools are 
instant messaging (IM), email, real-time document editor, forum, blog, group 
decision support system, electronic meeting room, voice chat, video conference 
and Real-Time Collaborative Editing (RTCE) tools. A study was conducted to 
investigate the advantages and disadvantages of applying CSCW approach on a 
class of multicultural undergraduate students as they plan their software project 
in virtual environment. Analysis of the gathered data was done focusing 
towards the problems faced during the discussion sessions. Solutions were 
derived based on the problems identified and an RTCE tool was designed 
aiming to assist small scale software project planning process in virtual 
collaborative environment while supporting group awareness for effective 
teamwork. 

Keywords: CSCW, RTCE, Group Awareness. 

1 Introduction 

In 1984, the term Computer Supported Cooperative Work (CSCW) was first coined 
by Irene Greif and Paul Cashman [1]. The term came up to describe their research 
interest in the workshop they organized in Massachusetts, which was focusing on 
supporting work activities using computer systems.  

There are many benefits provided by using the CSCW approach. Teams that are 
spatially dispersed but working on projects where communication is essential need a 
medium to connect their group members. With the use of CSCW tools, the team 
members can attend the discussion sessions at their own space. This reduces or 
eliminates the commute time and cost, as well as leasing or buying cost for a physical 
discussion area. Document storage space and maintenance costs and document 
searching time can also be reduced significantly [2].  

Despite the advantages that CSCW can offer, the effectiveness of virtual teamwork 
highly depends on the CSCW tool used and the team members’ individual behaviours 
that differ mostly affected by their cultures. In a virtual team, it is crucial to have 
good shared understanding among the team members through language [3]. In 
addition, “as team members communicate, they tend to filter information through 
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their cultural ‘lenses’, thereby giving rise to a potentially broad range of 
misinterpretations or distortions” [4]. Miscommunications can be reduced with the 
use of CSCW tools [2, 5]. 

Real-time collaborative editing (RTCE), also known as real-time distributed 
collaborative writing systems (RDCWS) or synchronous collaborative authoring (SCA) 
is an example of a CSCW tool. It is a groupware that allows multiple users to access, 
view, and edit the same computer file synchronously using globally dispersed 
computers. 

Awareness in the CSCW context is defined as “an understanding of the activities of 
others which provides a context of your own activity” [6]. Group awareness refers to the 
knowledge of each other’s state and activity in a collaborative work. Mendoza-Chapa et. 
al [7] defined group awareness as “a mental state of the users generated by their mutual 
interactions and by their interactions within the workspace”.  

Group awareness is crucial for effective virtual collaborative work. It has been 
proven that group awareness helps to simplify communication, improve coordination 
and assist convention in a shared workspace [6, 8-11]. Group awareness ensures 
understanding among group members in their discussion when using the tool [7, 11-
13]. An extensive review on awareness support in distributed software development 
research papers was recently done by Steinmacher et. al [14]. 

2 Research Methodology 

A study was carried out to investigate some of the RTCE tools’ weaknesses using a 
chosen RTCE tool. The participants of the study were 25 undergraduate students 
majoring in Software Engineering. The study was done while they were working on 
their Project Management course assignment that took 30 percent of their final grade 
for the course. The students were given a task to plan a software project virtually and 
submit their project plans as their course assignment. All the study sessions were done 
during their course’s laboratory sessions. The students came from different cultures 
and there were even minorities of different nationalities. Data were collected during 
the study using several data collection methods: recording, observation, surveys, 
document analysis and interviewing. 

The 25 students were divided into five teams of five. They were grouped in the 
best way to achieve equal teams with the highest diversity degree as possible. Each 
team consisted students of both genders, two or more cultures, and with each team 
members’ CGPA average equals to 2.90 ± 0.02. The list below provides the 
individual attributes of the students and the values they take: 

• Gender: female, male 
• Education level: second year Computer Science undergraduate students 
• Study major: Software Engineering 
• CGPA: from 0.00 to 4.00 
• Race: China Chinese, Malaysian Chinese, Malaysian Indian, Malaysian Malay, 

Palestinian Arab 
• First language: Arabic, Cantonese, English, Malay, Mandarin 
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During the laboratory sessions, the students’ seats were pre-arranged. They were 
instructed to sit far from their own team members to disallow face to face 
communication among any team members and to set the virtual project team mood. 
However, there was a high possibility for them to meet face to face at any time other 
than the discussion sessions. This might have ruined the ‘virtual’ settings but the best 
that could be done to control the off-record discussions was by informing them that 
their marks would depend on their contribution seen in their conversation history. 

To obtain enough data for analysis, three laboratory sessions were conducted with 
two hours allocated for each session. The students were assisted and monitored by a 
tutor. After each laboratory session, a set of questionnaires was distributed with the 
requirement that the questionnaires be completed and returned before they leave. The 
students’ conversation history and project planning documents were accessed to 
understand their work flow and team management. A presentation session was also 
held after the submission of their completed assignment to clarify certain ambiguities 
regarding the students’ opinions and behaviours during the laboratory sessions and the 
results seen in their final deliverables.  

3 RTCE Tool Selection 

There are many RTCE freeware that provide basic features and require payments for 
pro versions with more added features. However, some of the pro versions are 
overrated. The features they provide are not much compared to the free versions yet 
they are costly. Some tools provide many extra features but lack in quality and 
performance. A virtual team needs to find the most suitable tool that can assist their 
work best. Different tools are targeted for different types of work and some tools are 
still new and unstable.  

During this research, the most suitable RTCE tool for students’ software project 
planning was searched. All found tools were personally tested to choose the one that 
is the most suitable for laboratory assignment use. Table 1 shows the summary of 
RTCE tools that were tested. 

During the tool search, there was no existing RTCE tool found that is perfect for 
undergraduate students project planning. However, a set of Google 1  applications 
seemed to be the most suitable for the study use. It supports the creation and edit of 
various file types which are useful for project planning documentations as well as the 
text chat feature. 

The students could use GMail2 to share files to team members. In this application 
too, the chat history is retrievable and the links to the teams’ shared documents are 
given in emails. Google Docs 3  was chosen for the students to do their project 
planning documentation as its interface is simple and the functions are adequate. 

There were concerns that led to the choosing of Google applications over the 
others for the study use. Requirements and constraints include the following: 
                                                           
1 http://www.google.com 
2 http://mail.google.com 
3 http://docs.google.com 
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Table 1. Summary of existing RTCE tools review 

Application 
name File type support Platform Free version  

features 
Text chat 
support 

Amy Editor text, source codes web-based full no 

Cacoo diagrams, drawings web-based 
limited or pro for 
academic plan 

yes 

CoCKEditor text web-based full yes 
Collabedit text, source codes web-based full yes 

Conceptboard text, drawings web-based 
limited or pro for 
30 days trial 

no 

Dabbleboard 
text, diagrams, 
drawings 

web-based 
limited or pro for 
30 days trial 

yes 

FlockDraw drawings web-based full yes 

Gobby text, source codes 
desktop  
application 

full no 

Google Docs 

word document, 
presentation, 
spreadsheet, form, 
diagrams 

web-based full yes 

LucidChart diagrams web-based 
limited or pro for 
14 days trial 

yes 

MeetingWords text web-based full yes 

MoonEdit text, source codes 
desktop  
application 

full no 

PiratePad text web-based full yes 

PrimaryPad text web-based 
limited or pro for 
3 months trial 

yes 

ShowDocument text, drawings web-based 
limited or pro for 
30 days trial 

yes 

Squad text, source codes web-based 
limited or pro for 
10 days trial 

yes 

SubEthaEdit text, source codes 
desktop  
application 

full for 30 days 
trial 

no 

Sync.in text 
web-based 
and desktop  
application 

limited or pro for 
30 days trial 

yes 

TitanPad text web-based full yes 

Twiddla text, drawings web-based 
limited or pro for 
30 days trial 

yes 

ZohoWriter text web-based 
limited or pro for 
15 days trial 

yes 

• Drawing diagrams and tables feature: A project planning documenting tool 
requires a simple diagram or table drawing feature. It should be able to at least 
support the drawing of the simplest diagrams such as the activity chart and also 
tables to represent project schedule or milestones. Google Docs supports various 
file types such as the word document, presentation, form and spreadsheet, as well 
as diagram drawings. 

• Limited learning time: It was easier to conduct the study using Google 
applications as most of the students were already familiar with them. Only a few 
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minutes were needed to brief the students on the applications at the beginning of 
their first laboratory session. The sessions needed to start off immediately as only 
four weeks were given by the course lecturer to conduct this research with the 
course’s students. 

• Price: Google applications are free for public usage. Therefore, all the recorded 
data in Google servers can be accessed at any time after the laboratory session for 
data collection or revision. Most of the other good applications’ pro versions 
require payment per user per month and the maximum period offered for trial is 
only 30-days. 30 days is not sufficient to do the study and data collection from all 
25 participating students’ accounts. 

• Email feature: Emails enable the students to send offline messages to their team 
members while allowing them to attach files and links. Team members who were 
absent during a discussion session would not have the access to the missed 
session’s chat conversation, but would not be missed out if the shared messages are 
sent via emails to both present and absent members. It would also be more 
convenient for the students to be able to share ideas, articles or links and have them 
saved in a separate storage with proper message subjects instead of having to 
search in the conversation history. GMail can be opened from Google Docs and to 
use all the Google applications require only one username per person. 

It would be best if the RTCE tool supports IM so that the students can discuss and 
document their work together at the same time in just one page. There were three 
ways to use IM by Google, one is a chat application and the other two are chat 
features integrated in other applications. These were Google Docs text chat, Google 
Talk application and GMail text chat. 

The most important feature that was needed in this study is the ability to support 
group chatting and the ability to save and retrieve chat conversation history. The 
conversation history was needed to identify the active and passive students, to see the 
relevance of the students’ discussion, and also to check if the flow of the students’ 
planning process was done the correct way.  

Table 2. IM mediums by Google 

 Google Docs Chat Google Talk GMail Chat 
Group chat √  √ 
Chat history  √ √ 
Email notification  √ √ 
No additional setup required √  √ 
No need to start any extra application 
aside from the email and real-time 
document editing applications 

√  √ 

Provides adequate chatting features to 
assist the project planning discussion 

√ √ √ 

 
Table 2 summarizes the three IM mediums. The chat feature integrated in Google 

Docs might be very convenient for the students to use while they write and edit their 
documents (as it is located on the right panel of the same page) but it does not support 
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chat conversation history archiving. Using it is still possible, but the users would need 
to copy and paste their chat conversations onto a document and save them manually. 
Chat windows other than Google Docs’ can also be placed on the right panel of the 
same page as they can be moved around. Google Talk application does not support 
group chat. Therefore, GMail chat was the best option and was eventually chosen for 
the study. 

4 Results 

The advantages of using RTCE tools identified from the study are listed as below: 

• From the compiled completed questionnaires, 92 percent of the students said that 
they really enjoyed doing their assignment virtually. This result supports other 
researches stating that students enjoy online chat to face to face chat [15-17]. Some 
of the students also mentioned that virtual discussions are more exciting than face 
to face discussions. The minorities who did not enjoy the virtual discussion 
sessions gave their reason that they do not prefer to stare at the monitor screen for 
too long. 

• None of the students agreed that cultural issues strongly affected their group 
communication during the assignment discussion sessions. As long as the members 
are using the same language well and have the right level of knowledge for the 
project, the project should be able to run smoothly.  

• To most of the students, virtual discussions enabled them to complete their project 
faster. This might be because the students needed to attend and be punctual for the 
discussion sessions as the laboratory sessions are a part of their Project 
Management course’s requirements, thus require less effort to get the team 
together. Even for students who had problems to be present at the laboratory, they 
could still join the discussion sessions if they had internet connection elsewhere. 

Complaints from the students and detected problems were also collected and 
analyzed. Some of the problems reported were: 

• Google account creation errors and internet disconnections during discussion 
during the first laboratory session. The errors came from Google for some students 
when they were creating their account probably because there is a limit to a 
number of accounts that can be created per IP address at one moment. 

• They were constantly editing the same part of the document. 
• Difficulties to draw diagrams in Google Docs. Some of the students had to draw 

the diagrams elsewhere and then paste them onto the document. 
• Deadbeats. There were some participants who were present during the discussion 

sessions but did not contribute much due to lack of knowledge, uncomfortable with 
the written language used, laziness or shyness. Weak language skills could be the 
cause for students’ shyness and anxiety about making errors [18-19]. 

• A lot of time needed to re-explain and update the team’s progress to an absentee of 
the previous laboratory session. Chat conversation history will only be accessible 
by a user if the user attended the session. Users who were supposed to join the 
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discussion but were not present at slotted sessions had difficulties catching up with 
the team’s progress. 

CSCW tools’ users are of different cultures and from different regions with 
different mind settings. CSCW tools should incorporate awareness mechanisms to 
improve team communication thus strengthen the team relationship and 
understanding. During this research, it was found that most CSCW tools do not have 
good group awareness support. This would cause ineffective teamwork and produce 
bad quality deliverables. The CSCW tool development team must consider this issue 
seriously as this globally dispersed and multicultural group of people will be having 
limited options in developing good team communication in virtual space compared to 
face to face meetings. 

From these findings, possible solutions to the problems were derived, while 
considering group awareness support. The solutions are expected to reduce the 
communication problems and improve the teamwork effectiveness, thus produce 
better quality deliverables. Considering conversational, workspace and contextual 
awareness, a few RTCE tool features were suggested and an RTCE tool interface was 
designed. Details are provided in the next section. 

5 The RTCE Interface Design 

Based on the discussion in the previous section, an RTCE tool for undergraduate 
students was designed. The tool would consist of three main components: 

• Real time document editor: Allowing users to create documents (text, drawings 
and spreadsheets), have them shared with multiple users and edit in real time 
environment. 

• IM: Allowing multiple users to chat and discuss via simple text messaging as they 
are working on the same document. 

• Email or private messaging: Allowing users to send offline messages and include 
attachments to the intended users including those who are not able to attend the 
slotted virtual discussion sessions. 

The RTCE tool should also support these added features that are not well supported or 
have yet to be supported by the RTCE tools that were used in this study:  

1. Telepointers [20-24]: When a user moves his pointer, the other users should be 
able to see the movement to know the user’s current activity. Each should be 
assigned with different colour to represent the identity of the pointers’ owners. It 
is suggested that, telepointers that have been idle for at least 15 seconds should 
disappear from the other users’ view to avoid confusion and mess. This feature 
supports awareness of presence and action in workspace awareness.  

2. Work modification alert [25-26]: As another user is modifying a part of a 
document, the original author of the document part should be notified. A simple 
text notification would do, with a clickable link that would direct the original 
author straight to the paragraph that is being modified. This feature supports 
awareness of action in workspace awareness. 
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3. Relaxed-WYSIWIS (What You See Is What I See) view sharing [8, 11, 27-
29]: The users will be able to see which part of the document the other users are 
currently viewing. Being able to view all online users’ viewports at a fixed panel 
might take a lot of space and is not necessary. It is enough for a temporary 
viewport to only appear as a user mouse over a username. This feature supports 
awareness of presence in workspace awareness. 

4. User profile info [30]: The users who are working on the same document should 
be able to see at least a brief profile of each other by clicking at the user’s colour 
code in the list of users. This would help the team to distribute the work in a more 
efficient way by maximizing each user’s expertise on the relevant sections of the 
document. This feature supports awareness of identity in workspace awareness.    

5. Paragraph freeze: This feature is to avoid multiple users editing the same part of 
the document at the same time. Once a user has started typing in a paragraph, the 
tool should not allow any second user to disturb the typing process until the first 
user has finished typing the paragraph. Other users however can still continue 
editing the other parts of the document. This supports awareness of turn-taking in 
workspace awareness and might reduce the problem mentioned by some of the 
students in the compiled questionnaires that they kept modifying each other’s 
work that were still being typed in. 

6. Recorded chat conversation [31-33]: All chat conversations done in Google 
Docs are not recorded. Only those conversations that happened in the GMail text 
chat feature can be retrieved from GMail. It would be useful if all the chat 
conversations in the RTCE tool will be automatically saved and they are 
retrievable for later revisions. As we learned from the laboratory session results, it 
took a lot of time for the other team members to explain everything to the member 
who has missed the previous session. It would make the work smoother if they 
could just retrieve their previous session’s chat conversation, select relevant 
conversation using checkboxes and forward them to the absent user in an offline 
message so the absent user could study and be prepared to join the next session. 
This feature supports contextual awareness and also awareness of conversational 
context in conversational awareness. 

7. Wake idle or inactive users: To solve the problem of deadbeats, the tool might 
be able to encourage the students to contribute by incorporating a new feature 
which sends a notification to the idle user via a pop-up with a ping to let the user 
know that he has been idle for too long and should start taking part in the 
discussion. In this case, the tool should keep track of each user’s idle time and 
check if it has exceed the maximum idle time limit set by the team leader or the 
document creator. The team leader or other members should be notified too so 
that they will try to help bring the passive member into the discussion. This 
feature supports awareness of presence and conversational context in 
conversational awareness. 

8. Instant translation [34-35]: Another known cause for idle users is unfamiliarity 
with the language used in the discussion. Students who were having problems 
understanding or typing the language used in the discussion could not really 
contribute their ideas as they found it difficult to explain their opinions. One of 
the 25 students was known to be very weak in English by looking at his writing  
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Fig. 1. The RTCE tool design: (A) telepointer; (B) modification alert to original author; (C) 
user profile info; (D) idle user notification; (E) user availability status; (F) typing cue 

skills in the questionnaire answers he submitted and his team’s conversation 
history. It can be seen in the conversation history that he was not actively sharing 
ideas during the discussion. An extra feature to help this type of users work better 
is to have an automatic translation feature. The user whom is already aware of his 
own weakness in the written language used in the discussion could pre-set his 
preferred language and later during the virtual discussion, he could just mouse 
over a word to see its meaning in the selected language. This feature supports 
contextual awareness. 

9.  ‘Who is typing’ cue [11, 36-37]: In most IM tools including Google Talk and 
GMail chat, users are notified at the chat window if there is another user typing in 
the group conversation. This notification allows more organized conversation and 
avoids clash of words at the same time. This feature supports awareness of turn-
taking in conversational awareness.  

10. One conversation at a time: Since the online users are all discussing on the same 
document, one chat conversation is enough. The chat tool however should allow 
username tagging as a user types his message in the chat conversation. This 
feature is yet to be seen on any of the reviewed RTCE tools. This username 
tagging would allow the users to create attention to specific online member while 
everyone else could also see the discussion, be aware of any issues arose and join 
the discussion if needed. This feature supports awareness of multiple concurrent 
conversations in conversational awareness. 

11. Availability status display [38-42]: All users who are accessing the document 
will automatically appear on the chat list and once they go offline, their 
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usernames will disappear from the list. If a user has been idle for a certain period 
of time (no detected movement on telepointers or cursors on both the document 
and chat tool), a different shape or symbol should be used to indicate that the user 
is away from the discussion. The colour of the symbols should remain the same as 
the colour will only represent the identity of the user. This feature supports 
awareness of presence in conversational awareness. 

A real time document conferencing tool’s interface was designed based on the 
discussion above. Fig. 1 shows the designed tool’s interface.  

6 Conclusion 

There was no existing RTCE tool found that is perfect for undergraduate students 
software project planning. A combination of Google applications was identified to be 
the most suitable, but not perfect. Several advantages and disadvantages of applying 
the RTCE tool for the students’ software project planning were analysed.  

An RTCE tool embedded with new relevant features and awareness mechanisms is 
expected to reduce the communication problems and improve the teamwork 
effectiveness, thus produce better quality deliverables in small scale software project 
planning. However, the presented RTCE tool interface design is yet to be tested. 
Future work includes the development of a working RTCE tool based on the ideas 
and design presented in this research. 
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Abstract. Today, both employees and employers are active online. A lot of 
people live their lives through personal online social networks. Online social 
networking sites are an easy tool to screen potential employees online profiles 
and for human resource management to use in recruitment processes. The 
screening process includes Internet and social networking site search that will 
provide not only professional but also personal information. Investigating 
personal information, however, may be considered violation of privacy. Our 
study goals are to find out how common it is to do background checks on 
possible future employees in Estonia, how students feel about such a practice 
and how they maintain their public profiles. Methods used to gather information 
were a survey among employees (n=34), pupils (n=117) from five high schools, 
students (n=91) from one university, and a case study that involved pupils 
(n=54) and students (n=38). Results reported in this paper will give an overview 
of our understanding of the accuracy of online profiles, common practices, 
unspoken risks, and maybe even frustration from the side of future employees. 
The results of this study can be applied to improve youth-related Internet safety 
training modules and programmes. 

Keywords: Internet safety strategies, online profile, privacy management,  
privacy rights. 

1 Background 

Rapid spread of the Internet has led to a situation where at least one-third of the North 
and South American as well as European online population have a profile on a social 
networking site [6] and a mobile phone [9]. People are using social networking sites 
and they can update their profiles everywhere. Online profiles are also used to gather 
information when these people apply for a job.  

The aim of this paper is to answer the following questions: does management 
screen future employees’ online profiles and does it have any preconceptions about 
this; how do students feel about been screened; what are the students’ strategies to 
maintain their public profiles? This study is needed to understand how to train 
students in Estonia to enhance their Internet safety awareness level in privacy for the 
Safer Internet Centre in Estonia SIC EE II programme1. 
                                                           
1 European Schoolnet InSafe Network programme in Estonia years 2012-2014. 
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To investigate this matter further, we must understand recruitment processes in use 
nowadays and whether they can violate personal privacy as well as differences 
between young people’s and adults’ behaviour on the Net. 

1.1 Privacy and Online Profile 

Privacy has changed from a purely philosophical and legal matter to a technical [18] 
and behavioural issue [24]. Nowadays people need protection not only from 
government and companies, but also from each other [26, 28].  

It is easy to make decisions based on preconceptions [14]. For example, it is 
assumed that people are able to create social networking site profiles that are accurate 
[2]. From a positive angle, an online profile could extend a person’s social capability; 
from a negative angle, it may result in excessive but undesired attention. Potential 
employees really don’t understand what information about themselves might leak out 
into a public arena [17] or how ordinary posts or comments might be misunderstood 
[30]. It has also become ever easier (and especially in small states or small countries) 
to recognize a person's identity and profile, and understand his or her connections to 
others [16]. A number of issues also have risen from a weak understanding of policies 
such as user or privacy agreements [8]. This highlights the question: whether or not to 
join social networking sites in the first place [27]. 

Employees point out that using online screening to find workers or make other 
employment decisions are a) inaccurate, irrelevant or in some other way false, so that 
this might lead into an unfair decision making b) lack accountability c) lead to 
violation of employees’ legitimate expectation of privacy [5]. Students show an 
awareness that companies will screen their online profiles, but one-third of the mare 
against such a practice because their profile is usually not about their professional life 
[31]. Our interest lies in finding out if this the case also in Estonia. 

1.2 Internet Usage by Youth 

Young people use more online services (social networking sites, blogging), and have 
fewer profiles and fragmented interactions between their groups [15]. Personal data 
can also be uploaded online by others (such as friends, family, or institutions) and this 
information might be incorrect, not to say damaging to an individual [11]. As young 
people are more visible online than older people, it makes recruitment processes 
sometimes seems unfair [13]. To deal with online privacy there is an option to use 
different strategies like selective information sharing, advanced strategic information 
sharing, self-censorship of information, multiple identities on multiple platforms and 
false information, or social strategies like social steganography [19].  

1.3 Employers’ Practices on Social Media 

Earlier, in order to find a worker to employ a company advertised in newspapers or 
made personal enquiries. To find out more about the potential employee, the 
employers interviewed potential candidates or spoke to the referee or former 
employers mentioned in the person's application form or in his or her resumé [10]. 
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Nowadays, because companies hire employees via online services, company websites 
or even current employers, management also faces ethical dilemmas with regard to 
whether to do an online background search or not [7, 3, 25]. Screening future workers 
[23] has given good results in finding highly skilled employees quicker [4]. Still 
management needs guidance on how to deal with their findings in a socially 
responsible manner [1, 21, 22]. Using social media in employment is undergoing a 
transition in terms of behavioural norms, regulations, and law. Dealing with online 
privacy problems in compliance with corporate social responsibility is still a matter 
that is under dispute [12, 20].  

2 Methods and Data 

We focused my study on high school and university students and companies that 
could employ them in the future. We wanted to find out (a) the situation in Estonian 
companies – do they screen future employees and do they act on the results they find. 
About students, I wanted to understand (b) how they feel about being screened, but 
also (c) how they manage their profiles, and (d) what are the basic challenges and 
common strategies (if any) used to deal with too much public information. 

Firstly, to investigate this matter about three first questions (a-c), we chose to 
undertake an online survey among students and human resource management staff, 
using a mixture of open and close-ended questions. We used a Likert scale [29], with 
both closed and open answers, to assess their decisions (e.g. “feelings about doing 
screening or being screened”). To analyse open answers we coded them into a group 
of four, e.g. 1. “value screening as a good tool to know about the person", 2. "don’t 
mind or don’t care about screening", 3. "find it offensive" and 4. "it is not a valid 
method to find workers”. 

The two surveys – among the students and the human resource management 
personnel – were structured in different ways and had varying questions: 

• The student survey consisted of 19 questions: background information, Internet-using 
habits and online profile issues, preparation before the job interview and expectations 
from the employer. To investigate the student’s opinions on the topic, we used an 
online survey method - we wanted to include students from five different high 
schools all over Estonia, as well as students from one university that are future 
technical specialists. Our initial assumption was that the university students would be 
the best of the group (in terms of having information on how to behave online as 
their future work is related of data protection, programming secure applications or 
managing company websites, helping users to make better decisions etc.) and 
students from high schools would be an average knowledge group about Internet 
safety. I also wanted to get better comparative information about how young people 
act when they have different backgrounds (age, life experience). 

• The human resource management staff survey consisted of 11 questions: 
background information, how they find new employees, preparation before the job 
interview, rules and regulations in the company regarding taking photos/videos etc. 
To investigate a position and perceptions of the people working in management 



432 B. Lorenz and K. Kikkas 

positions, we also decided to use an online survey - such an approach enabled us to 
phrase questions that employers might not want to answer in person (because the 
questions might include things that might be considered unethical or violating 
privacy). We used my own connections to get interviewees in the companies 
involved; hence, our sample is a convenience sample.  

Secondly, so as to investigate two final research questions (c-d) the strategies used by 
the students to manage their public profile I used a case study method. To construct 
the cases we used the help of students (30 groups of three to four students) that 
assembled the online profile of a volunteering group member via online screening 
(Google.com, Pipl.com, Webmii.com, Youtube.com) in 15 minutes. The main results 
give good feedback about the personal data on the Net and about its accuracy. The 
group discussed what is out there, who had posted the data, and whether they consider 
the information valid. People who were volunteering to be screened evaluated the 
overall findings according to accuracy on a scale that ranged from 1-10 (1 - “it is not 
me” to 10 - “it is completely me”); would they hire themselves; how would they 
describe their online behaviour; was there something surprising for them; and would 
they now change something (try to remove something (photos, videos), delete their 
account, change their behaviour, etc.).  

This method gave us information about the possible results that people working in 
management positions might be getting while doing the screening. We also tried to 
code the findings into groups, but this was difficult as the outcome is not only 
dependent on the activity level and knowledge about Internet safety. This exercise 
was part of an Internet safety training session that was conducted in a lecture about 
privacy and Internet safety that also changed participants' behaviour toward the 
problem in a process, so the results gave us a quick snapshot of what did they feel in 
these circumstances.   

The survey of students had 117 high school students (pupils) who participated from 
five Estonian schools (two from the capital, Tallinn, and three from outside it) and 
one university that focuses on computer science and technology (91 students). The 
participants’ male/female ratio was almost equal. 13% of pupils worked full time and 
15% part time as well 70% of students worked full time and 10% part time. Analysing 
the data, there were no special differences between non-working and working 
students and pupils. The main difference related to age and the education that comes 
with that.  

The survey on the management staff had 34 participants. Most of the organizations 
had the background in education (n=9) or technology (n=11) and were used to 
employing people over 18 years old (n=30). The companies use job portals (n=19), 
their own website (n=13), current employers’ help (n=20), and social networking sites 
(n=12; examples included Twitter and Facebook) to find their future employees.  

In the case study exercise, I used students from one of the high schools surveyed 
(54 participants) and one set of education-related university students (38 bachelor 
students with backgrounds in computer science, education and new media). Thirty 
participants were screened in that process (18 from high school and 12 from 
university).  
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3 Results 

This section describes young people's perceptions about pre-employment screening 
practices, employers' practices with regard to background checks, and strategies to 
manage personal online profiles.  

3.1 Young People's Perceptions about Pre-employment Screening Practices 

The results from the survey offer information about the inconsistent behaviour and 
expectations of the students and pupils. The most important finding is that 86% of the 
students and 68% of the pupils from the sample believe that they will be scanned 
before the job interview. 99% of the participants who answered the survey were 
already screening their own online profile themselves; 85% were happy with the 
results. 33% of the students and 50% pupils had tried to remove information (pictures, 
videos, comments) from the Net, and 8% of students and 18% pupils had done so 
without any visible luck. Both groups state that only 20% of the information has been 
put online by them, so they can’t be responsible for it. 80% of the online data was 
there because schools, friends and even parents had put the information online. 

In the end, only 36% of the pupils and students agree it is useful for a company to 
“scan” a candidate before the job interview. Against scanning are 18% of students and 
22% of pupils – they even thought that it is improper to think about doing that. Some 
participants see this process as a violation of equality and transparency as some 
people have more information online than others. They also pointed out that “work is 
only done for 8 hours a day”, and they have the right to meet friends, party and spend 
their free time as they wish – so that their online profile should not be considered 
representative of who they are at work. Since they accept a lot of friends’ invitations, 
people whom they don’t really know in real life (either because of online gaming or 
since it is common to accept “friends of the friends even when you don’t know them 
in person”), the younger participants argued that the saying “show me your friends 
and I will tell you who you are” does not apply as a principle any more in the 
information age. Some also mentioned that information is usually not updated 
frequently, and some accounts may be forgotten about or even hacked into. In the end, 
they stated that in their work life they can be a different person than in the rest of their 
life; thus, whatever they do in their private life, it is not valid to think that they would 
be “lazy”, “rude” or “unreliable” in a work context.  

3.2 Employers’ Perceptions about Background Checks 

Twenty-five employers in the sample stated that they definitely scan information on 
potential employees that is easily found using either Google or social networks. 
Twenty-one employers pointed out that they believe that information that they obtain 
is accurate (even when it might not be), 11 think it is suspicious when they don’t find 
any information about the candidate, and 28 will stop the selection process with that 
person if they find a particular example of behaviour that they don’t like, such as 
aggressiveness, racist comments, heavy partying, and loose personal habits. 
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At the same time, employers stated that it is positive when they do not find a lot 
about the candidate online; as they interpreted such a finding as meaning that the 
person is aware of their image and skilful in using it for their own benefit. In the job 
interview, the management will discuss a) if the interviewee has read anything about 
the company (n=28), b) does the job candidate know anybody from the company 
(n=17) and c) only 9 will ask the candidate to comment about any information found 
online.  

3.3 Strategies to Manage One's Online Profile 

In terms of online privacy awareness, questions were asked about how easily students 
give away their right not to have a photograph or video taken of them. The results 
show that the high-school pupils in the sample were apparently more aware of taking 
advantage of “party pictures” than students, who were not very concerned about who 
is taking their photos and where they upload them. They also ask permission from 
others less often if they are the photographer (see figure 1).  

 

 

Fig. 1. In the evening, at a party, you… 

The results from the case study exercise revealed that there are some differences 
between pupils’ and students’ strategies. Among the high-school pupils in the sample, 
there were mainly three different strategies mentioned so as to deal with privacy and 
identity management: a) I don't post information to the Net, others post about me 
(meaning: I don't take responsibility for what is on the Internet) b) I post most of the 
data about myself and a lot of information (meaning: I post so much positive 
information that, if there is something negative about me you will not think it is 
important) c) I lie about almost everything that I post online (meaning: I 
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deliberately post false information as I feel that you should not rely on online 
information). The main goal for the pupils sharing the latter viewpoint was to teach 
others a lesson. 

The university students also proposed three main ways to manage their online 
profile: a) “search and destroy” (this group consisted of mostly of students who had 
computer science as their major and hence they were aware of their online behaviour 
– they had “picture perfect” online profiles that had been tweaked. They had asked 
everybody they knew to delete everything that they did not like or had made their 
environments closed to the public or had created fake accounts); b) I hadn't googled 
myself before, and now I must change my online habits to be more private 
(usually this group consisted of students majoring in education who were a bit more 
worried about the findings. The justification was that they would not want other 
students or employers to know about their personal life); c) I already know 
something, but not all (in this group there was a mix of people from different study 
majors who had already done some online searching about themselves. They were not 
so worried about their profile. However, since half of the members of this group had 
found some data about themselves that they hadn’t put up (e.g., a lecturer had 
uploaded homework that should have been private; some people were part of emailing 
lists that were public; some had had pictures tagged that should not have been online 
in a first place) they felt a bit betrayed or violated by others.  

In the strategy part of the case study we presented three ways that exploit the 
audience in matters of privacy from pupils and from students. On the one hand, pupils 
divided their habits regarding the level of activity and the content of information. On 
the other hand, students divided themselves regarding the level of knowledge. 
Compared to the study by Oolo and Siibak [19] which grouped Estonian students’ 
online privacy strategies into five main categories, the participants in my sample 
mainly talked about practices that could be understood as selective information 
sharing and self-censoring information. Only a few of the participants pointed to 
having multiple online identities, providing false information, or adapting to various 
social privacy strategies. Only one student claimed to be practicing strategic 
information sharing.  

In conclusion, the participants in our case study exercise did not find any 
discriminating facts or pictures about themselves online. At the same time, in more 
than half of these cases (who were mostly students), participants were able to obtain 
the person’s home address or phone number, different online usernames, and a picture 
or the location where they grew up or went to school. Friends and circles of 
acquaintances were visible in both groups. There was lots of information about the 
pupils that had put online by schools or companies that provide extra curricula 
activities to young people (such as arts and sports): this also gives away pupils’ real 
location area. Searchers also found out that, when a person has created an example 
Facebook account using an age that is under 18, then the trace is not as visible as that 
of people who are over 18 whose accounts were public until the person decided to 
make it private.  
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4 Discussion 

The main aim of this study was to gain information about the attitudes of future 
employees and company management towards online screening, and young people’s 
privacy strategies while maintaining a public profile. The clash about online profile 
management, privacy and being a “nice” employee is basically about a worker’s right 
to have personal and private life or not.  

The findings of our online surveys suggest that employees and employers are not 
on the same page when it comes to their attitudes towards online behaviour. Every 
company would like to have nice and respectful people working for them, be it in real 
or online life. Employers also argue that what is online and publicly available is 
everybody’s data, and if the workers did not want these facts to be found, then why 
did they put them up there in the first place. The other finding is that there is a fine 
line between spying on people without permission and being aware of the company 
image. This also emerged from the literature review which shows that, on one hand, 
online screening is a good tool for the company to find highly qualified workers 
quickly, but at the same time it probably violates people’s rights to do that [1]. At the 
same time, from the employees’ side not everyone was worried about the issue.  

Most students and pupils were unconcerned or believed that their online profile 
showed their real image. But what about those that were not happy? Young people 
soon to enter (or who have entered) the labour market argue that 80% of the data that 
is online is not posted by them but by others (such as friends, relatives, partners, and 
schools). It is one of the basic rights of individuals to ask not to have a picture taken 
of them or to be presented in a way that they do not like. 50% of the students have 
successfully removed comments, pictures or other media from the Internet, so at least 
some of them are aware of the tools available they can help them to manipulate an 
online profile and present a nice online profile about themselves. 22% of pupils 
claimed that they have had no success in cleaning up their online profile. Some 
students also suggested that if you yourself put more information up online, then it 
might be helpful – as the positive will shine more. In smaller countries there is also an 
issue about having too many online friends. For example in Estonia, the notion of “six 
degrees of separation” does not apply, as the country has a “two degree model”: for 
example, if a person has 100 friends then s/he is already visible to too many people 
[16]. 

Various online privacy strategies that were proposed by Oolo & Siibak [19] were 
also found to be dominant among my sample. I found good strategies like “time to 
time screen your profile yourself” or “be more active than your friends to post 
information”. This means that young people are really trying to take responsibility for 
what information is on the Net about them. At the same time, maintaining an online 
profile is hard work – one must be aware of it all the time. We also found examples of 
rejections of reality whereby some pupils post false information in order to feel safer 
or to “make others ask the truth from me”. As they posted mixed information, such as 
that “they live under plastic bag” or “eat rubbish” or “have been in prison”, they 
perhaps did not understand the bad side of the fake image. As an example, employers 
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explained that, when they come across this kind of information, they probably might 
not want to meet or interview this kind of job applicant.  

Young people make mistakes on the journey towards adulthood and getting a job. 
However, there is always a potential problem that someone else can post something 
about another person which is hard to remove from the Internet (as a result of tagging 
pictures and videos in a traceable account). The best way is not to get into that 
position in a first place. The other challenge is that institutions (such as school or 
work or even family) should also be more considerate with regard to what kind of 
information they place on websites, for example, personal information, and pictures 
of children’s childhoods. As not everybody asks for permission before putting up 
information (whether people or companies) the solution is that when one feels 
violated, others should know about the problem.  

5 Conclusion 

The rising use of Web 2.0 tools and social networks has raised serious issues about 
personal privacy and identity management. Companies require that their offices will 
search out information, ask around for background information, or find other sources 
if they are not allowed to do that. This at the same time might be violating peoples’ 
rights to privacy. Solutions in this matter are: a) more should be done in high school 
and university e.g., through careers guidance, to ensure that young people know how 
recruitment processes work - so it would not come as a surprise to them only at the 
time they begin to search for jobs; b) to make the recruitment process more visible 
and transparent. Usually private companies cannot be asked to do that directly (for 
example, by proposing a law), but it probably can be done effectively in the 
government sector. Good standards will usually find followers. To discuss these 
issues more publicly is a must. 

Displaying a nice online profile is becoming more important than ever. Some 
students already have the skills to manipulate their online profile or even destroy 
information, yet most don’t. Personal privacy regulations state that, in their personal 
life, people don’t have to be so nice, they may have their own opinion, friends and 
may also have problems, for example, with the police. This should not be taken into 
account when they apply for a job. Still, if there is something wrong, they will not be 
asked for an interview. Advice for future workers would include: look into your own 
behaviour, and do not repeat the mistake of letting everybody take pictures or videos 
about you. Try to “search and destroy” information online when it seems to be 
damaging your online profile. The best thing is to prevent all of this happening in a 
first place.  

In the end, if the people don’t stand up for their rights or are not interested in how 
companies find their workers, online screening will keep growing. Online screening 
doesn’t always provide accountability and fairness in recruiting processes, as anyone 
can post whatever they wish to online about anyone. Screening will probably violate a 
person’s equality rights in the process. Most people are happy with their self-online 
image, but to maintain a perfect online profile is hard work and no one is protected 
from other people’s misuse of information.  
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Abstract. This work aims at explaining one online platform (ArguQuest) whose 
main objective is to stimulate learning through argumentation and questioning 
in a collaborative virtual environment. It is expected that students clarify their 
knowledge by explaining what they know to their peers. They have to make 
themselves precise and clear so that their peers can understand them and the 
ideas they want to express.  

In this online environment students are invited to discuss topics in dyads, in 
a certain number of modules where the level of discussion centered on 
arguments and questions become deeper. In some points they are invited to 
discuss the contents with other dyads and, to conclude, an argumentative map is 
presented by the system and changed or not by the participants. 

Conclusions of studies developed in Brazil and Portugal reveal that the 
platform stimulates peer discussion develops questioning and arguing skills. 

Keywords: collaboration skills, Argumentation, Questioning, eLearning 
platform. 

1 Introduction 

The context of online learning promotes innovative educational environments where 
collaboration plays an important role due to the characteristics of online 
communication. Furthermore, these educational contexts encourage discovery, 
motivation and the diversification of strategies. Assuming that questioning and 
argumentation skills promote active and reflective learning as well as critical thinking, 
two very important competences in the promotion of students’ awareness about their 
metacognition. This work aims at explaining the challenges of an online platform 
(ArguQuest) whose main objective is to offer strategies that stimulate learning through 
argumentation and questioning in a collaborative virtual environment. Collaboration 
leads students to clarify their knowledge since they have to explain what they know to 
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their peers and therefore must be extremely clear so that the others can understand them 
and the ideas they want to convey. Thus, they structure and consolidate their 
knowledge. These beliefs have long been discussed and acknowledged by different 
authors and more recent studies, like the ones developed between 2008 and 2010 in the 
Netherlands at Utrecht University, in Singapore at Nanyang Technological University, 
and in England at the school of Education of Kings College, are a few good examples. 

As previously mentioned, this paper presents an on-line platform (ArguQuest) 
where students are invited to discuss topics suggested by the class, by the teacher or 
by themselves in peers and in successive modules where the level of discussion based 
on the meaning of arguments or questions gets deeper and deeper. In some points of 
the discussion they are also invited to debate the contents with the other groups and, 
to finalize, the system puts forward an argumentative map about the discussion and 
explanations presented, that students can construct themselves or change according to 
their discerning. Despite having been detected some technical limitations, as well as a 
few difficulties due to some students’ lack of experience working in on-line 
environments, the studies reveal that the platform stimulates motivation and peer 
discussion and at the same time develops questioning and arguing skills. 

In addition, taking into account that two studies were made in Higher Education, 
one in Pernambuco, Brazil and another one in Aveiro, Portugal, in order i) to test the 
stability and functionality of the platform and ii) to assess the pedagogical issues 
related to its use, this paper also intends to address their main conclusions. 

2 Theoretical Framework 

In learning digital environments, different methodologies are used emphasising 
collaborative work, in both e-learning or b-learning approaches and giving particular 
importance to knowledge co-construction and sharing. It is a belief that in the 
interaction and negotiation processes, trying to overcome conflict and reaching 
consensus with their peers, students build, reflect and strengthen their knowledge, as 
they have to justify their opinions, counter argument and become more enlightened 
decision makers about their own learning and the paths they choose in order to learn. 
Thus, “they develop their ability to coherently express their points of view, enrich 
their persuasive intelligence and refine their knowledge” [1, 251]. 

In fact, these work methodologies favor learnings based on socio-constructivism 
and pro-active learning, allowing students to recreate themselves during the learning 
processes as they are confronted with new perspectives, with new ways of acquiring 
concepts, procedures, knowledge and skills, in line with Vygotsky’s thinking [2].  

Dealing with new perspectives and learning processes is something that comes 
about as students, in these learning digital environments, tend to establish new 
relationships with peers. These are learning relationships in the sense that students 
learn with others, for the others reinforcing their own learning in richer interactions 
since they are constantly confronted with others and constantly reconstructing their 
learning strategies, their own thinking and knowledge. At the same time all of these 
learning paradigms promote autonomy and critical thinking, as they have to make 
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choices and take decisions [3, 4, 5, 6, 7]. It involves high level rational and reflective 
thinking [8], being focused on decision making processes. As [9] states, it demands 
detailed analysis and evaluation by exploring ideas and concepts, going through 
questions and arguments, in construction and deconstruction processes of their 
content. 

Consequently critical thinking requests high skills as interpretation, analysis, 
deduction and the explanation of all considerations brought to the dialogue as well as 
the discussion about the evidences or contexts levels in which thoughts and judgments 
are based.  

Another statement and suggestion of literature is that it is not possible to conceive 
the development of critical thinking without the challenges of questioning and 
arguments’ formulation, which leads to deeper questioning and arguing skills. This is 
therefore one of the most stimulating strategies in the learning and teaching processes 
as the voice is given to students so that they actively participate in their knowledge 
construction. 

As a matter of fact, argumentative skills are essential to the appropriation of 
information and knowledge concepts: when the student selects his reasons, considers 
and discusses or refutes his or other’s topics, he structures and organizes his own 
thinking in a more adequate way, which means that he learns, by the meaning of the 
argumentative exercise. Student intensifies and expands the knowledge about the 
topic. 

Student’s curiosity is what stimulates best their knowledge acquisition because 
they learn based on their interest or need and so the contents that promoted his 
learning need and awareness are better learnt. Obviously the student needs to identify 
what he knows and doesn’t know and it often happens that he has to design critical 
non structured incidents in a very confident environment so he can express his “non 
knowledge areas” through questioning [10]. 

In what the situation of online learning is concerned, students recognize the 
importance of the social role that it promotes and the importance of the interaction in 
learning stimulation. Some students in certain online learning situations may 
eventually consider their posts or contributions as not adequate [3]. But even in those 
circumstances, in which they dislike their performance or don’t see it in as a 
successful accomplishment, and see themselves or fell like less productive and /or 
displaced, they identify advantages in online collaborative learning. 

In students’ statements, it is not only the relation between learners that is 
mentioned. As a result of interviews and questionnaires performed with 
undergraduates, [11] and [12] refer that in online situations, the learners, the teacher 
and the tutor become more present, more visible and more available. In a face-to-face 
class the teacher has no time to pay attention and to help all the students in their 
doubts and concerns as it is impossible to attend to all solicitations. On the contrary, 
online teachers answer to every questions, they are there to help learners solve their 
problems, they take the time to be with each student and each group in a more 
rentable and proficuous way.  

[11] also concluded that in a normal classroom situation, teachers’ questions are 
poor, of a low cognitive level and without a pedagogical intention. Usually they are 
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The four dimensions of the platform interface are organized in nine steps that the 
students have to follow so that all the dimensions are considered. Once they move 
from one step to another, they can always comeback to verify and even correct, or 
modify some of their contributions to the discussion, in order to make them more 
profound and critical. 

In the platform the steps they have to follow are represented in figure 1: i) project – 
where they define one topic for discussion or enroll themselves into a topic already 
defined; ii) questions – they elaborate questions to elucidate concepts and better 
understand the topic; iii) dialogue – the questions are discussed in dyads and the best 
ones are reformulated and chosen; iv) questions’ discussion – in this step all the group 
can check, analyze, evaluate and give opinions on others’ questions; v) arguments - in 
this part of the process some arguments are presented; vi) discussed within the dyad - 
dialogue; vii) and debated in big group - arguments’ discussion; viii) after all that 
pathway it is now the moment  to cross questions and arguments – association; ix) 
creation of a conceptual map in order to visualize doubts, explanations, arguments 
and reasons given for and against the debated topic – ArguQuest map. 

It is important to remark that during all the stages of the questioning and arguing 
process the platform offers the students prompts or scripts under the form of 
“sentence openers” for the elaboration of arguments and / or questions. This option is 
connected with the proposals of authors who considered the inestimable help of such 
system support: they constitute guidelines that can positively interfere with the 
interaction, suggesting further formulation, facilitating discussion and achievement. 
This also leads to a self-regulating learning and to a facilitator of peer feedback [15], 
[16]. 

As it was mentioned before, in the dyad online interaction within the platform 
students are guided to learn by inquiring, searching, proposing, replying, reacting, 
discussing, supporting, refuting, agreeing, i.e., they refine their questions and 
arguments and build more sense about concepts or problems, through an active 
attitude of arguing and questioning.The fact that the platform allows to visit and 
revisit the scripts of students, with all their forward and backward movement, 
advances and retreats, corrections, additions and reformulations, i.e., the process, 
progress and setbacks and the own evolution and structure of awareness on 
knowledge acquisition by the meanings of a more reflexive and metacognitive 
competence, constitutes a major research asset in the research about the development 
of the cited competences and the process of knowledge construction. 

2.1 1st Case Study 

The first case study was led in the context of a community of practice, with online and 
face to face methodologies, in a superior institution of the state of Pernambuco, Brasil 
in the scope of a doctoral research.  During the period of the investigation, 2011-
2013, 70 university professors formally registered as participants in the community 
and used different interfaces for their communication and interaction, mainly 
Facebook and Skype.  
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In February 2013 the group was invited to participate in 3 training session about 
“ArguQuest pedagogical applications”. 16 professors showed their interest in the 
participation and made their sign in the platform. However, the time chosen for the 
training and the conjugation with Portuguese hour for the collaboration of one of the 
authors of the platform, corresponded to a time of high online traffic in Northeastern 
Brazil and the poor connections had unexpected consequences and only a few number 
of registered members attended and participated in the training. 

After a content analysis in the 3 sessions with no more than 5 professors each, it 
was evident that in spite of the difficulties of connecting to the others, the fact that the 
session was guided in skype and the platform was a novelty motivated the professors 
who asked several questions concerning the functions of ArguQuest and understood 
its potential founded on the dynamic of learning centered on students and the 
possibility of integrate this software in their teaching and learning pratices. 

As referred, a lot of constraints occurred during the training and the professors who 
participated in the sessions had no opportunity to finish an ArguQuest learning 
episode in the platform. Only the 4 first steps of the platform were worked, until the 
discussion of the questions made about the topic proposed: “Quotes for the end of 
discrimination in Brazilian Education”.  

However, after the training and tanks to the PDF of the interaction’s registration, is 
was possible to verify that the number of questions and their level of refinement was 
much bigger than in the other platforms. The fact that the sentence openers support 
the questions elaboration and that the system guides the participants in the 
formulation, discussion and refinement of questioning, is a valid way to improve the 
capacity of enrich questioning by filtering and converting it into a more suitable, 
complete, subtle and complex formulation. 

As a matter of fact, these participants were grownups, educated, professors, and the 
level of questions in ArguQuest could be attributed to these reasons. Nevertheless, 
being adults, those participants are not informatics natives, so the platform and its 
interrelated parts could appear to them like complex and make them dismiss. It was 
exactly the contrary and the prove that, in this context, ArguQuest made them 
improve the questioning competence, is the comparaison with the written interactions 
in skype and facebook. 

Moreover the interaction between participants became richer, once there was an 
evolution from categories connected with “declarations of agreement” and 
“formulation of questions” to “clarify statements” with “proposals and negotiation” 
for “the knowledge construction”. 

The software was also evaluated by the participants in the sessions, through a 
Likert scale questionnaire, and they all agreed that the platform was easy to use and 
operate with. They also stated that the users’ tutorials and the administrator of the 
projects were very helpful in understanding the functioning. Some of the constraints 
pointed out by the users, were about the lack of time to work in the platform and to 
develop the project, as well as the fact that lots of colleagues didn’t show up which 
was not easily understandable for the present little group, because they found the 
platform very interesting and with plenty of possibilities for the teaching and learning 
procedures. 
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2.2 2nd Case Study 

The second case study was lead in the context of a graduate students’ master in the 
teaching of 1st and 2nd cycles of basic teaching, which means, 6 to 12 children 
teaching. The 15 graduate students of the University of Aveiro, were attending the 
curricular unit “Integrated sciences didactics”. Two of authors of this study were the 
professors of that unit. The discipline occurred during the second semester of 2013 
and the data collection happened in March.  

On the scope of the curricula contents, a project was beginning in ArguQuest 
platform under the topic of "Genetically Modified Organisms", “GMO”. The 
problem/question was: Should we adopt in Portugal “GMO”? 

The aims of the research study were to identify i) the perception of users about 
ArguQuest and its impact to promote questioning and arguing skills; ii) the promotion 
of critical thinking thought the discussion in ArguQuest and iii) the evolution of 
argumentative and questioning skills. 

The methodology used in this bLearning specific case was a qualitative and 
exploratory one witch data were collected on the basis of a survey group interview 
and the scripts analyzes registered on the platform background with all movements of 
the intervenients, teachers, tutors and students.  

The data were submitted to a content analysis based in categories of the questions 
and arguments formulated in both contexts: individual and dyad or group work, as 
well as the final product, the ArguQuest map which was moreover the target of a face 
to face debate.  

The analyses of critical thinking was based in the several categories and moments 
[17] and they concluded that the categories the more used were connected to 
elementary and elaborated clarification, highlighting the capacity of analyses of 
arguments and the elaboration or answer to questions of clarification or challenging 
and to define terms or analyze definitions, in a first place. 

It is a logical evolution that, while the discussion follows up, the students tend to 
turn to a more evaluative attitude, estimating the integrity and significance of 
deductions and making and evaluating value judgments. In the end they mainly took 
decisions and reformulate principles in an implicit and strategic way to obtain 
agreement within the dyad and the group and arrive to better results in the discussion 
and in the conceptual map they aim at developing in a rich schematically 
metaphorical representation. 

In what the questions and arguments are concerned, the analyses of the growth of 
these competences was based in a SOLO (Structure of Observing Learning Outcome) 
adapted for this propose [12]. In this case study the first four dimensions of the 
hierarchy’s levels in the capacity of understanding the contents’ complexity were 
showed in different levels according to the development of the work and the progress 
of the dyads and group discussions.  

The lower level, i) the pre-structural, that corresponds to very poor or usual 
questions; ii) the uni-structural, were questions and arguments establish basic 
relations with isolated contents; iii) the multi-structural , a more complex one were 
questions and arguments are connected to more than one content; iv) the relational, 
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were questions and arguments are mainly use to enlarge knowledge and relate the 
parts with the wholly domain in discussion. The last dimension related to v) 
abstraction allows to generalize knowledge and moreover to transfer it to new 
complex situations and problem solving. 

In this use of ArguQuest the first four dimensions were verified in students 
reasoning and, as for the domains about critical thinking, the tendency of 
argumentation and questioning skills’ use, was to deeper and deeper the organization 
and the complexity of inquiring, suggesting, retorking, reacting, refuting, agreeing 
augmented and turned into a more complex thinking and cognitive exercise with 
satisfactory outcomes. 

3 Conclusions 

The platform ArguQuest, despite the constrains showed in both situations, mainly 
connected with i) the lack of time to a better dedication to the projects developed 
which led to a poor use of some of the components and steps of the platform, namely 
the argumentative part, in the case of the first group, and the argumentative map, in 
the case of the last one, and ii) the technical problems due to bad internet connections,  
different time zones in the case of Brazil, and de the bugs still existent in the platform 
because of the novelty of this work interface in both cases, it has still proven to be a 
very stimulating interface to promote interaction and deeper skills and the richness of 
the discussions developed in both cases. Moreover it proves, mainly in the second 
case, that argumentation and questioning skills have a strong interaction and 
interdependence that promotes each other’s development and refinement.  

These studies confirm what recent studies by [14], stand for: argumentation is 
considered a verbal, social and rational activity, important to convince about the 
acceptability of ideas and statements, as well as questioning, which is also 
fundamental for the process of question-generation and for the use of quality 
questions, having the two competences a very important role in the training and 
development of critical thinking skills. 

Moreover the two studies, developed in completely different contexts, reach 
conclusions similar to the ones found in literature, as questioning is considered a 
complementary process that supports argumentation by helping to stimulate cognitive 
disagreement [14]. When we think about other contexts, in areas where argumentation 
is highly demanded like philosophy, law, languages, marketing and publicity, we 
realize that those areas will gain with the use of such tools that help to develop 
transversal competencies to such different areas of knowledge. 

In what further studies are concerned, a group of 25 Brazilian Chemistry teachers 
and professors are, in this moment, attending an internship in Aveiro’s university 
where they are already using the platform for their course’s report. In the first session, 
there was no technical problems and all the teachers began using ArguQuest easily so, 
the first conclusion, is that the platform is quite user friendly.  

Another project that will take place during the second semester of the present 
school year consists in doing an experimental use of the platform with young 
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students, whose teachers are the undergraduates that were a part of the second study 
described in this paper. This experiment will allow to test the platform with the 
youngest and will also eventually help us to monitor  how the first year teachers 
transfer their behavior, in what the use of the platform is concerned,  from the role of 
students that they had,  to the one of teachers, monitors and facilitators that they have 
this year. 

Furthermore, the authors of ArguQuest expect the different testing contexts to 
foster a better perspective about the platform’s strengths and weaknesses in order to 
improve its development in the future. Summing up, although it will take some time, 
we shall strive for a high quality product which should safeguard and guarantee 
excellent level learning processes able to promote argumentation, questioning and 
critical thinking competences effectively.  
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Abstract. Being digital and information literate is crucial in nowadays society, 
although not every citizen has the necessary means and resources to achieve 
these skills, especially the elderly ones. Therefore it is necessary to develop 
ways to help them to enhance their digital and information competences. In this 
paper we will present an ongoing project that was designed and implemented 
with the goal to provide elderly citizens with the necessary skills of a networked 
society, contributing for an active ageing. The methods used were based on a 
set of hands on workshops delivered by a team of voluntary students and 
teacher, with the help of collaborators from a nursing home. The workshops 
were developed accordingly with the detected needs of a group of elderly 
citizens, based on the answers of an implemented questionnaire. 

Keywords: active ageing, digital literacy, elderly citizens, ICT, inclusion. 

1 Introduction 

We live in a networked society, in an era of sharing and collaboration, brought by the 
exponential growth of the Internet - in particular the Web 2.0 and Social Web services – 
and the faster development of the Information and Communication Technologies (ICT). 
Citizens all over the world are more dependent of ICT, “becoming increasingly central to 
many people’s lives, making it possible to be connected in any place at any time” [1] 
They are no longer mere passive receivers of information and knowledge, instead they 
are active and reactive - searching, creating, sharing and commenting on content of 
multiple contexts, contributing to the collective intelligence. Collective intelligence is 
seen as “a form of universally distributed intelligence, constantly enhanced, coordinated 
in real time, and resulting in the effective mobilization of skills” [2]. We can only have 
this diversity if we have the collaboration and cooperation of all citizens of our society. 
But mastering the technologies doesn’t seem to be accessible to everyone. Digital literacy 
and information literacy are now key concepts of this networked society; therefore, every 
citizen should hold competences on this matter. Every day new and different gadgets, 
applications, widgets arise expecting “us to know or be able to guess, what, where and 
when to connect, click, double-click, tap, flick, scroll” [1]. Being able to deal with all 
those demanding of the networked society is not always easy, especially for those with 
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some sort of technological disadvantage – being the elderly one of the most affected 
groups in society.  

The European Union’s population structure is changing and becoming 
progressively older – at the beginning of 2010, there were 87 million people aged 65 
and over in the EU, more than 17 % of the total population. In response to 
demographic challenges being faced within Europe, the European Union designated 
2012 as the European Year for Active Ageing and Solidarity between Generations [3]. 
The general goal was to facilitate the creation of an active ageing culture in Europe 
based on a society for all ages. As Europeans live longer and healthier lives, 
governments are looking for ways to involve elderly citizens more in society and to 
keep them active.  

Active ageing means growing old in good health and as a full member of society, 
feeling more fulfilled in our jobs, more independent in our daily lives and more 
involved as citizens. No matter how old we are, we can still play our part in society 
and enjoy a better quality of life. The challenge is to make the most of the enormous 
potential that we harbor even at a more advanced age [4]. Active ageing can give 
senior citizens the opportunity to continue to work and share their experiences, to 
continue to play an active role in society and to live their lives as healthy, 
independent, and fulfilled as possible. The European Year for Active Ageing and 
Solidarity between Generations, appealed precisely on taking actions in very different 
areas: employment, social protection, education and training, health and social 
services, housing and public infrastructure. Given the fact that we are living in the 
society of knowledge and information or networked society it is also imperative to 
provide all citizens with skills in digital and information literacy.  

Digital literacy refers “to the awarenesses, skills, understandings, and reflective 
approaches necessary for an individual to operate comfortably in information-rich 
and IT-enabled environments” [5]. It is thus the ability a person has to perform, 
effectively, tasks in digital environments - including the ability to read and interpret 
media to reproduce data and images through digital manipulation, and evaluate and 
apply new knowledge in digital environments [6]. On the other hand information 
literacy “is the adoption of appropriate information behaviour to identify, through 
whatever channel or medium, information well fitted to information needs, leading to 
wise and ethical use of information in society” [7]. 

Despite the fact that being digital and information literate is crucial in nowadays 
society, and as already mentioned, not every citizen has the necessary means and 
resources to achieve these skills, especially the elderly ones. Therefore it is necessary 
to develop ways to help them to enhance their digital and information competences.  

In this paper we will present an ongoing project that was designed and 
implemented with the goal to provide elderly citizens with the necessary skills of a 
networked society, contributing for an active ageing. The methods used were based 
on a set of hands on workshops delivered by a team of voluntary students and teacher, 
with the help of collaborators from a nursing home. The workshops were developed 
accordingly with the detected needs of a group of elderly citizens, based on the 
answers of an implemented questionnaire. 
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2 Theoretical Framework  

On nowadays society, “jobs and their skills requirements are constantly evolving. 
Concepts such as critical thinking, multi-tasking, collaboration and team work are 
increasingly strategically relevant. E-skills can provide the opportunities to meet 
these fast-changing requirements of the knowledge-based society and achieve a better 
position to overpass global competitive challenges” [8]. This calls for citizens with 
digital and information literacy competences that provide certain digital 
infrastructures and also citizens with digital skills to use them. Therefore, a digitally 
literate society is a precursor to a knowledge-based society, requiring specific skills 
from their citizens, including from elderly citizens to facilitate an active ageing. 
Those specific skills are characterized by:  

• transdisciplinarity;  
• social intelligence;  
• adaptive and computational thinking;  
• literacy in social media;  
• virtual collaboration;  
• and cross-cultural skills, among others. 

Thus, to be digitally literate involves:  

• know how to access information and know how to collect it from virtual and digital 
environments;  

• manage and organize information in order to be able to use it in the future;  
• evaluate, integrate, interpret and compare information from multiple sources;  
• create and generate knowledge by adapting, applying and recreating new 

information;  
• communicate and relay information to different and varied audiences through 

appropriate means. 

Access to information is a way to access knowledge. Parallel to digital literacy it is 
crucial to develop competences on information literacy. A citizen, to be information 
literate, “must be able to recognize when information is needed and have the ability to 
locate, evaluate and use effectively the needed information”, available all over the 
Internet [9]. 

Despite these facts, in Portugal, accordingly with the latest data from 2013 [10], 64 
% of the Portuguese population use the computer and the Internet; those, only 20, 2 % 
of elderly citizens (between the ages of 65 and 74) use the computer and merely 18, 
6% use the Internet. Plus the range of elderly citizens in the Portuguese society is 
growing, accordingly with the 2011 census [11] 19, 15% of the population is over 65 
years old. 

The necessary transition to an economy and society based on knowledge leads us 
to think, work and meet in a network. In this context is required to promote the 
appropriation of digital literacies throughout the Portuguese society, namely the 
elderly citizens. To achieve this goal it’s necessary to propose and implement 



 Active Ageing – Enhancing Digital Literacies in Elderly Citizens 453 

innovative initiatives for digital inclusion and increasing digital literacy and skills. 
The ability to develop those skills is intrinsically related with the concept of lifelong 
learning, which is the pursuit of knowledge permanent and continuous, performed on 
a voluntary basis and self-motivated, for reasons both personal and professional, 
improving social inclusion, active citizenship and personal development as well as the 
competitiveness and employability [12]. 

3 Active Citizenship | Grandparents 2.0 

As mentioned before, active ageing means taking more and no less out of life as you 
age, both at work and at home or in the community, affecting each person 
individually, but also society as a whole. Thus, given this context, we intend to build 
this project, fostering intergenerational dialogue between students and seniors. 
Moreover, 2013 was the European Year of Citizens, focusing on the rights that all 
people automatically enjoy throughout the European Union because they are 
European citizens. Every day, 500 million Europeans enjoy these rights, which also 
benefits the European economy. So, if Europeans are better informed and know better 
utilize their rights as individuals may benefit more, which will also bring benefits for 
the EU economy and society. Moreover, with the project Cidadania Activa | Avós 2.0 
(Active Citizenship | Grandparents 2.0) is intended to meet the Digital Agenda for 
Europe 2020 strategies, which reports that over “50% of Europeans use the internet 
daily – but 30% have never used it at all! Moreover, disabled persons face particular 
difficulties in benefiting fully from new electronic content and services. As ever more 
daily tasks are carried out online, everyone needs enhanced digital skills to 
participate fully in society. The Digital Agenda tackles the digital divide” [13]. 
Therefore, the project aims to contribute to the "Pillar VI: Enhancing digital literacy, 
skills and inclusion" and especially the actions: 

• Action 57: Prioritize digital literacy and competences for the European Social Fund  
• Action 59: Prioritize digital literacy and skills in the 'New skills for jobs' flagship  
• Action 60: Increase participation of women in the ICT workforce  
• Action 61: Educate consumers on the new media  
• Action 62: EU-wide indicators of digital competences  
• Action 64: Ensure the accessibility of public sector websites  
• Action 65: Helping disabled people to access content  
• Action 126: Grand Coalition for Digital Jobs and Skills 

Within the Agenda Portugal Digital [14], we hope to contribute to the objective for 
the promotion and use of online public services, in order to be used by 50% of the 
population by 2016, in particular the measure aiming to improve literacy, skills and 
digital inclusion, in particular: 

• Develop skills for the Digital Economy;  
• Promoting digital inclusion and regular use of the Internet. 
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• Propose and implement innovative initiatives and promoting the inclusion and 
increasing digital literacy;  

• Promote the improvement of ICT skills through the development of digital content 
available for free;  

• Promote guidelines for the effective and efficient use of infrastructure, equipment 
and resources available to the network;  

• Support the sharing among the collaborators of the Network. 

With the Active Citizenship | Grandparents 2.0 we will focus on the development of 
digital literacies among elderly citizens, fostering them into a networked society. 

We felt the need to develop such a project because it was detected the feeling of 
social isolation and loneliness among elderly citizens once that many of them are 
away from their families and friends. 

3.1 Social Isolation and Loneliness in Elderly 

The feeling of loneliness appears associated with a small relationship network, being 
associated with social isolation, which triggers some disturbances in self-esteem and 
quality of life for the elderly. Social loneliness occurs when a person feels a lack of 
belonging to the community or in establishing social ties, leaving a mixture of 
feelings of rejection, anger and non-acceptance. Emotional loneliness happens when 
one feels the lack of personal and intimate relationships. You cannot mitigate the 
loneliness replacing it with another form of relationship, being emotional loneliness 
the most painful form of isolation that a person can suffer [16]. In fact, loneliness is a 
subjective feeling, associated with the quality of social interaction and not with the 
quantity of social contact, and may be due to the emotional pain of losing someone 
very special, a sense of exclusion or marginalization of social ties [17].  

Some causes related to the inherent feeling of loneliness are mainly due to 
population isolation. Elderly living in rural areas are more prone to loneliness than 
elderly living in urban centers. The weak physical state, widowhood, low yields, 
diseases and lack of friends are agents that also contribute to the loneliness. On the 
other hand, contact with other individuals can contribute to the adoption of healthy 
habits as well as contribute to increased personal control, helping to psychological 
well-being of the elderly [18]. There are several strategies that help the elderly to 
combat loneliness: meet new people and mingle with them, participating in voluntary 
social activities at a local level, integration into acquaintanceship groups, seek to 
recognize their rights and duties as a citizen, take care of mental and physical health, 
understand the natural changes associated with ageing, and find or retrieve new 
channels of communication between individuals from the same generation [19]. 
Healthy ageing is closely related to the promotion of independence and the prevention 
of loneliness and social isolation [20]. Sociability in the elderly is crucial for the 
prevention of several problems, contributing for their health, quality of life and well-
being. 
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3.2 ICT As a Way to Fight Social Isolation and Loneliness 

ICT has been an asset to the dissemination of information and knowledge through 
various digital tools, ensuring forms of socialization that will benefit elderly on the 
fight of the loneliness and social isolation. On the other hand, virtual tours of 
museums, libraries and shopping centers are also one of the most sought after 
activities [21], plus the elderly in addition to sending e-mail, still seek to gather 
information about hobbies, news, health information and updates on the weather [22].  

The access of elderly to the social networks and other ways of online contact, such 
as email, chat rooms, newsgroups, hangouts and videoconference, will ensure contact 
with friends and family and can be fostered through training sessions. Digital 
inclusion is the democratization of access to information technologies, to allow the 
insertion of every citizen in the information society and also simplify their daily 
routine, maximize time and its potential. An info-inclusive is not one that simply 
takes advantage of technology and networks to exchange emails or doing research, 
but one that boasts of its potential to improve their living conditions. Thus, digital 
inclusion is not just "literate" citizens regarding the use of technology but improve 
social frameworks from its use and application .It is intended that the elderly obtain 
greater autonomy, knowledge, social participation, personal development and skills 
that will foster relationships with others. The contact with technologies allows the 
elderly to redefine its insertion in the nuclear family and in society, promoting 
intergenerational relationships. The use of computers and tablets and the access to the 
internet allows other ways of communication and interaction, providing also ways to 
solve a problem situation, such as access to various services of daily-life - home 
banking, post office, health center, finances, supermarket. 

3.3 The Pilot Study 

Previously to a wider action a pilot study was implemented in order to understand the 
viability of the project. In order to understand the needs of the elderly citizens 
concerning the digital literacies a questionnaire was applied. The target were elderly 
citizens from a nursing home, in a total of 14 answers – chosen due to their proximity 
and facility to reach out. The detected needs in terms of ICT skills were varied (cf 
Fig. 2.) – the need to learn how to use a search engine and how to edit content in a 
word document are among the most requested ones. 

 

 

Fig. 2. Detected training needs among elderly citizens 
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4 Final Considerations 

Despite our health declines as we grow old, a lot can be done to cope with this 
decline. And quite small changes in our environment can make a big difference to 
people suffering from various health impairments and disabilities. Active ageing also 
means empowering us as we age so that we can remain in charge of our own lives as 
long as possible. Provide citizens with competences on digital and information 
literacy is a way to contribute for an ageing with quality and independence, giving the 
opportunity to the elderly to feel as part of the modern and networked society. 
Initiatives like the one we presented here not only contribute for an active ageing but 
also to the strengthening solidarity between generations and for the lifelong learning. 
Information and digital literates holds a “set of skills needed to find, retrieve, analyze, 
and use information (…) Ultimately, information literate people are those who have 
learned how to learn. They know how to learn because they know how knowledge is 
organized, how to find information, and how to use information in such a way that 
others can learn from them. They are people prepared for lifelong learning, because 
they can always find the information needed for any task or decision at hand” [9]. A 
better informed citizen, elderly or not, is a more successful citizen and will have ways 
to bridge the gap between their past and present lives – being provided with tools that 
allow them to fully integrate the nowadays networked society. Plus the “greater the 
number of collective intellects with which an individual is involved, the more 
opportunities he has to diversify his knowledge and desire” [2], and by giving the 
possibility of elderly citizens to share their experiences online the better the society 
will be. 
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Abstract. This paper investigates the enhancement of reflective thinking in the 
context of online and distance adult education, through blogging as part of a 
course activity. A multi-case was conducted involving content and thematic 
analyses. The results show that students appreciated the reflection process that 
blogging engaged them into, while their motivation to further explore and use 
blogs to improve their learning experiences was increased. Factors affecting 
blog interaction are also identified, while the findings are associated with the 
key components of a theoretical framework for reflection in an attempt to link 
theory and research on reflective thinking.   

Keywords: student reflection, critical thinking, blogging, adult education, case 
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1 Introduction  

The popularity of distance and online education has indisputably increased over the last 
decade; a vastly growing number of higher education institutions worldwide, driven by 
the ‘learning for anyone, anywhere, anytime’ imperative, offer blended and/or purely 
online and distant courses on undergraduate and postgraduate levels [1]. With respect to 
this new academic paradigm, a great body of research has been devoted on the 
examination of the effectiveness of web-based programs and the conditions for 
optimized teaching and learning in online environments [2]. Certainly the field is 
relatively young and it is not surprising that findings on the quality of the online 
educational experiences, especially when compared to face-to-face formats, are rather 
inconclusive [3-5]. In this paper, we attempt to discuss how internet technologies and 
more specifically blog usage, may impact upon and improve students’ online learning 
experiences by enhancing their reflective thinking and practices.  

2 Reflection: A Key Element in the Learning Process 

In this attempt, we should first define ‘reflection’. John Dewey is considered the first 
scholar to have introduced the concept of reflective thinking in 1933 and defined it as 
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«Active, persistent, and careful consideration of any belief or supposed form of 
knowledge in the light of the grounds that support it, and the further conclusions to 
which it tends» [6]. Despite the early introduction of the term by Dewey, it was not 
until the late ’80s that researchers and academics started devotedly exploring the 
importance of reflection for learning. Indeed, over the last decades, reflection has 
been acknowledged as a crucial cognitive process and a key element in learning [7]. 
Learner-centred pedagogies identify the value of reflection in being a conscious 
process, according to which the learner purposefully attempts to make links between 
existing understandings, thoughts and experiences, with new information. Reflection 
embraces evaluation and analysis strategies, and is, thus, regarded a form of 
metacognition, crucial in view of the complicated objectives of today’s education and 
the versatile requirements of our information society and its workplace [8, 9]. 
Particular emphasis has been placed in the literature on the importance of reflection in 
the context of adult learning, which is of interest in this review. In fact, critical 
reflection consists a major principle in Malcolm Knowles’s theory of adult learning 
[10], while studies have proved that reflective strategies, accomplished through 
experiential practices, have the potential to establish meaningful learning experiences 
[11] and motivate adult learners [12].  

Even though reflection is considered essential to teaching and learning and often 
set as a major educational goal, scholars have pointed out that its accomplishment can 
be challenging. This is often attributed to a lack of systematic definition of its 
elements, which in turn makes it difficult to «be taught, learned, assessed, discussed 
and researched» [13], and then to the fact that it is socially and culturally sensitive, 
making it highly context-specific and requiring strict structure in the educational 
environment [14]. Taking these challenges into account, we reviewed the literature in 
search of a comprehensive framework to understand reflection [8, 15, 16]. The 
metacognitive model of reflection proposed by McAlpine et al. [8], focuses on higher 
education, proved to be a guiding theoretical framework developing our 
understanding of reflection. In their paper, the authors describe the model and coding 
scheme resulting from their research study of six university professors who were 
considered excellent teachers and who provided data on their planning, instructing 
and evaluating of their students. They claim that their model incorporates the key 
theoretical concepts of the reflective process but also describes how these concepts 
are operationalized. According to the model [8], reflection is an ongoing process, 
composed of six prime components as outlined below and also presented in Figure 1:  

• Goals, which translate into decisions 
• Knowledge, which represent cognitive structures 
• Action, which transforms cognition into behaviours and enacts plans 
• Monitoring, which requires feedback during enactment 
• Decision making, which reflects the influenced action, and 
• Corridor of tolerance, which defines the acceptable limits for change. 
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Fig. 1. Model of reflection [8] 

Two more aspects are highlighted by the authors; the first is ‘time of reflection’, 
according to which reflection may be continuous and synchronous with an action 
(reflection-in-action) or asynchronous, meaning that it can occur or after an action 
(reflection-on-action). The second important aspect is ‘spheres of reflection’; these 
are categorized into the practical sphere, which emphasizes improvement of actions in 
a specific context, the strategic sphere, which aims at generalizing approaches across 
contexts, and the epistemic sphere which represents knowing on a metacognitive level 
how reflection works and what it factors may influence it. 

3 Reflection in Online Learning Environments 

Technology-supported environments have been consistently associated with 
pedagogically meaningful practices and improved learning experiences, and research 
devoted to the incorporation of educational technologies, particularly web-based ones, 
in higher education has been extensive [17, 18]. Synchronous and asynchronous 
interaction formats, social networking, less-structured environments, multimedia 
incorporation and representation, unlimited choice over resources and personalization, 
are just some of the features of information and communication technologies reported 
to enhance the educational process [19], enabling constructivistic, self-directed and 
collaborative approaches to learning and knowledge acquisition [20].  

With specific respect to the facilitation of reflective thinking, internet technologies 
have been analogously claimed, in theory and in research, to provide authentic 
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opportunities for learners [21]. Such activities may include creation of multimedia 
such as podcasts [22], development and maintenance of e-portfolios [23], engagement 
with distant learning objects [21], creation and contribution to wiki sites [24], online 
gaming [25] and others. This paper is particularly concerned with blogging, as an 
activity for enhancing learner reflection.  

The literature presents several other studies that have investigated blog use for 
educational purposes [26-28]. Three main categories of reflection are identified with 
regards to blogging: Self-directed, peer-inspired and collaborative reflection. We 
consider self-directed reflection as the process when a learner reflectively contributes 
to her own blog or shares thoughts and ideas on an educational topic addressed in a 
third party blog, driven by her individual pursuit of learning and knowledge 
acquisition. Furthermore, we understand peer-inspired reflection as the process in 
which a learner reflects on another person’s message (whether posted on her own blog 
or a third party blog), and purposefully comments or discuss further that message. We 
distinguish peer-inspired reflection from collaborative reflection in that learners 
engaged in the latter, attempt to create and maintain a blog on a topic towards a 
collaborative construction of knowledge.      

In view of the dramatic change that (formal and informal) education faces with the 
growth of the web-based tools, it is key to collect additional practices and accumulate 
evidence on how reflection can be prompted in online and virtual spaces. This paper 
aims to contribute towards this direction addressing self-directed and peer-inspired 
reflection during blog-based activities. 

4 Methodology 

A multi-case study of 6 (out of 19) participants in a course within a graduate program 
at a US university, was conducted. The study sample was based on volunteer 
participation. Participants fell within the 35-45 age group, with four of them holding 
teaching posts and two working at administrative positions. The course was offered 
exclusively online, and aimed at preparing participants to design and deliver online 
learning programs in both formal and informal settings. It ran over a 4-month period 
and was moderated by a single tutor. Instruction and communication occurred 
asynchronously throughout the course. Participants were expected to contribute to the 
online discussion and accomplish weekly activities assigned by the tutor. Three data 
sets were collected; the first set included participant messages on the discussion 
board. The second set included their responses to a brief questionnaire on online 
reflection. Great emphasis was particularly placed on the third data set which included 
the participants’ assignments on an individual blog activity. According to the activity, 
participants were asked to follow and comment on an educational blog of their 
preference, and then describe and reflect on that experience. As shown in Figure 2, 
data were analysed qualitatively, using content and thematic analyses. 
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Most of them even expressed their surprise how reflective thinking enabled their 
ideas and argumentation to flow naturally, despite their initial reservations about 
posting online. Overall, it was evident among participants that the reflective 
experience resulted in a perspective change. This last finding indicates the setup of a 
corridor of tolerance, linking students’ present, past and future intentions towards 
blogging, which however we are not in position to evaluate since the study concluded 
following the end the blog-based activity. Yet, this is of key importance, especially 
within the context of education for adults, where participants consciously (and, as 
with the study sample, often on economic and family sacrifices) attend professional 
and academic programs, investing in the improvement of their learning curve.    

6 Conclusion and Discussion 

The study findings highlight the impact of blogging, not as a learning journal as it is 
often addressed in the literature, but as an educational activity for professionally 
interacting with and meaningfully challenging others’ ideas and posted content, on the 
development of reflective thinking. Implications are, therefore, drawn for the 
integration of blogging activities in the design and implementation of programs for 
adult learners, so as for learner reflection to occur at all three spheres proposed by 
McApline et al. [8] (practice, strategic and epistemic), and not just the basic one 
(practice), as proved to be the case in this study. Future research avenues could 
include the repetition of the study involving a larger sample in order to strengthen the 
conclusions from this study and also generalize the findings to the broader adult 
learner population. Moreover, a similar but longitudinal study could be conducted so 
as to examine whether engagement with blog-based activities could impact on a more 
sustainable way on students’ reflective attitude. Finally, it would be interesting to 
compare blogging and reflective thinking among young and older adults, taking into 
account that young adults are overall significantly more exposed to online messaging, 
discussion and reading.  
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Abstract. In a networked society, everyday experience is shared in networks at 
a personal, professional and academic level. Thus, there is a need to have digital 
literacy skills to obtain and produce contents in a collaborative way, sharing the 
knowledge acquired in the personal learning network. 

This paper is a reflection of literature revision in the PhD project of Online 
Distance Education and e-learning, concerning themes such as digital identity 
and personal learning networks.  In this way we aim to make a literature analy-
sis about the necessity of digital literacy so that we may obtain competencies 
for a personal learning network. 

Keywords: collaborative learning, Digital Identity, Digital literacy, personal 
learning network, skills. 

1 Introduction 

The appearance of emerging digital environments and pedagogies has enabled the 
introduction and adoption of new practices and behaviours of individuals in a univer-
sity academic context. It is also in this context that the Web 2.0 has an increasing use 
by academic community – teachers, students and researchers - to create, stimulate and 
expand learning in an informal way, even when knowledge is acquired in a formal 
context. It is also in this background that we situate the importance of a digital litera-
cy to improve the digital identity by members of academic communities, that enables, 
among other things, the creation of social connection networks (teachers, researchers, 
students or experts, etc.), which, in the perspective of Rodrigues & Beefun [1], are 
very important for an open and collaborative learning in the network. 

The Web 2.0 encourages sharing, disclosure, collaboration and cooperation, mak-
ing the web social and participatory whilst also an integrating part of a social platform 
and on a network, where each one can share their contents through the various appli-
cations, such as: blogs, forums, social networks, wikis, amongst others.  They update 
and share information easily, creating personal learning networks, the user being the 
main mentor of the nodes of their personal network. 

This article results in a literature review for the of a PhD thesis that looks at the 
questions related with the problematic area that presently constitutes in the Digital 
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Identity of an Online Distance Education and e-learning researcher, and their personal 
learning environment to study the genesis, management and dynamics of their Per-
sonal Learning Network (PLN).  In this perspective, Digital Literacy is a patent pa-
rameter and important to analyze the reality of the community of researchers, study-
ing on this project. 

Therefore, the study looks to contribute to the comprehension that as of how a 
community of researchers construct, keep and make dynamic their Personal Learning 
Network (PLN) so as to make the most of collaborative and shared knowledge.  By 
means of this process we understand the importance of the researcher to having digital 
literacy so as to promote a digital identity. 

2 Emerging Digital Environments and Pedagogies 

With the evolution of Internet, Web 2.0 is acknowledged as a platform of creation, 
sharing and constantly modifying contents, being user-centered, allowing both for 
interaction and communication as well as the creation of networks.  According to 
some authors, among them Solomon and Schrum [2], this evolutionary phenomenon 
has altered some fundamental aspects on how individuals act and behave on the net-
work: how they link within themselves, interact and share information, purchase, 
socialize, learn and work. 

In this framework, the surging and growing of emerging digital environments is 
constant, defining new practices and behaviour of individuals.  It is also in this con-
text, that we note that the Web 2.0 is used more steadily by the academic community, 
teachers, students and researchers, to create and expand learning in an informal way, 
even when knowledge is acquired in a formal context. 

The importance of a digital literacy and digital identity by the members of the 
community, allows among other actions, creations of very important social connec-
tion networks (teachers, researchers, students or specialists, etc.) in the perspective of 
Rodrigues & Beefun [1], for a collaborative learning on an open network. 

Users make use of these networks and/or virtual learning communities in order to 
share information and knowledge in their area of interest, research or learning.  Ac-
cording to Dias [3], the immersion of digital environments in an educational perspec-
tive can promote and sustain the development of open pedagogies, with evidence for 
interactions between the group members, those of collaborative nature standing out in 
a social network context [3], a digital literacy being necessary. Also Morgado [4] 
makes a perspective of the creation of virtual communities where personalization and 
openness are defining characteristics and in which, whether by the sharing of contents 
and experiences, or by the dynamics of interaction, follow the main open access al-
lowing a collaborative open learning, designating a networked class. In turn, Keats & 
Schmidt [5] argue that, among the changes that have occurred in recent years with 
impact (both in technological, or educational terms), the greatest importance is attri-
buted to the role of students as creators of shared knowledge, being that social net-
works play an important role in the process of collaborative open learning. The cor-
rect use of digital media is an asset for collaborative learning through a network of 
social connections [6]. 
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Dias [3] states that the opening of formal learning spaces for social interaction of 
the web represents the possibility of members of traditional communities to partici-
pate in new cultural activities, using the potential of digital technologies to create 
networks of social interaction and collaborative learning. This then allows a new de-
sign and experience of learning scenarios and knowledge.  

However, all these existing and emerging phenomena, as well as emerging peda-
gogies [7] lead us to convene for this discussion the issue of a digital literacy with the 
latest information which is fundamental while the facilitator is in the learning process, 
through social and collaborative interactions, not forgetting the critical insight needed 
to select what are important and meaningful contributions to the network.  

Digital literacy is a concept of a recent and extensive diversity of views and inter-
pretations. For Ala-Mutka, Punie & Redecker [8], Martin [9] and Goodfellow [10], 
digital literacy is the domain of tools and encourages the use of technology in the 
context of educational oriented digital skills promoting an awareness of criticism in 
the content created and used. On the other hand, it implies the effective use of tech-
nology in multiple digital formats, from a variety of sources and devices - computer, 
tablet or smartphone, etc., to obtain information or knowledge. 

“Having digital literacy requires more than just the ability to use software or to op-
erate a digital device it includes a large variety of complex skills(...) A conceptual 
model that was recently described by the authors suggests that digital literacy com-
prises five major digital skills: photo-visual skills (“reading” instructions from graph-
ical displays), reproduction skills (utilizing digital reproduction to create new, mea-
ningful materials from preexisting ones), branching skills (constructing knowledge 
from non-linear, hypertextual navigation), information skills (evaluating the quality 
and validity of information), and socio-emotional skills (understanding the “rules” 
that prevail in cyberspace and applying this understanding in online cyberspace com-
munication)" [11]. 

Therefore, taking into account the specialized literature, digital literacy may  
include: (a) social practices - supported by skills, strategies and an attitude that encou-
rages and supports the capacity of an individual to represent and understand the  
various ideas using digital tools [9],[12], (b) the use of technologies in a creative form 
- the use of tools to meet the personal and professional individual’s needs [9],[13], (c) 
adequate knowledge to undertake the management of public and private digital spaces 
that enable the construction of an identity that reflects the profile and career of indi-
viduals in an academic, professional and personal level [4], [14], [15]. 

3 Digital Identity  

The digital dimension of identity is understood as the total information about the indi-
vidual, from credentials that allow access to the closed system, to the representation 
of the complex "I" in an open digital space [16]. In this sense, there is a tendency to 
optimize learning with the use of digital technologies available to the individual and 
through the network. With this development, there is an awareness of the need to 
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promote new forms of learning, collaboration and dissemination of work as part of a 
digital brand, both at a personal and academic and professional level [14]. 
The digital presence of an individual is no longer a process that depends only on him, 
but also on the individuals who compose the network, whether they belong or simply 
have access to the information. Thus, the individual must know how to manage their 
presence in public and private online spaces [17], [18], being one more of the skills 
acquired by digital literacy. 

For Williams, Fleming, & Parslow [19], the concept of Digital Identity (ID) is rela-
tively recent and derives from the practices that individuals have been developing on 
the network. It is therefore an important element because it is the reflection of the 
personal, academic and professional life of the individual. According to research by 
Aresta [15] carried out in a case study with university students, two profiles of digital 
identity emerged: student awareness about their own digital identity and their reputa-
tion whilst a student and professional. 

In turn, Costa & Torres [14] also highlight two major areas in which the ID is fo-
cused: presentation and reputation. At first the authors report that the ID deals with 
how individuals work online and how they engage and interact in shared spaces, i.e. 
their profile whilst online. The second focuses on the perspective that others have of 
the individual, i.e. what others think about your "I". To Warburton [16], the ID  
already allows the building of trust and also contributes to the reputation, and the 
persistence in maintaining credibility, a fundamental feature to obtain a relevant repu-
tation. 

White [20] refers to two perspectives of the representation of the "I" in the digital 
space – the visitor and resident. The visitor is one that will create different identities, 
so as not to bind to any in particular while the resident identity, however, feels the 
need and desire to build a strong and consistent identity, establishing through this the 
foundation for a network of "prestige contacts." Through this network, the individual 
reveals experiences, skills and capabilities on how to communicate, interact and share 
the online space. 
Aresta [15] states that digital identity works in a sense better than a curriculum vitae, 
as it reveals to "friends" and/or to public in general, according to the notions of the 
privacy of the profile, a personal, educational and professional background. 

Warburton [16], in turn, states that the ID reflects on the different aspects of the 
individual´s personality depending on the context, be it professional (researcher, lec-
turer, teacher, etc.) or private (personal relationships), the attitudes, behaviour and 
sharing made differently. Thus, our digital identity, as well as our own personality, is 
constantly changing and is mirrored in the environments in which we coexist online, 
be it on those in which we have permanent access, those that are irregular or even 
those that we simply created a profile to view and test its usefulness both on a private 
or professional level, i.e., a fragmented ID, consisting of various services and  
networks scattered around the Web in which we are present and/or in which we par-
ticipate on a personal, academic or professional level. For some authors such as Mar-
garyan, Nicol, Littlejohn, & Trinder [21] and Warburton [16], nowadays, with the 
evolution of the Internet and the importance given to the social web, the existence  
of an identity online on a network is an impossible phenomenon to contour. The 
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knowledge and the capacity of researching, evaluating, creating, sharing information 
and synthesizing have become more and more important. 

The social Web is characterized by media coverage and individual participation in 
various spaces and emerging environments through sharing, recording on databases 
(whether banking, institutional or social networking), blogs or discussion forums, 
allowing the construction of a digital identity network [16]. In an educational context, 
social software applications consist in providing the level of communication and inte-
raction between individuals and/or groups, promoting the production of knowledge 
and sharing with the community [22]. This action enables a digital literacy, because 
the higher the share (of information), the more likely the individual will have to learn 
and acquire new knowledge. 

4 Personal Learning Network 

The technological evolution creates new challenges for education and research, as we 
nowadays live in a network. The network is comprised of individuals who are part of 
our everyday lives that share interests, resources, thoughts, links, insights and jokes, 
among many other things, but the key is that they enrich our professional and personal 
life [23]. 

In an interesting analysis of what he termed as digital scholarship, Weller [23] 
compares the use of the tools he used as a researcher and those he uses currently: the 
books - were accessed via library e-books and audiobook; magazines - through two 
online databases: Google Scholar and Mendeley; Delicious/social bookmarking, 
blogs, YouTube, Wikipedia, Slideshare, Scribd, Cloudworks, Twitter, personal net-
working, conferences and seminars. The individuals of an open digital world are de-
fined less by the institutions to which they belong to and more through the network 
and digital identity they establish. 

Therefore, the characteristics of Web 2.0, that motivate and facilitate the prolifera-
tion of tools that allow you to create, edit, simulate, comment, share, text, sound, im-
age and video are great tools to give value to Personal Learning Environments (PLEs) 
and a motive for  networked learning [24] allowing a collaborative and open social 
learning through Personal Learning Network (PLN). 

Both the PLE and PLN are based conceptually on Siemens and Downes connectiv-
ism. The fundamental premise of connectivism is the binding of the individual 
through us (the connection points, which bring content or facilitate interaction) within 
a network, and that subsequently produce knowledge through the established connec-
tions [25], [26], [27]. Knowledge is, for these authors literally formed by the set of 
actions and experiences. This implies a pedagogy that  (a) seeks to describe networks 
of success - identifying their properties, described by Downes [25] as diversity, au-
tonomy, transparency and connectivity, and  (b) seeks to describe the practices that 
lead to these networks, both in the individual as in the society - characterized as 
adapted practices of demonstration (by teacher), and practice and reflection (by stu-
dent). According to connectivism a) learning occurs like a process in a distributed 
network, based on recognition and interpretation of patterns b) the learning process is 
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influenced by the diversity of the network, i.e.  the strength of the bonds c) the mem-
ory comprises of adapted patterns of connectivity of the actual state d) the transfer 
occurs through a process of connection and, e) the best for complex learning are 
learning domains in permanent change [25], [28]. 

In short, Connectivism presents a model of learning that acknowledges the great 
changes in society where learning is no longer seen as an individual activity. When 
new tools are used, people work and operate differently. In education, the recognition 
of these new learning tools has happened in a very slow manner. In this sense, con-
nectivism provides insight into competencies and tasks required for students to grow 
and adapt to a digital age of knowledge [29]. 

Learning in this perspective, happens through practice, dialogue and interaction 
with others on networks that are themselves connected, interactive and open chan-
neled, allowing each student to build their learning space, focusing on their interests 
and needs. 

According to the first comprehensive review of the concept of PLE performed by 
Mota [24] there are several definitions given by various authors , some of which we 
refer to: Lubensky [30] defines PLE as centered on the ease for an individual to per-
form actions such as access and aggregation of digital artifacts in their learning expe-
riences. Siemens [7] also refers to a collection of tools coupled through openness, 
interoperability and student control. Mota [24] highlights the vision of Anderson [31] 
on  PLE, because such enhances and leverages the input of the learner; protects and 
values identity; respects academic property, is focused on the Internet, supports mul-
tiple levels of socialization, administration and learning; supports communities of 
inquiry between and within subjects, programs, institutions and individual learning 
contexts. 

With the evolution of social software and conceptual discussion around PLEs, 
changes are found that intend to reflect on emerging pedagogies that result from digi-
tal environments and emerging technologies. For example, Schaffert & Hilzensauer 
[32] on reflecting this connection, identified seven aspects where there are changes in 
learning supported by PLE: 1) the role of the individual as active content creator, 2) 
personalization, with support from the community, 3) learning content as unlimited 
space, 4) the significant role of social participation; 5) ownership of individual data; 
6) self-organized learning for the culture of schools and organizations, and finally 7) 
the use of social software tools and aggregating content from multiple sources. 

For Castañeda & Adell [33], PLE consists of 3 dimensions and interoperable tools: 
1) tools and strategies for reading, in that the sources that are accessed provide certain 
information in the form of object or artifact; 2) tools and strategies for  reflection - 
this refers to space environments or services that can transform information (places to 
write, review, analyze, recreate and post); and finally, 3) tools and strategies regard-
ing: the environments where there is a relationship with others and learning is made. 

The third dimension- Personal Learning Network (PLN) - is a relatively recent 
concept, justifying thus that scientific production is still low. That is also why it is 
often confused with the concept of Personal Learning Environment (PLE). 

The PLN is defined by the set of connections between individuals, with the objec-
tive of enhancing mutual learning through feedback, ideas, documentation, new  
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contacts, in order to obtain a network of learning and acquiring new knowledge. It is a 
network of people with whom you are connected to in order to learn and that is 
created according to personal interests and needs, providing learning opportunities, 
providing answers to questions and contributing to mutual learning. Having defined 
its conceptual contours, it interests us at this moment to understand how to build a 
PLN. According to Digenti [34] firstly it is important to understand the role of indi-
viduals on the network, as a reciprocal relationship is created. In this perspective, 
each individual member of the network should be concerned with providing informa-
tion representing an added value in the learning process of the other members. 

In the era of experience in network, in which we are connected to the internet al-
most 24 hours a day, we have the opportunity and the challenge of being able to have 
a lump sum of human knowledge and billions of prospective teachers "with just one 
click," through informal learning. The PLNs of each individual allow us to have 
access to this reality, which, according to Richardson [35], is not difficult to build. 
This author proposes six steps to build a PLN and maintains that its value is the com-
mitment and the maintenance of the interactions created. 
From an analysis of learning networks, Downes [36] listed four properties that define 
a learning network: 

1. Diversity - allows you to have multiple perspectives, enabling to "see things" from 
a different point of view, due to the heterogeneity of the elements that make up the 
network; 

2. Autonomy - each individual acts independently with respect to their network and 
through social software and content creation tools (blogs, etc.); 

3. Interactivity and connectivity - should be a reality in the individual links , in order 
to obtain knowledge produced from the activity performed in the network, in other 
words, through dialogue and interaction between members of the network; 

4. Opening - each network entity should be able to contribute to and receive from the 
network. This openness is what allows interactivity between individuals and that 
allows students to have learning outside the classroom and share that learning with 
the world. 

Although the web can itself be constituted as a learning platform in the sense given by 
Downes [36] and Mota [24], the learning environment is dependent on the relations 
established between individuals. The effectiveness of the web is on the opportunities 
it offers to individuals in forming themselves as creators of knowledge (rather than 
mere collectors). Despite web tools providing a space for interaction, its added value 
is the ability to leverage an environment of effective and interactive learning [37]. 
Flexibility and adaptability is the key to lifelong learning in a networked society, as 
well as opportunities for personalized learning [38]. 

Each individual, in an attempt to create connections with other people with similar 
interests, create their own PLN. The links grow by the dialectic of providing and ac-
quiring relevant information and personal perspectives on topics that are important to 
the particular individual, but also to give something to others through Web 2.0 tools 
[39]. The practice of cultivating an online PLN contributes to the emancipation of the 
individual as well as to demonstrate their skills in digital literacy. 
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The PLN, in the opinion of Rajagopal et al. [40], is a network created by an indi-
vidual specifically in the context of their professional activities through online plat-
forms in order to support their needs in learning. So when a professional intentionally 
creates, maintains and activates their strong, weak and very weak links to contacts in 
your network, whether personal or professional contacts, the purpose is to improve 
their learning, using technology. Thus we are faced with creating a Personal Learning 
Network. In this perspective, the student at the network core organizes the whole 
environment, navigation, selects and chooses the most relevant sources of information 
[32], [41], [42], but this requires the student to have a high level of control over the 
tools used. 

The technologies included in PLN allow students to use, modify and adapt their 
network to meet their learning needs [38]. But technology does not yet support the 
distinction of the degree of bonding (strong, weak or very weak), but provides a 
common platform where people can connect (social networks like LinkedIn, Face-
book, Twitter, online conferences, workshops and Webinar platforms). It is yet impor-
tant to stress that in face to face events, there is support for web-based technologies, 
thus allowing the possibility of creating valuable connections in the future. 

According to Lalonde [43] building a PLN can be very personal and intimate, in-
volving the negotiation of social relations with the goal of learning. In this sense, it is 
up to the individual to decide what to include in their PLN. Digenti [34] had already 
mentioned this fact when referring to collaborative learning, in which he stated that 
members should develop awareness on how to create strong networks among current 
and former members. 

Rajagopal, Verjans, Costa, & Sloep [44] stress the importance of the issue of PLN 
in recent studies, due to the generalization of the theme itself, because the effective 
use of learning resources as PLNs depends on the knowledge of contacts that each 
individual is linked to. Students support their networking needs of informal learning 
through their links with other people and resources, often supported by information 
and communication technologies. These skills are related to the content, such as being 
able to engage in conversations and being able to communicate ideas, thoughts and 
opinions to a listener [45], [46] but also in relation to knowledge in building their own 
network and continuously maintaining and enabling PLN [47], in particular to be able 
to identify the experience and knowledge of the connections in PLN [40]. 

With the expertise to develop these skills, students will be able to build effective 
and valuable personal learning networks to support their learning needs in the present 
and future. Thus, it is important for individuals to realize that the experience and 
knowledge of individual contacts can benefit their learning [48]. 

In short, the main elements that characterize the relations developed between 
members of the network are reciprocity and trust, encouraging the exchange of infor-
mation with the goal of learning. PLNs describe the habits of informal learning and 
create learning opportunities through relationships and interactions. They are not so-
cial networks, as the incentives to participate in them are learning. They are referred 
to as an environment of autonomous learning in social knowledge and contacts 
created on the network. Each individual in this whole network serves the personal 
learning needs, which is not limited by collective goals. 
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5 Conclusion  

In the digital era in which individuals live in a social web and that Personal Learning 
Networks are constructed, it is fundamental to talk about the competencies for the 
construction of those networks. The proposal of this paper was to analyze how digital 
literacy allowed the creation, dynamics and maintenance of a Personal Learning Net-
work of a community of researchers. 

Throughout the article we analyzed and explored diverse authors that demonstrated 
the necessity of a digital literacy for the promotion and experience of a PLN, being 
that these competencies do not deplete in digital literacy. 

To sum up, the Web 2.0 promotes the sharing, collaboration and cooperation, turn-
ing into a social platform and network, where each one shares their contents and ac-
quires knowledge through sharing contacts that make up their PLN. Through this 
process we demonstrated the importance of researchers acquiring competencies of 
digital literacy in order to promote a digital identity of their PLN. 
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Abstract. Simulation Based Medical Education (SBME) as an innovative 
approach in Medical and Professionals Allied to Medicine (PAM) education has 
received international attention in the past few years to support improvement of 
patient safety and providing better health care services within hospitals. 
Blended SBME (B-SBME) is a new instructional model recently introduced 
into the field, which blends on-line briefing sessions followed by a simulation 
session, and concluded with immediate face-to-face debriefing sessions. In this 
paper we discuss the complexity of learning in B-SBME and how 
individualistic learning theories do not support understanding of all these 
processes. A shift in theoretical lens to socio-cultural theories may develop our 
understanding of how we depict and theorise the learning that goes on in B-
SBME and whether B-SBME can act as a “boundary crossing tool” and support 
expanding of learning into clinical setting.  

Keywords: Simulation based medical education, blended learning, Social 
Practices Theory, boundary crossing tool. 

1 Introduction 

The use of Technology Enhanced Learning (TEL) in different educational and 
working environments has been increased significantly in the past few years to 
provide more educational opportunities for learners to catch up with the rapid 
changing world and the overload of new information, knowledge, and skills required 
for operating in different aspects of their career and life. Medical and healthcare 
organisations, among them English National Health Services (NHS) Trusts, are not 
exempt from these changes and there is a constant need to train and retrain the staff 
and refresh their employees’ knowledge around new technologies, products, and 
services that are being introduced in their environment. “The need to meet the 
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Department of Health’s Standards for Better Health and the NHS Litigation 
Authority’s Risk Management Standards has been instrumental in increasing attention 
to, and appetite for, providing alternative methods of training using technology” [22] 
[page.4]. Simulation as an alternative educational approach has received significant 
international attention in the past few years within health care education and services. 
SBME is becoming popular for providing medical students and practitioners near 
real-life opportunities to practice and improve their clinical and non-clinical skills to 
“reduce the risk of complications for patients” [5] [page.5] and improve health care 
services as a result.  

This paper focuses on B-SBME as a new instructional model introduced in the In 
Lancashire Simulation Centre, Lancashire Teaching Hospitals NHS Trust (LTHTR) 
training programme. The preliminary analysis of the data revealed that in B-SBME 
learning is very complex. Therefore, “standard learning theories have little to offer if 
one wants to understand [these] processes” [7][page, 66] and a shift in theoretical lens 
from individualistic learning theories to socio-cultural theories may provide a new 
perspective in understanding B-SBME in this particular context. 

2 Simulations in Medical and PAM Education 

Simulation Based Education (SBE) has been successfully integrated in the 
educational programmes of high-risk professional industries, such as aviation, 
astronomy, defence, and nuclear energy for decades [2, 8, 26]. The main two reasons 
for using SBE in these industries has been the cost and danger involved in training or 
testing a system in real life context [26] and the opportunity it provides for learners to 
practice rare events and prepare them to react quickly and efficiently in real-life 
events [6]. However, in medical professions only from the second half of the 20th 
century different types of low cost, low fidelity part task trainers started to be used 
and towards the end of the 20th century SBME received greater attention [2]. It is 
argued that simulations “in all its forms will be a vital part of building a safer 
healthcare system” in future [6] [page.55]. SBME has been introduced to health care 
services for the following reasons: 

1. Medical Education shifted to more outcomes-based approach where demonstration 
of competence became important rather than how the competence was acquired. 
The need for training more effective junior doctors after undergraduate education 
[9] and “continuing education after higher specialist education” [2] [page.256] 
gained special attention. Moreover, the revalidation of doctors every five years was 
introduced to make sure doctors remain up-to-date [10].  

2. Some of the changes in health care delivery such as shorter hospital stays and 
clinic visits, and greater numbers of patients with higher acuity of illnesses resulted 
in reduced number of patients available for learning purposes in hospitals (12). 
Moreover, reduction of working hours to 48 hour a week by introducing European 
Working Time Directive (EWTD) changed the working pattern and training 
opportunities [21] for clinical staff. Improving patients’ safety and reduction of 
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medical errors [12] and ethical issues around using patients for educational 
purposes to avoid unnecessary risks [30] also gained greater attention.  

3. Constant technological and scientific advancement for both diagnosis and 
treatment purposes [12] require clinical staff to learn new techniques and skills or 
upgrade their knowledge around the use of new medical technology more than 
before.  

Simulation in medical and PAM education evolves and improves very quickly; new 
simulators are being introduced in the field therefore the boundaries of what can be 
simulated often change frequently [1]. It is important for educators to realise that the 
simulations and all the technology attached to it to simulate an event are tools in the 
hands of the educators and only skilful use of them can enhance educational practices 
and improve satisfaction among learners and educators, which may ultimately lead to 
sustainable use of technology for educational purposes. In other words, education 
should not be driven by technology but the educational agenda should adopt the type 
of technology that will support learning [18]. 

Although SBME has been shown to provide rich learning opportunities [11] it has 
remained educationally under-theorised and is being used as an alternative medical 
and PAM educational approach. “Simulations are often accepted uncritically, with 
undue emphasis being placed on technological sophistication at the expense of theory-
based design” [15] [page.549]. Research into the conceptual framework of SBME is 
very limited and teaching and learning designs are mainly developed in practice. 
SBME is “a complex service intervention” [19] [page.50] with various learning 
opportunities that has to be theorised and managed carefully to provide meaningful 
learning environment for the learners.  

3 Blended Simulation Based Medical Education 

Blended Learning (BL) or sometimes called Hybrid Learning (HL) has gained 
considerable attention after realising that “single mode of instructional delivery may 
not provide sufficient choices, engagement, social contact, relevance, and context 
needed to facilitate successful learning and performance” [27] [page. 51]. BL offers 
“a real opportunity to create learning experiences that can provide the right learning at 
the right time and in the right place for each and every individual” [28][ page.18]. BL, 
if designed carefully to provide a meaningful learning environment, may provide 
flexibility in learning that can support student-centred and self-initiated learning [14]. 

Blended SBME (B-SBME) has recently been introduced into the Lancashire 
Simulation Centre LTHTR training programme as an innovative instructional model. 
This instructional model blends on-line briefing sessions, which includes more 
theoretical aspects of clinical cases, an introduction to use of simulations, and some 
key points  (both clinical and non-clinical) about management of acute situations. 
The online modules are followed by a simulation session, which includes hands on 
practice/experience in a near real life context. Sessions are concluded with immediate 
face-to-face debriefing sessions for reflection and feedback on experience. The 
introduction of the online modules as pre-session briefings provide learners with 
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flexibility in preparing for sessions and allow facilitators and learners increased time 
for the hands-on sessions in the simulation centre.  

4 Methodology 

This work in progress is a qualitative case study which took place in LTHTR 
simulation centre over the course of two years. Ninety third year medical students and 
the simulation facilitators were the participants of this study. Data has been collected 
through participant observations of the practices taking place in the simulation centre 
and semi-structured interviews with fourteen medical students and four facilitators 
and medical educators. Data analysis was conducted in a five-phased cycle including 
compiling, disassembling, reassembling, interpreting, and concluding [29]. 

The aim of this study was to look at the activities taking place in B-SBME through 
the most discussed theoretical lenses in the field such as Situated Learning theory, and 
Experiential learning theory. It also aimed to explore how learning happens in this 
educationally rich environment where students have to interact with technology, texts 
and documents, medical instruments/drugs, other students, and facilitators.  

5 Preliminary Results 

The preliminary analysis of the data revealed that in B-SBME learning is very 
complex. From the moment the learners started the online modules, they reported 
thinking and reflecting on different aspects of the simulation and scenarios. These 
individual and collaborative reflections continued throughout the debriefing session 
and even afterwards. Data indicates learners are learning by getting engaged in 
cognitive activities, by doing/experiencing, by observing their peers, by reflecting on 
their own and their peers’ performances, by collaborating with their peers, and by 
referring to documents and guidelines. Formal, informal, and non-formal learning 
may take place across activities, depending on the aims of a simulation session. There 
are opportunities to learn not only clinical skills but also non-clinical skills, i.e. 
communication skills required for providing safe practices in real life contexts.  

The preliminary analysis of the data surfaced the complexity of learning in B-
SBME and how individualistic learning theories are unable to capture the whole 
learning processes in this versatile learning environment. Activities taking place in B-
SBME may be explored better if the theoretical lens shifts to socio-cultural theories. 

5.1 Individualistic Learning Theories 

Situated Learning Theory. Lave and Wenger argue that the important elements in 
situated learning are having an authentic context and social interactions and 
collaborations [16]. They also argue that learners’ involvement in a “community of 
practice” starts as a beginner or novice and gradually moves from the periphery of a 
community to its centre and becomes more active and engaged within the culture and 
eventually becomes an expert contributor [17]. Although situated learning might be 
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able to explain the role of context and social interactions and collaborations that are 
taking place in a simulated scenario, this learning theory could not capture the whole 
set of learning activities taking place in SBME. The context is near authentic and 
learners are role-playing, thus activities of SBME do not closely align with the 
requirements of situated learning. Collaborative learning is taking place but the 
learners are not categorised as novices and experts in this particular setting with this 
particular set of participants.  

Experiential Learning Theory. In SBME learners are active and engaged from the 
beginning, all participating in a simulated scenario collaboratively experience a new 
practice, reflect on their learning, and possibly take away the newly learned practice 
into real clinical setting. However, Kolb’s experiential learning, which presents a 
cyclical learning process: experiencing/practicing, observation/reflecting on the 
practice, forming abstract concepts, and planning new experiment/active experiment 
is not enough to describe these learning processes. Kolb describes Experiential 
Learning from a constructivist point of view [20] and to him learning, is 
transformation of experience into knowledge, skills, values and emotions [4]. One of 
the main criticisms that ELT has received is that experience cannot be shaped outside 
social relations [3]. Therefore, de-contextualising and individualising learning, and 
considering learning resulted from subjective experiences rather than “objective and 
rational process[es]” [13] [page.6] has little to say about contextually rich and social 
learning happening in B-SBME. 

5.2 Social Practices Theory (SPT) 

Considering a ‘practice’ as an opportunity for learning and extracting knowledge is a 
new approach which “turns to a consideration of the learning process but does so by 
figuring the locus of concern as learning in social or organizational contexts rather 
than individual cognitive process”[24] [page.15). Practices can include “the rooted 
identities and patterns of behaviour that characterise shape or constrain understanding 
of [that activity]” [25] [page.2].  

In order to capture the dynamic learning environment in B-SBME ‘social 
practices’ might provide the right conceptual framework. Social practices are 
described as “recurrent, usually unconsidered, sets of practices or ‘constellations’ 
[clusters of activities] that together constitute the daily life” [25] [page.2]. Sometimes 
the clusters of practices “bound together by social groupings” [25] [page.3] and shape 
activity systems.  

By applying SPT the clusters of practices taking place at universities and hospitals 
might be described differently. “If we depict educational organizations and the 
workplace as different activity systems, characterized by different communities of 
practice, then moving from one to another involves a form of social and cognitive 
‘brokerage’ in which a variety of tools might aid and develop ‘expansive’ learning 
opportunities” [24] [page. 18). In this case B-SBME might act as a bridge between 
these two activity systems as a “boundary crossing tool” to prepare the learners for 
more productive and competent practices in the real context.  
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6 Conclusion 

The demand for using Simulation Based Medical Education (SBME) has increased 
significantly in the past few years. However, SBME has remained as an alternative 
learning/training approach in medical and PAM education. Partially it can be related 
to the fact that SBME has been remained educationally under-theorised. Legislation 
mandates medical educators to provide evidence on the impact of SBME on patient 
safety and improvement of the services. However, evidence-based research in this 
complex learning environment may not be able to provide a comprehensive 
understanding of learning processes and how learning may be extended into the real 
clinical settings. Innovative research approaches need to be applied into the field to 
capture, analyse, and evaluate learning outcomes [23] and possibly integrate SBME in 
the core training programmes of medical and PAM education. 

This work in progress may introduce a shift of understanding learning processes in 
SBME from individual to a social by using Social Practices Theory. By analysis of 
the social practices in B-SBME a new perspective may be introduced in using B-
SBME as a “boundary crossing tool”. 
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Abstract. Researcher community produces a vast of content on the
Web. We assume that every researcher interest oneself in events, persons
and findings of other related community members who share the same
interest. Although research related archives give access to their content
most of them lack on analytic services and adequate visualizations for
this data. This work resides on our previous achievements[1,2,3,4] we
made on semantically and Linked Data driven search and user inter-
faces for Research 2.0. We show how researchers can find and visually
explore commonalities between each other within their interest domain,
by introducing for this matter the user interface of “ResXplorer”, and
underlying search infrastructure operating over Linked Data Knowledge
Base of research resources. We discuss and test most important com-
ponents of “ResXplorer” relevant for detecting commonalities between
researchers, closing up with conclusions and outlook for future work.

1 Introduction

“ResXplorer”1 is aggregated interface for search and exploration of the underlying
Linked Data Knowledge Base. Data within originates from Linked Data reposi-
tories DBLP(L3S)2 which is a bibliography of computer science conference pro-
ceedings, COLINDA3 containing information about up to 15000 conferences in the
time range from 2003 up to 2013, DBPedia4 common knowledge encyclopedia and
Open Linked Data repository with geographical information named GeoNames5.
Schematic structure of Linked Data Knowledge Base contains graphs of different

1 http://www.resxplorer.org
2 http://dblp.l3s.de/
3 http://colinda.org
4 http://dbpedia.org
5 http://geonames.org
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semantic entities represented as RDF (Resource Description Framework)6 data
model instances indexed and searchable by Apache Solar7 interface. Functionality
for keywordbasedfinding of commonalities between research related artifacts (per-
sons, publications and conferences) is an extension consisting of our earlier work
onmodule for path finding between resources in semantic entity graphs, which is a
part of the ”Everything isConnected” engine (EiCE) [3], and interface solutions for
exploration of LinkedData research repositories [4] based onWeb 2.0 technologies.

Fig. 1. ResXplorer concept for finding scholar artifacts necessary to reveal the com-
monalities

2 Finding Commonalities

As first step, a real-time keyworddisambiguation via semantic entities fromLinked
Data Knowledge Base guides researchers by expressing their needs. Researcher
select the desired meaning from a type-ahead drop down menu. Figure 2 shows
the type-ahead expansion of results as disambiguation for “Laurens De Vocht”
as “Agent” an entity which describes person or organisation in the Linked Data
KnowledgeBase. Expansion of results for entered terms happens in real-time. This
feature is especially useful, during the early stages of the search as reported in [5].

Whole process around finding commonality is shown in figure 1. In behind
the back-end (EiCE engine) connects the resources and ranks them according to
the entered context. At the same time background modules also fetch neighbour
links which match the selected suggestion. As result, choice of various resources
is then presented to the researchers.

6 http://www.w3.org/RDF/
7 https://lucene.apache.org/solr/

http://www.w3.org/RDF/
https://lucene.apache.org/solr/
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Fig. 2. Mapping of keywords

3 Visual Exploration

The visualization emphasizes commonalities by showing, on a radial map [6],
how the current focused entity relates to the other found entities. It adopts the
concept of affinity appropriately expressed in visual terms as a spatial relation-
ship: proximity [7]. We additionally express the amount of unexpectedness as
novelty of a resource in each particular search context. A typical example of
such situation is in the Figure 3.

Features like color, shape and size of the items enhance user guidance during
the exploration process [4]. The user expands the query space by clicking the
results retrieved by the first keyword based search. Additional query expansion
happens either through adding further keywords as well as through keyword
combinations already entered where the back-end (EiCE engine) tries to deliver
extra results based upon connection paths between the resources.

4 Evaluation of the Back-end

4.1 Setup

For evaluation of the module responsible to find commonalities, we defined a
set of ten queries shown in table 1 consisting from the name pairs of authors
of this paper knowing that they will deliver results, and that author profiles
already exist in the DBLP bibliography archive. This set of queries is selected
for reason to easier determinate relevance of results. Measurement of recall is
left out intentionally because of the size of search space (hundreds of millions of
potentially relevant resources).

4.2 Measures

Definition represented in equation (1) expresses precision as combination of true
positives (TP), false positives results. Links discovered along traversing path of
algorithm which lead to scientific resources (publications, persons and events)
relevant for one of the both authors represent true positives. All other unresolv-
able or repeating links are false positives.

precision =
TP

TP + FP
(1)
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Fig. 3. Visual representation of commonality between Laurens De Vocht and Selver
Softic based on common publications such as the highlighted “Semantically...Research
2.0”

4.3 Preliminary Results

Table 2 summarizes preliminary results of our tests. We measured precision
of retrieved commonalities, path length between the two resources entered as
terms of the query, and total count of discovered commonalities per query. The
precision values range from 0.7 up to 0.95. This precision rate is unexpectedly
high even we knew that test queries represent authors who know and work with
each other. These results are partly influenced by the well-connectedness of graph
structures in the Linked Data Knowledge base. Path lengths are very short as
expected and range from 2 up to 4 hops. Total count of detected commonalities
ranges from 4 up to 11 except in query Q10. The explanation for this outlier
is that relation in Q10 is the strongest one because of the length of common
period of collaboration between those two researchers and the number of together
published works. They also have a bigger social network of collaborators which
allows finding more alternative connection paths within semantic graphs than
in the case of other queries. Evaluation of precision versus the path lengths in
figure 4 reveals that; there is no linear dependency between the path lengths and
precision. At least in our evaluation, results with shorter path lengths reach in
average better precision then the ones with long paths.

Figure 6 shows that changes of total number of retrieved commonalities does
not have any immediate significant impact on the precision score. This is not
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Table 1. Set of queries, for finding of commonalities between researchers

Query Keywords

Q1 Selver Softic, Laurens De Vocht
Q2 Selver Softic, Erik Mannens
Q3 Martin Ebner, Selver Softic
Q4 Martin Ebner, Laurens De Vocht
Q5 Erik Mannens, Martin Ebner
Q6 Erik Mannens, Laurens De Vocht
Q7 Laurens De Vocht, Rik Van De Walle
Q8 Rik Van De Walle, Selver Softic
Q9 Rik Van De Walle, Martin Ebner
Q10 Rik Van De Walle, Erik Mannens

Table 2. Precision, path length, commonalities count along the detection path for test
queries

Query Precision Path length Commonalities

Q1 0,75 2 4
Q2 0,86 4 7
Q3 0,78 2 9
Q4 0,75 2 4
Q5 0,82 4 11
Q6 0,83 2 6
Q7 0,83 2 6
Q8 0,7 4 10
Q9 0,7 4 10
Q10 0,95 3 37

surprising since the precision depends directly on the ratio of true positives and
false positives.

For sure, most interesting finding reveals figure 6 where path lengths face the
total counts of detected commonalities. The results depicted here discount the
assumption that the length of a path traversed by algorithm within a graph
structure which is well-connected implies inductively the increase of detected
commonalities by each new hop. Even the outlier in the Q10 proves this as-
sumption wrong. This confirms once again the latter findings that solely quality
of the detected commonality links determinate the precision and do not correlate
strongly with changes of path lengths and total count of discovered common-
alities. This finding is potentially influenced by the specific form of data graph
structures in the Linked Data Knowledge Base, however this assumption is not
confirm able with current results.

Quantitative reasons for the high precision are visible in figure 7 where to-
tal count of detected commonalities faces the count of true positives and false
positives. The count of true positives almost correlates with the total count of
commonalities which is a strong indicator for high precision.



Finding and Exploring Commonalities between Researchers 491

Fig. 4. Precision vs. Path lengths

Fig. 5. Precision vs. total count of Commonalities

Fig. 6. Path lengths vs. total count of Commonalities
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Fig. 7. Total count of Commonalities vs. TP Commonalities vs. FP Commonalities

5 Usability

We conducted a short survey on percieved usefulness based on the Technology
Acceptance Model (TAM) [8] with 31 researches where users judged the usage of
”ResXplorer” on a Likert-Scale with values (Strongly Disagree, Disagree, Unde-
cided, Agree, Strongly Agree). The result of the evaluation shows the figure 8
and table 3.

Table 3. Preliminary results of the short survey on the percieved usefulness

ResXplorer

What is the main goal of ResXplorer? Goal Score Variance

1. [To explore] Explore 4.12 1.61
2. [To discover] Discover 3.88 1.86
3. [To search] Search 3.71 1.10
4. [To analyse] Analyse 3.18 1.78
5. [To clarify] Clarify 3.12 1.74
6. [To tell stories] Tell stories 2.47 1.70

The primary goal according to test-users for “ResXplorer” is to explore. Ac-
cording to the users, “ResXplorer” is not intended to tell stories. The users are
unsure whether “ResXplorer” is more suited to analyse or to clarify. Highest
score, at the moment it also has relatively low variance. Biggest variance and
most averaged score goes above or below 2.5. This is an indicator that users
recognised the exploration as intention of the system.
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Fig. 8. Results of the short survey on usefulness

6 Conclusion

The main contribution of our work is allowing researches to interactively explore
relations between the resources and entities like events, places, publications or
persons related to their work and discover commonalities between them. Pre-
liminary tests on “ResXplorer” back-end show that module for finding common-
alities reaches high precision which does not depend from the length of search
path, and the count of found commonality links but only from their quality
and relevance. We also observed that longer traversed paths does not necessary
mean implicitly bigger amount of discovered commonalities. All these findings
lead us to assumption that underlying data is well-prepared and well-connected
as well, and offers a variety of potentially interesting and useful resources for
researchers. Conducted short survey on the “precieved usefulness” approved the
‘ResXplorer” as exploration interface. In the future we want to extend the usabil-
ity survey with aspects about the ease of use. Further we are aiming to extend
our precision measurement on bigger test set to verify initially achieved good
results. Moreover, we also want to test the assumptions about the quality and
well connectedness of data in used Linked Data Knowledge Base.
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Berg, Carlos Henrique I-334
Besios, Antonios II-258
Bezerra, Anna II-440
Bharali, Reecha II-269
Bhat, Savita I-238
Bonafide, Jason II-173
Bosse, Tibor II-375
Bratitsis, Tharrenos II-62
Braunhofer, Matthias II-105
Brayshaw, Mike I-25
Brero, Gianluca II-72
Brown, Scott W. I-371
Butterfield, Adele I-25

Caicedo, Guido II-408
Cascales Mart́ınez, Antonia II-11
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Constantinou, Elis Kakoulli I-95
Contero, Manuel II-11

Costa, Carlos J. I-180
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Pérez-López, David C. II-11
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