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The question

What objects are where?
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Why it matters

• Intellectual curiosity
- How do we extract this information from the signal?

• Applications
- Semantic image and video search

- Human-computer interaction (e.g., Kinect)
- Automotive safety

- Camera focus-by-detection

- Surveillance
- Semantic image and video editing

- Assistive technologies

- Medical imaging
- ... 3



Proxy task: PASCAL VOC Challenge

• Localize & name (detect) 20 basic-level object categories
- Airplane, bicycle, bus, cat, car, dog, person, sheep, sofa, monitor, etc.

• 11k training images with 500 to 8000 instances / category
• Evaluation: bounding-box overlap; average precision (AP)
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Challenges

• Deformation
• Viewpoint
• Subcategory
• Variable structure
• Occlusion
• Background clutter
• Photometric
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Challenges

• Deformation
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Challenges

• Viewpoint
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Challenges

• Subcategory –– “airplane” images
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Challenges

• Variable structure
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PASCAL VOC Challenges 2007-2011

• 2007 Challenge
- Winner: Deformable part models & Latent SVM [FMR’08]
- 21% mAP

- Baseline for dissertation

• Winners of 2008 & 2009 Challenges
• Fast forward to the 2011 Challenge

- Our system (voc-release4): 34% mAP
- Top system (NLPR): 41% mAP

- NLPR method: voc-release4 + LBP image features + richer spatial model 
(GMM) + more context rescoring

- Second (MIT-UCLA) and third place (Oxford) also based on voc-release4
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Contributions –– By area
• Object representation*

- Mixture models (in PAMI’10); Latent orientation; Person grammar model

• Efficient detection algorithms*

- Cascaded detection for DPM (oral at CVPR’10)

• Learning*

- Weak-label structural SVM (spotlight at NIPS’11)

• Detection post-processing
- Bounding box prediction & context rescoring

• Image representation
- Enhanced HOG features; features for boundary truncation & small objects

• Software
- voc-release{2,3,4} – currently the “go to” object detection system
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Object representation



Model lineage – Dalal & Triggs

• Histogram of Oriented Gradients (HOG) features
• Scanning window detector (linear filter)
• w learned by SVM
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(a) (b) (c) (d) (e) (f) (g)
Figure 6. Our HOG detectors cue mainly on silhouette contours (especially the head, shoulders and feet). The most active blocks are
centred on the image background just outside the contour. (a) The average gradient image over the training examples. (b) Each “pixel”
shows the maximum positive SVM weight in the block centred on the pixel. (c) Likewise for the negative SVM weights. (d) A test image.
(e) It’s computed R-HOG descriptor. (f,g) The R-HOG descriptor weighted by respectively the positive and the negative SVM weights.

would help to improve the detection results in more general
situations.
Acknowledgments. This work was supported by the Euro-
pean Union research projects ACEMEDIA and PASCAL. We
thanks Cordelia Schmid for many useful comments. SVM-
Light [10] provided reliable training of large-scale SVM’s.
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Model lineage – Latent SVM DPM

• Dalal & Triggs + Parts in a deformable configuration z
• Scanning window detection: max over z at each p0

• w learned by latent SVM
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Abstract

This paper describes a discriminatively trained, multi-
scale, deformable part model for object detection. Our sys-
tem achieves a two-fold improvement in average precision
over the best performance in the 2006 PASCAL person de-
tection challenge. It also outperforms the best results in the
2007 challenge in ten out of twenty categories. The system
relies heavily on deformable parts. While deformable part
models have become quite popular, their value had not been
demonstrated on difficult benchmarks such as the PASCAL
challenge. Our system also relies heavily on new methods
for discriminative training. We combine a margin-sensitive
approach for data mining hard negative examples with a
formalism we call latent SVM. A latent SVM, like a hid-
den CRF, leads to a non-convex training problem. How-
ever, a latent SVM is semi-convex and the training prob-
lem becomes convex once latent information is specified for
the positive examples. We believe that our training meth-
ods will eventually make possible the effective use of more
latent information such as hierarchical (grammar) models
and models involving latent three dimensional pose.

1. Introduction
We consider the problem of detecting and localizing ob-

jects of a generic category, such as people or cars, in static
images. We have developed a new multiscale deformable
part model for solving this problem. The models are trained
using a discriminative procedure that only requires bound-
ing box labels for the positive examples. Using these mod-
els we implemented a detection system that is both highly
efficient and accurate, processing an image in about 2 sec-
onds and achieving recognition rates that are significantly
better than previous systems.

Our system achieves a two-fold improvement in average
precision over the winning system [5] in the 2006 PASCAL
person detection challenge. The system also outperforms
the best results in the 2007 challenge in ten out of twenty

This material is based upon work supported by the National Science
Foundation under Grant No. 0534820 and 0535174.

Figure 1. Example detection obtained with the person model. The
model is defined by a coarse template, several higher resolution
part templates and a spatial model for the location of each part.

object categories. Figure 1 shows an example detection ob-
tained with our person model.

The notion that objects can be modeled by parts in a de-
formable configuration provides an elegant framework for
representing object categories [1–3, 6,10, 12, 13,15, 16, 22].
While these models are appealing from a conceptual point
of view, it has been difficult to establish their value in prac-
tice. On difficult datasets, deformable models are often out-
performed by “conceptually weaker” models such as rigid
templates [5] or bag-of-features [23]. One of our main goals
is to address this performance gap.

Our models include both a coarse global template cov-
ering an entire object and higher resolution part templates.
The templates represent histogram of gradient features [5].
As in [14, 19, 21], we train models discriminatively. How-
ever, our system is semi-supervised, trained with a max-
margin framework, and does not rely on feature detection.
We also describe a simple and effective strategy for learn-
ing parts from weakly-labeled data. In contrast to computa-
tionally demanding approaches such as [4], we can learn a
model in 3 hours on a single CPU.

Another contribution of our work is a new methodology
for discriminative training. We generalize SVMs for han-
dling latent variables such as part positions, and introduce a
new method for data mining “hard negative” examples dur-
ing training. We believe that handling partially labeled data
is a significant issue in machine learning for computer vi-
sion. For example, the PASCAL dataset only specifies a
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Superposition of views
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aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv

Our rank 3 1 2 1 1 2 2 4 1 1 1 4 2 2 1 1 2 1 4 1
Our score .180 .411 .092 .098 .249 .349 .396 .110 .155 .165 .110 .062 .301 .337 .267 .140 .141 .156 .206 .336
Darmstadt .301

INRIA Normal .092 .246 .012 .002 .068 .197 .265 .018 .097 .039 .017 .016 .225 .153 .121 .093 .002 .102 .157 .242
INRIA Plus .136 .287 .041 .025 .077 .279 .294 .132 .106 .127 .067 .071 .335 .249 .092 .072 .011 .092 .242 .275

IRISA .281 .318 .026 .097 .119 .289 .227 .221 .175 .253
MPI Center .060 .110 .028 .031 .000 .164 .172 .208 .002 .044 .049 .141 .198 .170 .091 .004 .091 .034 .237 .051

MPI ESSOL .152 .157 .098 .016 .001 .186 .120 .240 .007 .061 .098 .162 .034 .208 .117 .002 .046 .147 .110 .054
Oxford .262 .409 .393 .432 .375 .334

TKK .186 .078 .043 .072 .002 .116 .184 .050 .028 .100 .086 .126 .186 .135 .061 .019 .036 .058 .067 .090

Table 1. PASCAL VOC 2007 results. Average precision scores of our system and other systems that entered the competition [7]. Empty
boxes indicate that a method was not tested in the corresponding class. The best score in each class is shown in bold. Our current system
ranks first in 10 out of 20 classes. A preliminary version of our system ranked first in 6 classes in the official competition.

Bottle

Car
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Sofa

Figure 4. Some models learned from the PASCAL VOC 2007 dataset. We show the total energy in each orientation of the HOG cells in
the root and part filters, with the part filters placed at the center of the allowable displacements. We also show the spatial model for each
part, where bright values represent “cheap” placements, and dark values represent “expensive” placements.

in the PASCAL competition was .16, obtained using a rigid
template model of HOG features [5]. The best previous re-
sult of .19 adds a segmentation-based verification step [20].
Figure 6 summarizes the performance of several models we
trained. Our root-only model is equivalent to the model
from [5] and it scores slightly higher at .18. Performance
jumps to .24 when the model is trained with a LSVM that
selects a latent position and scale for each positive example.
This suggests LSVMs are useful even for rigid templates
because they allow for self-adjustment of the detection win-
dow in the training examples. Adding deformable parts in-
creases performance to .34 AP — a factor of two above the
best previous score. Finally, we trained a model with parts

but no root filter and obtained .29 AP. This illustrates the
advantage of using a multiscale representation.

We also investigated the effect of the spatial model and
allowable deformations on the 2006 person dataset. Recall
that si is the allowable displacement of a part, measured in
HOG cells. We trained a rigid model with high-resolution
parts by setting si to 0. This model outperforms the root-
only system by .27 to .24. If we increase the amount of
allowable displacements without using a deformation cost,
we start to approach a bag-of-features. Performance peaks
at si = 1, suggesting it is useful to constrain the part dis-
placements. The optimal strategy allows for larger displace-
ments while using an explicit deformation cost. The follow-
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Mixture of DPMs

• Training (component labels are hidden)
- Cluster training examples by bounding-box aspect ratio
- Initialize root filters for each component (cluster) independently
- Merge components into mixture model and train with latent SVM
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ering an entire object and higher resolution part templates.
The templates represent histogram of gradient features [5].
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INRIA Plus .136 .287 .041 .025 .077 .279 .294 .132 .106 .127 .067 .071 .335 .249 .092 .072 .011 .092 .242 .275

IRISA .281 .318 .026 .097 .119 .289 .227 .221 .175 .253
MPI Center .060 .110 .028 .031 .000 .164 .172 .208 .002 .044 .049 .141 .198 .170 .091 .004 .091 .034 .237 .051

MPI ESSOL .152 .157 .098 .016 .001 .186 .120 .240 .007 .061 .098 .162 .034 .208 .117 .002 .046 .147 .110 .054
Oxford .262 .409 .393 .432 .375 .334

TKK .186 .078 .043 .072 .002 .116 .184 .050 .028 .100 .086 .126 .186 .135 .061 .019 .036 .058 .067 .090

Table 1. PASCAL VOC 2007 results. Average precision scores of our system and other systems that entered the competition [7]. Empty
boxes indicate that a method was not tested in the corresponding class. The best score in each class is shown in bold. Our current system
ranks first in 10 out of 20 classes. A preliminary version of our system ranked first in 6 classes in the official competition.
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Figure 4. Some models learned from the PASCAL VOC 2007 dataset. We show the total energy in each orientation of the HOG cells in
the root and part filters, with the part filters placed at the center of the allowable displacements. We also show the spatial model for each
part, where bright values represent “cheap” placements, and dark values represent “expensive” placements.

in the PASCAL competition was .16, obtained using a rigid
template model of HOG features [5]. The best previous re-
sult of .19 adds a segmentation-based verification step [20].
Figure 6 summarizes the performance of several models we
trained. Our root-only model is equivalent to the model
from [5] and it scores slightly higher at .18. Performance
jumps to .24 when the model is trained with a LSVM that
selects a latent position and scale for each positive example.
This suggests LSVMs are useful even for rigid templates
because they allow for self-adjustment of the detection win-
dow in the training examples. Adding deformable parts in-
creases performance to .34 AP — a factor of two above the
best previous score. Finally, we trained a model with parts

but no root filter and obtained .29 AP. This illustrates the
advantage of using a multiscale representation.

We also investigated the effect of the spatial model and
allowable deformations on the 2006 person dataset. Recall
that si is the allowable displacement of a part, measured in
HOG cells. We trained a rigid model with high-resolution
parts by setting si to 0. This model outperforms the root-
only system by .27 to .24. If we increase the amount of
allowable displacements without using a deformation cost,
we start to approach a bag-of-features. Performance peaks
at si = 1, suggesting it is useful to constrain the part dis-
placements. The optimal strategy allows for larger displace-
ments while using an explicit deformation cost. The follow-
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but no root filter and obtained .29 AP. This illustrates the
advantage of using a multiscale representation.

We also investigated the effect of the spatial model and
allowable deformations on the 2006 person dataset. Recall
that si is the allowable displacement of a part, measured in
HOG cells. We trained a rigid model with high-resolution
parts by setting si to 0. This model outperforms the root-
only system by .27 to .24. If we increase the amount of
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ments while using an explicit deformation cost. The follow-

6

Person Car



17

Learning without latent orientation

Learning with latent orientation

[GFM voc-release4]

Mixtures with latent orientation
(“pushmi-pullyu”
instead of horse)

(right-facing horse)



• Online clustering with a hard constraint

18

Unsupervised orientation clustering

Seed

Cluster 1 Cluster 2

ith example

Assign ith example to nearest cluster
Flipped example must go to the other cluster

...

...



Latent orientation improves performance
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42.1

47.3

56.8

Single component

Mixture model
3 components

Latent orientation
2x3 components

AP (2007)Horse model type



Results – Mixture models and latent orientation

• Mixture models boost mAP by 3.7 points
• Latent orientation boost mAP by 2.6 AP points

• 12 AP point improvement (>50% relative) over the baseline
20

AP scores using the PASCAL 2007 evaluation



Efficient detection



Cascaded detection for DPM

• Add in parts one-by-one and prune partial scores

• Sparse dynamic programming tables (reuse computation!)

22



Threshold selection & PCA filters

• Data-driven threshold selection
- Based on statistics of partial scores on training data
- Provably safe (“probably approximately admissible” thresholds)

- Empirically effective

• 2-stage cascade with simplified appearance models
- Use PCA of HOG features (or model filters)

- Stage 1: place low-dimensional filters; Stage 2: place original filters

23



Results –– 15x speedup (no loss in mAP)
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High recall Lower recall ⇒ faster

23.2x faster
(618ms per/image)

31.6x faster
(454ms per/image)
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Towards richer grammar models



People are complicated

26

Helmet,
occluded left side

Ski cap, no face,
truncated

Pirate hat, dresses,
long hair

Truncation, holding glass,
heavy occlusion

Objects from visually rich categories 
have diverse structural variation



Compositional models

27

There are too many combinations!
Instead...

More mixture components?

... compositional models defined by grammars  

(a) (b) (c) (d) (e) (f) (g)
Figure 6. Our HOG detectors cue mainly on silhouette contours (especially the head, shoulders and feet). The most active blocks are
centred on the image background just outside the contour. (a) The average gradient image over the training examples. (b) Each “pixel”
shows the maximum positive SVM weight in the block centred on the pixel. (c) Likewise for the negative SVM weights. (d) A test image.
(e) It’s computed R-HOG descriptor. (f,g) The R-HOG descriptor weighted by respectively the positive and the negative SVM weights.

would help to improve the detection results in more general
situations.
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Light [10] provided reliable training of large-scale SVM’s.

References
[1] S. Belongie, J. Malik, and J. Puzicha. Matching shapes. The
8th ICCV, Vancouver, Canada, pages 454–461, 2001.

[2] V. de Poortere, J. Cant, B. Van den Bosch, J. de
Prins, F. Fransens, and L. Van Gool. Efficient pedes-
trian detection: a test case for svm based categorization.
Workshop on Cognitive Vision, 2002. Available online:
http://www.vision.ethz.ch/cogvis02/.

[3] P. Felzenszwalb and D. Huttenlocher. Efficient matching of
pictorial structures. CVPR, Hilton Head Island, South Car-
olina, USA, pages 66–75, 2000.

[4] W. T. Freeman and M. Roth. Orientation histograms for
hand gesture recognition. Intl. Workshop on Automatic Face-
and Gesture- Recognition, IEEE Computer Society, Zurich,
Switzerland, pages 296–301, June 1995.

[5] W. T. Freeman, K. Tanaka, J. Ohta, and K. Kyuma. Com-
puter vision for computer games. 2nd International Confer-
ence on Automatic Face and Gesture Recognition, Killington,
VT, USA, pages 100–105, October 1996.

[6] D. M. Gavrila. The visual analysis of human movement: A
survey. CVIU, 73(1):82–98, 1999.

[7] D. M. Gavrila, J. Giebel, and S. Munder. Vision-based pedes-
trian detection: the protector+ system. Proc. of the IEEE In-
telligent Vehicles Symposium, Parma, Italy, 2004.

[8] D. M. Gavrila and V. Philomin. Real-time object detection for
smart vehicles. CVPR, Fort Collins, Colorado, USA, pages
87–93, 1999.

[9] S. Ioffe and D. A. Forsyth. Probabilistic methods for finding
people. IJCV, 43(1):45–68, 2001.

[10] T. Joachims. Making large-scale svm learning practical. In
B. Schlkopf, C. Burges, and A. Smola, editors, Advances in
Kernel Methods - Support Vector Learning. The MIT Press,
Cambridge, MA, USA, 1999.

[11] Y. Ke and R. Sukthankar. Pca-sift: A more distinctive rep-
resentation for local image descriptors. CVPR, Washington,
DC, USA, pages 66–75, 2004.

[12] D. G. Lowe. Distinctive image features from scale-invariant
keypoints. IJCV, 60(2):91–110, 2004.

[13] R. K. McConnell. Method of and apparatus for pattern recog-
nition, January 1986. U.S. Patent No. 4,567,610.

[14] K. Mikolajczyk and C. Schmid. A performance evaluation of
local descriptors. PAMI, 2004. Accepted.

[15] K. Mikolajczyk and C. Schmid. Scale and affine invariant
interest point detectors. IJCV, 60(1):63–86, 2004.

[16] K. Mikolajczyk, C. Schmid, and A. Zisserman. Human detec-
tion based on a probabilistic assembly of robust part detectors.
The 8th ECCV, Prague, Czech Republic, volume I, pages 69–
81, 2004.

[17] A. Mohan, C. Papageorgiou, and T. Poggio. Example-based
object detection in images by components. PAMI, 23(4):349–
361, April 2001.

[18] C. Papageorgiou and T. Poggio. A trainable system for object
detection. IJCV, 38(1):15–33, 2000.

[19] R. Ronfard, C. Schmid, and B. Triggs. Learning to parse pic-
tures of people. The 7th ECCV, Copenhagen, Denmark, vol-
ume IV, pages 700–714, 2002.

[20] Henry Schneiderman and Takeo Kanade. Object detection
using the statistics of parts. IJCV, 56(3):151–177, 2004.

[21] Eric L. Schwartz. Spatial mapping in the primate sensory pro-
jection: analytic structure and relevance to perception. Bio-
logical Cybernetics, 25(4):181–194, 1977.

[22] P. Viola, M. J. Jones, and D. Snow. Detecting pedestrians
using patterns of motion and appearance. The 9th ICCV, Nice,
France, volume 1, pages 734–741, 2003.

A Discriminatively Trained, Multiscale, Deformable Part Model

Pedro Felzenszwalb
University of Chicago
pff@cs.uchicago.edu

David McAllester
Toyota Technological Institute at Chicago

mcallester@tti-c.org

Deva Ramanan
UC Irvine

dramanan@ics.uci.edu

Abstract

This paper describes a discriminatively trained, multi-
scale, deformable part model for object detection. Our sys-
tem achieves a two-fold improvement in average precision
over the best performance in the 2006 PASCAL person de-
tection challenge. It also outperforms the best results in the
2007 challenge in ten out of twenty categories. The system
relies heavily on deformable parts. While deformable part
models have become quite popular, their value had not been
demonstrated on difficult benchmarks such as the PASCAL
challenge. Our system also relies heavily on new methods
for discriminative training. We combine a margin-sensitive
approach for data mining hard negative examples with a
formalism we call latent SVM. A latent SVM, like a hid-
den CRF, leads to a non-convex training problem. How-
ever, a latent SVM is semi-convex and the training prob-
lem becomes convex once latent information is specified for
the positive examples. We believe that our training meth-
ods will eventually make possible the effective use of more
latent information such as hierarchical (grammar) models
and models involving latent three dimensional pose.

1. Introduction
We consider the problem of detecting and localizing ob-

jects of a generic category, such as people or cars, in static
images. We have developed a new multiscale deformable
part model for solving this problem. The models are trained
using a discriminative procedure that only requires bound-
ing box labels for the positive examples. Using these mod-
els we implemented a detection system that is both highly
efficient and accurate, processing an image in about 2 sec-
onds and achieving recognition rates that are significantly
better than previous systems.

Our system achieves a two-fold improvement in average
precision over the winning system [5] in the 2006 PASCAL
person detection challenge. The system also outperforms
the best results in the 2007 challenge in ten out of twenty

This material is based upon work supported by the National Science
Foundation under Grant No. 0534820 and 0535174.

Figure 1. Example detection obtained with the person model. The
model is defined by a coarse template, several higher resolution
part templates and a spatial model for the location of each part.

object categories. Figure 1 shows an example detection ob-
tained with our person model.

The notion that objects can be modeled by parts in a de-
formable configuration provides an elegant framework for
representing object categories [1–3, 6,10, 12, 13, 15, 16, 22].
While these models are appealing from a conceptual point
of view, it has been difficult to establish their value in prac-
tice. On difficult datasets, deformable models are often out-
performed by “conceptually weaker” models such as rigid
templates [5] or bag-of-features [23]. One of our main goals
is to address this performance gap.

Our models include both a coarse global template cov-
ering an entire object and higher resolution part templates.
The templates represent histogram of gradient features [5].
As in [14, 19, 21], we train models discriminatively. How-
ever, our system is semi-supervised, trained with a max-
margin framework, and does not rely on feature detection.
We also describe a simple and effective strategy for learn-
ing parts from weakly-labeled data. In contrast to computa-
tionally demanding approaches such as [4], we can learn a
model in 3 hours on a single CPU.

Another contribution of our work is a new methodology
for discriminative training. We generalize SVMs for han-
dling latent variables such as part positions, and introduce a
new method for data mining “hard negative” examples dur-
ing training. We believe that handling partially labeled data
is a significant issue in machine learning for computer vi-
sion. For example, the PASCAL dataset only specifies a
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AP 0.42

No!



Object detection grammars
• A modeling language for building object detectors [FM’10]

- Terminals (model image data appearance)

- Nonterminals (objects, parts, ...)

- Weighted production rules (define composition, variable structure)

• Composition
- Objects are recursively composed of other objects (parts)

• Variable structure
- Expanding different rules produces different structures

• Person → Head, Torso, Arms, Legs
• Head → Eye, Eye, Mouth
• Mouth → Smile     OR      Mouth → Frown 28



• Object hypothesis = derivation tree T

• Linear score function               Detection with DP

29

Object detection grammars

Person(x,y,l)

Root(x,y,l) Part1(x1,y1,l1) PartN(xN,yN,lN)

...

T:

score( , ) = w ·�( , ) �( ) = argmax
�T

w ·�( , )

p = (x,y,l)



Build on what works

30

Can we build a better person detector?



Case study: a person detection grammar

• Fine-grained occlusion
• Sharing across all derivations
• Model of the stuff that causes occlusion
• Part subtypes and multiple resolutions
• Parts have subparts (not pictured)

31

Parts 1-6 (no occlusion) Parts 1-4 & occluder Parts 1-2 & occluder

Example detections and derived filtersSubtype 1 Subtype 2

Part 1

Part 2
Part 3
Part 4
Part 5
Part 6

Occluder



Training models

• PASCAL data: bounding-box labels
• No derivation trees given! (weakly-supervised learning)
• Learn the parameters w

32

training

Subtype 1 Subtype 2

Part 1

Part 2
Part 3
Part 4
Part 5
Part 6

Occluder



Defining examples

• Each bounding box is a foreground example
• All locations in background images are background examples
• From these examples, learn the prediction rule

33

Input example
Possible outputs
(derivation trees) Feature map

Predicted output w( ) = argmax
�S( )

w ·�( , )



Parameter learning

• Richer models, richer problems

• Which learning framework should we use?
34

One good output... and many bad ones!



Classification training

35

LSVM objective:
“score +1 here”

LSVM objective:
“score +1 here”

vs.

Training:

Testing:
Who wins?
Both derivations were 
trained to score +1.

(w) = �w� +
�

=
max

�
, � max

�S( )
w ·�( , )

�



Structured output training

36

“outscore all other 
outputs by a margin”

“score lower by a margin”

vs.

Training:

Testing:
A “good” output 
should win.

Good output Bad output



Latent structural SVM

• Objective and task loss (Lmargin) might be inconsistent

- Many outputs with zero loss –– LSSVM “requires” the training label
37

(w) = �w� +
�

=
(w, , )

(w, , ) = max
(ˆ,̂ )�Y�Z

[w ·�( ,ˆ,ˆ) + margin( ,ˆ)]

�max
ˆ�Z

w ·�( , ,ˆ)

[Yu and Joachims]

y

margin( , ) = margin( ,ˆ) =
ˆ

...



LSSVM requires label space = output space

• A simple example where label space != output space
- Label space is all pixel-accurate bounding boxes
- Outputs are bounding boxes on a low-res. grid at some scales

- Does not naturally fit the LSSVM framework

38Image pyramid HOG feature pyramid

root filter



Structured learning desiderata

• Model can make any low-loss prediction
- Many outputs might be compatible with one label
- The model is free to choose between them

• Label space and output space can be different
- E.g., bounding boxes labels and derivation tree outputs

• Generalize frameworks that work well
- Structural SVM
- Latent structural SVM

- Latent SVM

39

...

All ok!



Label space != output space

• Allowing different label spaces and output spaces

• Connect the spaces with loss functions of the form

40

shoe

lower-part

person

eyes

face

legsshoe
nose

mouth

pants

trunk
arms

person

label output� Y � S

: Y � S � R�



Weak-label structural SVM

• Allows different label spaces and output spaces
• Not “required” to predict the training label

- Many outputs may be compatible with a label –– labels are “weak”
- The model can pick any output with low Loutput

• Generalizes many frameworks
- SSVM, LSSVM, LSVM, structural ramp loss

41

(w) = �w� +
�

=
(w, , )

(w, , ) = max
�S( )

[w ·�( , ) + margin( , )]

� max
�S( )

[w ·�( , )� output( , )]



Person grammar results

• Person grammar results

• WL-SSVM vs. LSVM

42

AP scores on PASCAL 2010

AP scores on 5 PASCAL 2011 train+val splits



Example detections

43



Summary of contributions

• Richer models + post-processing + features + learning
- > 50% relative improvement in the state-of-the-art

• Cascaded detection for DPM
- 15x speedup of detection with no loss in performance

• Person detection grammar and WL-SSVM
- Highest-performing person detector
- More general & natural learning framework for many problems

• Improved image features
• Detection post-processing
• Software

- voc-release5 will be available soon!

44



Open directions

• Grammar structure learning
- Perhaps from more detailed annotations

• Score compatibility and linear grammars
- Nonlinearities to normalize score ranges –– neural grammars?

• Rethink our low-level features
- HOG features are too coarse to model fine detail

- We are likely saturating the performance of HOG features

• Optimizing nonconvex objectives with latent variables
- How can we free ourselves from careful (often model specific) initialization?

45





Challenges

• Subcategory –– “car” images

47Image credits: PASCAL VOC



Organizing principles

• Gradually build richer models
- Central research methodology

• Compositional models
- Object Detection Grammars [FM’10]

- Deformation, viewpoint, subcategory, composition – in a unified framework

• Efficient computation
- Tree-structured models
- Cascaded detection

• Train models from weakly-labeled data
- New models, old annotations

48



• Linear score function

• Detection = find high scoring derivations
- Efficient dynamic programming algorithm

49

score( , ) =
�

( , )�int( )
� ( ) +

�

(�)�leaf( )
score( , ,�)

=
�

( , )�int( )
w · � ( ) +

�

(�)�leaf( )
w · � ( ,�)

= w ·

�

�
�

( , )�int( )
� ( ) +

�

(�)�leaf( )
� ( ,�)

�

�

= w ·�( , ).

Preliminaries –– Object detection grammars



Image representation & features

• Enhanced HOG features
- 36D → 31D with more information
- Contrast sensitive and insensitive

• Boundary truncation
- Nonzero scores outside 

the image

• Small objects
- Scale-dependent score bias

50
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Detection post-processing

• Bounding box prediction

• Contextual information

51



Results – Mixture model and latent orientation

• Mixture models boost mAP 3.7 points
• Latent orientation boost mAP 2.6 AP points

• 12 AP point improvement (>50% relative) over the baseline
52

AP scores using the PASCAL 2007 evaluation

22.3 
26.0 

29.7 

32.3 

34.1 

0"

10"

20"

30"

40"

50"

60"

70"

aer
o 

bik
e 

bir
d 

boa
t 

bot
tle bus

 
car

 
cat

 
cha

ir cow
 

tab
le dog

 
hor

se 

moto
rbi

ke 

per
son

 
pla

nt 
she

ep sof
a 

tra
in 

tvm
oni

tor
 

mAP
 

Av
er

ag
e 

Pr
ec

isi
on

 

LSVM CVPR 

star model 

MIX 

…+ORIENT 

…+CONTEXT 



Structure learning

53

Number of components?

Root filter sizes?

Root filter shapes?

Number of parts?

Anchor positions?

Part shapes and sizes?

What’s the model class?

Heuristics, cross validation, insight (from humans)

What are the grammar productions?



Object representation –– Summary
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(f)

Parts 1-6 (no occlusion) Parts 1-4 & occluder Parts 1-2 & occluder

Example detections and derived filtersSubtype 1 Subtype 2

Part 1

Part 2

Part 3

Part 4

Part 5

Part 6

Occluder

0.12 0.27

0.36
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Prior work

Mixture models

Latent orientation Person detection grammar WL-SSVM



Structural SVM

• No latent variables

• Objective and task loss (Lmargin) might be inconsistent
- Two outputs with zero loss –– SSVM “requires” the training label

55

(w) = �w� +
�

=
(w, , )

(w, , ) = max
ˆ�Y

[w ·�( ,ˆ) + margin( ,ˆ)]

�w ·�( , )

margin(w, , ) = margin(w, ,ˆ) =

[Tsochantaridis et al., Taskar et al.]

y



Optimizing WL-SSVM

• Use the convex-concave procedure

• Sequence of convex slave problems
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(w) = convex(w) + concave(w)

convex(w) = �w� +
�

=
max
�S( )

[w ·�( , ) + margin( , )]

concave(w) = �
�

=
max
�S( )

[w ·�( , )� output( , )]

w + =argmin
w

�w�

+
�

=
max
�S( )

[w ·�( , ) + margin( , )]�w ·�( , (w ))



Object detection grammars
• A modeling language for building object detectors [FM’10]

- Terminals (model image data appearance)

- Nonterminals (objects, parts, ...)

- Weighted production rules (define compositions, subtypes)

• Composition

• Subtypes (choice yields variable structure)

• Symbols are placed
57

X is a “smiling face” or 
a “frowning face”
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Object detection grammars

• Symbols are placed
• Terminals model appearance (HOG filters)
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Image pyramid HOG feature pyramid
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Abstract

This paper describes a discriminatively trained, multi-
scale, deformable part model for object detection. Our sys-
tem achieves a two-fold improvement in average precision
over the best performance in the 2006 PASCAL person de-
tection challenge. It also outperforms the best results in the
2007 challenge in ten out of twenty categories. The system
relies heavily on deformable parts. While deformable part
models have become quite popular, their value had not been
demonstrated on difficult benchmarks such as the PASCAL
challenge. Our system also relies heavily on new methods
for discriminative training. We combine a margin-sensitive
approach for data mining hard negative examples with a
formalism we call latent SVM. A latent SVM, like a hid-
den CRF, leads to a non-convex training problem. How-
ever, a latent SVM is semi-convex and the training prob-
lem becomes convex once latent information is specified for
the positive examples. We believe that our training meth-
ods will eventually make possible the effective use of more
latent information such as hierarchical (grammar) models
and models involving latent three dimensional pose.

1. Introduction
We consider the problem of detecting and localizing ob-

jects of a generic category, such as people or cars, in static
images. We have developed a new multiscale deformable
part model for solving this problem. The models are trained
using a discriminative procedure that only requires bound-
ing box labels for the positive examples. Using these mod-
els we implemented a detection system that is both highly
efficient and accurate, processing an image in about 2 sec-
onds and achieving recognition rates that are significantly
better than previous systems.

Our system achieves a two-fold improvement in average
precision over the winning system [5] in the 2006 PASCAL
person detection challenge. The system also outperforms
the best results in the 2007 challenge in ten out of twenty

This material is based upon work supported by the National Science
Foundation under Grant No. 0534820 and 0535174.

Figure 1. Example detection obtained with the person model. The
model is defined by a coarse template, several higher resolution
part templates and a spatial model for the location of each part.

object categories. Figure 1 shows an example detection ob-
tained with our person model.

The notion that objects can be modeled by parts in a de-
formable configuration provides an elegant framework for
representing object categories [1–3, 6,10, 12, 13,15, 16, 22].
While these models are appealing from a conceptual point
of view, it has been difficult to establish their value in prac-
tice. On difficult datasets, deformable models are often out-
performed by “conceptually weaker” models such as rigid
templates [5] or bag-of-features [23]. One of our main goals
is to address this performance gap.

Our models include both a coarse global template cov-
ering an entire object and higher resolution part templates.
The templates represent histogram of gradient features [5].
As in [14, 19, 21], we train models discriminatively. How-
ever, our system is semi-supervised, trained with a max-
margin framework, and does not rely on feature detection.
We also describe a simple and effective strategy for learn-
ing parts from weakly-labeled data. In contrast to computa-
tionally demanding approaches such as [4], we can learn a
model in 3 hours on a single CPU.

Another contribution of our work is a new methodology
for discriminative training. We generalize SVMs for han-
dling latent variables such as part positions, and introduce a
new method for data mining “hard negative” examples dur-
ing training. We believe that handling partially labeled data
is a significant issue in machine learning for computer vi-
sion. For example, the PASCAL dataset only specifies a

1

[FMR’08]

Person(x,y,l)

Root(x,y,l)

Parti(xi,yi,li)



Definition of S(x) – foreground examples
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Definition of S(x) – background examples
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