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Introduction
Often have granular or disaggregated data where you can causally estimate
impact of treatment in the cross-section but want to know aggregate
impact of treatment. Some examples:

Some firms borrow from good banks, others from bad banks.
I Example: Chodorow-Reich (QJE 2014).

House price growth increases collateral values for firms which own
their plant but not for other firms.

I Example: Chaney, Sraer, Thesmar (AER 2012).
Government spending rises more in some regions than others.

I Example: Chodorow-Reich (2019).
House prices boom and bust more in some regions than others.

I Example: Mian, Sufi (ECMA 2014).
Others...
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Three aggregation issues

1 Micro spillovers.

2 Macro spillovers.

3 Endogenous responses of aggregate variables.
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Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.

Standard assumption in clinical trials, randomized experiments.
Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.
Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.
2 Offering investment incentive to firm 1 affects investment by firm 2.

May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.
Standard assumption in clinical trials, randomized experiments.

Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.
Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.
2 Offering investment incentive to firm 1 affects investment by firm 2.

May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.
Standard assumption in clinical trials, randomized experiments.
Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.

Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.
2 Offering investment incentive to firm 1 affects investment by firm 2.

May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.
Standard assumption in clinical trials, randomized experiments.
Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.
Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.
2 Offering investment incentive to firm 1 affects investment by firm 2.

May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.
Standard assumption in clinical trials, randomized experiments.
Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.
Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.
2 Offering investment incentive to firm 1 affects investment by firm 2.

May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.
Standard assumption in clinical trials, randomized experiments.
Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.
Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.

2 Offering investment incentive to firm 1 affects investment by firm 2.
May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.
Standard assumption in clinical trials, randomized experiments.
Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.
Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.
2 Offering investment incentive to firm 1 affects investment by firm 2.

May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Micro spillovers
No-interference Stable Unit Treatment Value Assumption: treatment
of one unit does not affect outcomes of non-treated units.
Standard assumption in clinical trials, randomized experiments.
Canonical example: Y1(i) is outcome of individual i with treatment
status T = 1, Y0(i) is outcome with treatment status T = 0.
Under SUTVA and randomized treatment:

ATE = E [Y1(i)−Y0(i)] = E [Y (i)|T = 1]−E [Y (i)|T = 0].

SUTVA failure means the fact the experiment occurs affects
outcomes of control group. Examples:

1 Whether Jane takes drug affects Joe’s blood pressure.
2 Offering investment incentive to firm 1 affects investment by firm 2.

May transmit through prices (wages, interest rate, cost of capital) or
not (agglomeration spillovers).

3 / 75



Macro spillovers

Suppose continuum of infinitesimal firms choose investment X and a
single firm i receives an investment incentive.

What firm i does has no (formally, measure 0) effect on average
investment X̄ (why?).

Estimated effect of incentive is Xi − X̄ .

Suppose aggregate supply of capital goods is fixed. Then potentially
large effect on firm i but zero effect if policy applied to all firms.

Typically transmits through prices.
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Endogenous responses

Endogenous variables determined at the aggregate level react to
aggregate variables.

Example: monetary policy reacts to national GDP but not to GDP in
one region. Government spending nationally may trigger monetary
policy response whereas government spending in one region will not.

Feature or bug? Maybe we want to know effect of policy or shock
separate from effect of policy response.
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Formal framework: potential outcomes
Following Chodorow-Reich (JEDC, 2020).
Rubin (1978) potential outcome:

Y obs
i ,t = Yi ,t

(
Wt
′,Wagg,t

)
.

I Wi,t : treatment in unit (“region”) i .

I Wt =
(
W1,t . . . WN,t

)′.
I Wagg,t : uniform (“aggregate”) treatment.
I Y obs

i,t : actual outcome in unit i .
I Yi,t(.): potential outcome function.

Dependence of Yi ,t on Wj,t : SUTVA violation.
Let ιN be vector of ones and ιi be unit vector with 1 in row i .
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Treatment effects and estimands
1 Aggregate effect of aggregate treatment:

βagg =
N∑

j=1

Yj,t
(
(Wt + ιN∆)′ ,W̃agg,t

)
−Yj,t

(
Wt
′,Wagg,t

)
N∆ .

2 Aggregate effect of treatment in i :

βall regions =
N∑

j=1

Yj,t
(
(Wt + ιi ∆)′ ,Wagg,t

)
−Yj,t

(
Wt
′,Wagg,t

)
∆ .

3 Effect on i of treatment in i :

βmicro =
Yi,t

(
(Wt + ιi ∆)′ ,Wagg,t

)
−Yi,t

(
Wt
′,Wagg,t

)
∆ .

4 Diff-in-diff estimator:

β̂DiD =

[
Y obs

i,t+1−Y obs
i,t

]
− 1

N−1
∑N

j 6=i

[
Y obs

j,t+1−Y obs
j,t

]
∆ .
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βagg versus βall regions

Claim: with linear treatment effects and symmetry across regions,
that is, if Yi ,t = αi +ηWi ,t +γ

∑N
j 6=i Wj,t + δWagg,t , then βall regions

differs from βagg only because of the change in Wagg,t .
Proof:

βagg = 1
N∆

N∑
i=1

[(
αi +η (Wi,t + ∆) +γ

∑
j 6=i

(Wj,t + ∆) + δW̃agg,t

)

−
(
αi +ηWi,t +γ

N∑
j 6=i

Wj,t + δWagg,t

)]

= 1
N∆

N∑
i=1

[
η∆ +γ (N−1)∆ + δ

(
W̃agg,t −Wagg,t

)]
= η+γ (N−1)︸ ︷︷ ︸

βall regions

+δ
(

W̃agg,t −Wagg,t
∆

)
.

Economics: spending in one region only “scales up.”
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βDiD versus βmicro

Assume:
1 Potential outcome function remains stable between t and t + 1 across

regions (unconfounded of treatment).
2 Separability in potential outcome between Wt and Wagg,t .

Then β̂DiD−βmicro =− 1
(N−1)∆

∑N
j 6=i

[
Yj,t

(
(Wt + ιi ∆)′ ,Wagg,t

)
−Yj,t

(
(Wt)′ ,Wagg,t

)]
.

Proof: using Wi ,t+1 = Wi ,t + ∆ and Wj,t+1 = Wj,t ,
β̂DiD ∆=

[
Yi ,t+1

(
(Wt + ιi ∆)′ ,Wagg,t+1

)
−Yi ,t

(
(Wt)′ ,Wagg,t

)]
− 1

N−1
∑N

j 6=i

[
Yj,t+1

(
(Wt + ιi ∆)′ ,Wagg,t+1

)
−Yj,t

(
(Wt)′ ,Wagg,t

)]
.

Unconfoundedness ⇒ Yi ,t+1(.) = Yi ,t(.).

Economics: βmicro estimable in the data if average spillover → zero.
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Example: labor allocation with subsidies
Revenue function: Yi = (1 + τi )L

1− 1
γ

i .
Labor perfectly mobile and wage equals marginal product:
Lobs

i = Li
(
τ1 . . . τN

)
= (1+τi )γ∑N

j=1(1+τj )γ
.

True elasticity of labor response in i : βmicro = d lnLi
dτi

= γ(N−1)/N.

Difference-in-difference estimator: β̂DiD = d lnLi
dτi
− 1

N−1
∑N

j 6=i
d lnLj

dτi
= γ.

Difference due to SUTVA-micro violation: d lnLj
dτi
6= 0.

SUTVA violation → 0 as N →∞ (infinitesimal areas).
βall regions different from βmicro:

βall regions =
d ln
(∑N

j=1 Lj

)
dτi

=
(

N−1
N

)
γ− (N−1)

(
1
N

)
γ = 0.

Summing many de minimis spillovers results in measurable effect.
Economics: labor supply to individual region (nearly) perfectly elastic,
while labor supply in aggregate perfectly inelastic.
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Example: Keynesian spending multiplier
N regions of size 1/N.
Nominal output, consumption, government purchases in (level)
deviation from steady state: yi ,ci ,gi .
Representative household in each region allocates 1−α of
expenditure to local output, α/(N−1) to each other region.
Marginal propensity to consume of ρ.
Bold denotes vector across regions.
Allocation:

y = Bg,

where: bi ,j =


1
m + 1

Nm−N−1
αρ

m2 , i = j ,
1

Nm−N−1
αρ

m2 , i 6= j ,

m = 1−ρ(1−α) +αρ/(N−1).

Potential outcome function: yobs
i = yi

(
g1 . . . gN

)
=∑N

j=1 bi ,jgj .
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Example: Keynesian spending multiplier

Potential outcome function: yobs
i = yi

(
g1 . . . gN

)
=∑N

j=1 bi ,jgj .

Linear-symmetric property.

N →∞:

I βmicro = 1
1−ρ(1−α) .

I SUTVA-micro holds: β̂DiD→ βmicro.

I βall regions =
∑N

i=1 bi,jgj = 1
1−ρgj = βagg.
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Summary

Effect of local treatment on local region (βmicro) estimable with
standard applied micro toolkit.

I But beware non-negligible SUTVA violations in estimating βmicro. May
not want too fine fixed effects.

Under benchmark conditions, βall regions = βagg with fixed treatment.

I How reasonable in real world conditions?

Silent so far on βmicro versus βall regions.
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Relationship to reflection problem

Manski (1993) eq. (1): Yi = α+βE [Yj ] +γE [Wj ] +ηWi + εi .
I “Linear-in-means” model.
I Same as previous if βY = δWagg,t .
I Assume away correlated errors problem (E [εiεj ] 6= 0) in Manski.

Take expectations of both sides: E [Yj ] = α
1−β + γ+η

1−βE [Wj ].

Substitute back: Yi = α
1−β + γ+βη

1−β E [Wj ] +ηWi + εi .

Reflection problem: β,γ not separately identified. Big deal in peer
effects (why?).

In our case, η identifiable in cross-section and we want to learn about
(γ+βη)/(1−β).

Peer effects literature has not really penetrated micro-to-macro.
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Direct summation of empirical responses
Suppose you estimate regression:

yi = β0 +β1xi + ei .

I xi : continuous variable with E [xi ei ] = 0.
Let x̄ denote the level of x at which treatment is satiated.
Let yi (w) denote potential outcome for i with treatment xi = w .
Under SUTVA-micro:

yi (xi )− yi (x̄) =
{
β1 (xi − x̄) , xi ≤ x̄ ,
0, xi > x̄ .

Sum over i to get direct effect:
Direct =

∑
xi<x̄

β1× (xi − x̄).

β0 contains average outcome for untreated observations. If no other
shocks, then β0 estimates spillover (“missing intercept”).
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Spillover specification

For units i = 1, ...,N:

yobs
i = β0 +β1xi +

∑
j 6=i

δjxj + ei .

Do {δj} measure the spillovers? What is the problem?

N observations and N + 1 parameters.

Need to constrain δs.
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Multi-layered treatment

Unit i in group g : yobs
i ,g = β1xi ,g + δx̄g + ei ,g , where x̄g is average

treatment in group g .

If xi ,g random within g and x̄g random across g , then estimable.

What is δ? The local spillover.

Requires E [ei ,gej,g ]⊥ x̄g (Manski, 1993).

Referred to in experimental literature as partial interference (Sobel,
JASA 2006).

Practical concern if xi ,g measured with error (Moffitt, 2001).

Generalization: yobs
i ,g = β1xi ,g + δx̄g +γxi ,g x̄g + ei ,g .

See e.g. Baird, Bohren, McIntosh, Ozler (RESTAT 2018); Huber
(AER, 2018); Berg, Streitz (WP); Egger, Haushofer, Miguel, Niehaus,
Walker (WP).
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Egger et al.

Figure 1: Study design and timeline

(a) Randomization

(b) Timing relative to experimental start

Baseline census (hh & ent)
Baseline survey (hh & ent)

First GD transfer
Second GD transfer

Third GD transfer
Market price survey

Enterprise phone survey
Household endline survey
Enterprise endline survey

0 6 12 18 24 30

Timing relative to experimental start

Notes: Panel A illustrates the two-level randomized controlled trial experimental design. 653 villages were grouped into 68

saturation groups based on the sublocation (the administrative unit directly above the village level) in which they are located.

Saturation groups were then randomly assigned to either high or low saturation status. In the 33 high saturation groups,

two-thirds of villages were assigned to treatment status, while in the 35 low saturation groups, one-third of villages are assigned

to treatment status. In the 328 treatment villages, all eligible households received an unconditional cash transfer, while no

households within control villages received a transfer. Panel B plots the 5th, 25th, 50th, 75th and 95th percentiles of study

activities. Timing is reported relative to the anticipated start of activities in each village (the “experimental start”). The

experimental start for a village is calculated based on the random ordering of treatment and control villages that both GD and

research team field enumerators worked in, as well as GD’s mean monthly pace of enrolling villages in the subcounty in which

the village is located. As markets were not assigned to treatment, we use the first date transfers were distributed within the

subcounty in which the market is located. The value of the first GD transfer is USD 151 PPP, while the second and third are

both USD 860 PPP.

45
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Egger et al.
Figure 2: Study area
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^ Market

Town

Low saturation sublocation
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km

Notes: This figure plots study villages, sublocation boundaries, and weekly markets in the study area in Siaya County, Kenya.

Control villages are denoted by hollow circles, treatment villages are denoted by solid circles, and blue stars indicate the

locations of markets. High saturation sublocations are shaded in gray, while low saturation sublocations are those in white.

Town boundaries are shaded with diagonal lines.
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Egger et al.

Table 1: Expenditures, Savings and Income

(1) (2) (3) (4)

Treated Households Untreated Households

1pTreat villageq
Reduced form

Total Effect

IV

Total Effect

IV
Control, low saturation

mean (SD)

Panel A: Expenditure
Household expenditure, annualized 292.98˚˚˚ 343.34˚˚˚ 333.66˚˚˚ 2,536.86

(60.09) (112.02) (123.22) (1,934.09)

Non-durable expenditure, annualized 174.99˚˚˚ 211.90˚˚ 288.46˚˚˚ 2,402.43
(55.41) (96.75) (111.44) (1,801.59)

Food expenditure, annualized 71.61˚ 138.57˚˚ 132.81˚˚ 1,578.43
(36.93) (66.75) (58.57) (1,072.31)

Temptation goods expenditure, annualized 6.51 4.48 −0.71 37.10
(5.79) (9.17) (6.50) (123.59)

Durable expenditure, annualized 95.18˚˚˚ 106.29˚˚˚ 8.40 59.44
(12.64) (21.44) (12.50) (230.90)

Panel B: Assets
Assets (non-land, non-house), net borrowing 178.47˚˚˚ 174.10˚˚˚ 132.63˚ 1,132.15

(24.63) (47.09) (78.31) (1,420.22)

Housing value 377.14˚˚˚ 390.59˚˚˚ 78.93 2,033.72
(26.37) (40.29) (215.76) (5,030.37)

Land value 49.50 112.92 543.71 5,030.72
(186.30) (277.47) (459.46) (6,607.61)

Panel C: Household balance sheet
Household income, annualized 77.62˚ 131.48 229.42˚˚˚ 1,023.45

(43.66) (100.78) (88.58) (1,634.70)

Net value of household transfers received, annualized −1.68 −11.49 8.75 130.18
(6.81) (13.78) (19.10) (263.75)

Tax paid, annualized 1.81 −0.18 1.90 16.93
(1.28) (2.13) (1.93) (36.51)

Profits (ag & non-ag), annualized 28.61 32.15 44.09 485.20
(23.75) (54.31) (45.05) (787.10)

Wage earnings, annualized 42.52 73.15 182.24˚˚˚ 495.37
(32.24) (64.23) (65.54) (1,231.56)

Notes: Column 1 reports the coefficient on an indicator for treatment village from a regression using data from eligible households (as classified by the GE census team),
and includes an indicator for saturation status of the sublocation. Column 2 reports the total effect on treated households (eligible recipients) from the “optimal” IV spatial
regression of each outcome on the amount transferred per capita to a household’s own village v (instrumented by village treatment status), and to villages other than v
in each 2km radii band around the household (instrumented by the share of eligible households assigned to treatment in villages other than v inside the buffer). For this
analysis, the sample is restricted to eligible households, including between 5,372 and 5,424 observations. Column 3 presents the average spillover effect on eligible households
in control villages as well as ineligible households (5,448 to 5,509 observations), coming from a stacked spatial regression of each outcome on the amount transferred per
capita GDP to each 2km radii band around each household (instrumented by the share of eligibles assigned to treatment in each buffer). The reported average effect comes
from a population-share-weighted average effect experienced by those two groups, and is representative of the average untreated household. The number of radii bands
included in columns 2 and 3 is chosen, as pre-specified, by minimizing the BIC. Column 4 reports the weighted mean and standard deviations of the outcome variables
in low-saturation control villages (across eligible and ineligible households). Each regression is weighted by inverse sampling weights and contains baseline values of the
outcome when available. Standard errors are clustered at the sublocation in column 1, and calculated following Conley (1999), 2008 using a uniform kernel out to 10 km
in columns 2 and 3. * denotes significance at 10 pct., ** at 5 pct., and *** at 1 pct. level.
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Alternative

1 δj ∝ d(i , j) where d(i , j) measures “distance” between units i and j .

2 Related to spatial economics literature.

3 Distance metric should be theoretically grounded.

21 / 75



Outline

1 Micro-to-macro: the problem

2 Micro-to-macro: solutions
Direct summation
Estimate spillovers
Network aggregation
Use theory to derive GE bound
Recover PE elasticity
Local nontradables versus tradables
Look for sufficient statistic
Restrict elasticity in aggregate system
Match moment in structural model

3 Conclusion



Overview

Use explicit theory of relationships among units to aggregate.

Many recent theory papers: Acemoglu, Carvalho, Ozdaglar, Tahbaz-
Salehi (AER, 2012); Baquee and Farhi (QJE, 2020), etc.

Following from Carvalho, Nirei, Saito, Tahbaz-Salehi (QJE, 2021),
“Supply Chain Disruptions: Evidence from the Great East Japan
Earthquake.”
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FIGURE I

Geographical Distribution of Losses and Damages in Northeast Japan

The figure depicts the distribution of casualties (left panel) and demolished
structures (right panel) caused by the earthquake and its aftermaths at the mu-
nicipality level. Color version available online.
Source: National Research Institute for Earth Science and Disaster Resilience
(2011).

the decline in Japan’s GDP growth, as the four disaster-stricken
prefectures only account for roughly 4.6% of aggregate output in
Japan. More specifically, solely based on the economic size of the
affected areas, the earthquake can account for at most a 0.046 ×
(0.7 − (−1.5)) ≈ 0.1 percentage point decline in real GDP growth.
However, the actual decline in Japan’s real GDP growth rate was
four times as large, dropping from 2.6% in FY 2010 to 2.2% in FY
2011.

Concentrating on manufacturing activity provides a more
detailed picture of the economic impact of the disaster. Figure II
compares the monthly (year-on-year) growth rate of the Index of
Industrial Production (IIP) of the disaster-stricken prefectures
to that of Japan as a whole. This index, which is constructed by
the Ministry of Economy, Trade and Industry of Japan (METI),
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SUPPLY CHAIN DISRUPTIONS 11

FIGURE II

Growth Rate of Index of Industrial Production

The figure plots the monthly year-on-year growth rate of the Index of Industrial
Production (IIP) from January 2011 to February 2012. The growth rate at each
month is relative to the corresponding month in the previous year. The circle
line (in blue; color version available online) plots IIP growth for all of Japan.
The triangle line (in red) plots the weighted average IIP growth rate of the four
disaster-stricken prefectures of Aomori, Fukushima, Iwate, and Miyagi, with the
weights set as each prefecture’s respective GDP share. IIP data is obtained from
Ministry of Economy, Trade and Industry (2016).

measures the activity in the manufacturing and mining sectors.
As the figure illustrates, the earthquake and its aftermaths
resulted in a sharp but temporary decline in the industrial pro-
duction of the affected areas: the IIP in the four disaster-stricken
prefectures declined on impact by more than 40% relative to the
previous year, followed by a partial rebound. By February 2012
(that is, one year after the earthquake), industrial production in
the affected areas was about 3.5% lower than the corresponding
level on the eve of the earthquake in February 2011. In compar-
ison, industrial production of the entire country experienced a
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Data and reduced-form specification

Tokyo Shoko Research (TSR): credit agency firm-level data
containing location, sales, employees, industry, etc.

Binary listing of most important customers and suppliers.

Other countries: VAT network of customers and suppliers.

Specification: yipst = γi +γpst +∑4
k=1

∑
τ 6=2011β

down
k,τ ×Down(k)

i ×
yearτ +∑4

k=1
∑
τ 6=2011β

up
k,τ ×Up(k)

i × yearτ + Controls + εispt .

I yipst : log sales of firm i in prefecture p and industry s in year t.

I Down(k)
i : firms is k links downstream from firm in earthquake zone.

I Up(k)
i : firms is k links upstream from firm in earthquake zone.
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FIGURE V

Propagation of the Shock over the Production Network: Baseline Specification

This figure is based on a single panel regression, in which the dependent variable
is the log of firms’ annual sales. The plotted point estimates are the coefficients
on network distance dummies interacted with annual dummy variables. The dia-
monds (in red) and circles (in blue) indicate the coefficients on network distance
dummies interacted with 2010 and 2012 time dummies, respectively. The vertical
error bars indicate 95% confidence intervals based on two-way clustered standard
errors at the level of prefecture and industry. ∗, ∗∗, and ∗∗∗ denote significance at the
10%, 5%, and 1% levels, respectively. The regression includes firm and prefecture-
industry-year fixed effects and a set of control variables consisting of the log of the
number of transaction partners, age, logarithm of the number of employees, and
distance to the disaster area. All control variables are measured for the year 2010
and interacted with 2010 and 2012 time dummies.

based on two-way clustered standard errors at the level of
prefecture and industry.15 The coefficients on all downstream
and upstream variables in the year following the earthquake
(depicted as blue circles in the figure) are negative and significant,
indicating that the disruption caused by the earthquake and its
aftermaths propagated to disaster-area firms’ direct and indirect
customers and suppliers. For instance, the post-earthquake
growth rate of firms immediately downstream to disaster-area
firms (i.e., those with downstream distance equal to 1) was 3.8
percentage points lower than firms in the same prefecture and
industry in the control group. Similarly, firms with a direct
customer in the disaster area (i.e., with upstream distance equal
to 1) underperformed the control group by 3.1 percentage points
in the year after the earthquake.

The results in Figure V also indicate that the inten-
sity of the propagation declined in the network distance to
disaster-area firms. For instance, whereas the immediate cus-
tomers of disaster-area firms underperform the control group by

15. The figure is based on a single panel regression. Appendix Table A.1
presents the results in tabular form.
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Model

Prod fxn: yi =
[
χ(1−µ)

1
σ

(
(ziki )α l1−α

i

)σ−1
σ +µ

1
σM

σ−1
σ

i

] σ
σ−1

Materials: Mi =

 n∑
j=1

a
1
ξ

ij x
ξ−1
ξ

ij


ξ
ξ−1

I-O matrix: A = {aij}
Leontief inv: L = (I−µA)−1 = {`ij}

Domar weight: λi = piyi/GDP

Other elements: final good expenditure weight βi , labor fixed. Note that
zi is a firm-specific capital shock, e.g. earthquake-induced depreciation.
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all firms maximize their profits while taking all prices as given;
and (iii) all markets clear.

Before characterizing the equilibrium, we define a few
standard but key concepts that are central to the analysis. First,
note that we can summarize the interfirm input-output linkages
by matrix A = [aij], which also coincides with the economy’s
steady-state input-output matrix. We also define the economy’s
Leontief inverse as L = (I − μA)−1, whose (i, j) element measures
the importance of firm j as a direct and indirect input supplier
to firm i. Thus, for example, �ij = 0 if and only if firm j is not a
direct or indirect supplier of i. Finally, we denote firm i’s sales
as a share of GDP (also known as its Domar weight) by λi = pi yi

GDP ,
where pi is the price of good i and yi is firm i’s output.

V.B. Propagation of Shocks over the Production Network

Our first result provides a characterization of how shocks
propagate over the economy’s production network. Since the
equilibrium in this economy does not have a closed-form rep-
resentation in general, we consider a first-order approximation
of equilibrium quantities and prices around the point where
elasticity parameters σ and ξ are close to 1. Besides providing
us with a closed-form representation, this approximation leads
to a relationship that is linear in σ and ξ , thus enabling us to
estimate these parameters using linear regression.20

PROPOSITION 1. The impact of a shock to firm j on the sales share
of firm i is given by

d log λi

d log zj
= (σ − 1)

n∑
h=1

αμ(1 − μ)
λh

λi

×
[(

n∑
r=1

ahr�rj

)(
n∑

s=1

ahs�si

)
− �hj

n∑
r=1

ahr�ri

]

+(ξ − 1)
n∑

h=1

αμ(1 − μ)
λh

λi

×
[

n∑
r=1

ahr�ri�rj −
(

n∑
r=1

ahr�rj

) (
n∑

s=1

ahs�si

)]
,(3)

20. This is the approach we pursue in Section VI. Reassuringly, our estimates
for σ and ξ are consistent with this approximation.
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SUPPLY CHAIN DISRUPTIONS 37

impact of the disaster on the Japanese economy and (ii) perform
various counterfactual analyses.

VI.A. Estimation

Recall that equation (3) expresses the change in firms’ sales
shares in response to shocks as a function of the economy’s
production network and model parameters. As a result, in
conjunction with the TSR data on supplier-customer relations
and firm-level sales, it provides us with the natural starting
point for estimating the model. Another advantage of using
equation (3) is that it provides us with an expression that is
jointly linear in σ and ξ , thus enabling us to estimate these
parameters using linear regression. Given the large number of
firms in our data set, this linearity is crucial for making the
estimation procedure computationally feasible.24

We start with the following implication of equation (3): in re-
sponse to a vector of shocks 
log z, the log sales of firm i is given by

log(pi yi) = log(pss
i yss

i ) + (log GDP − log GDPss)

+ (σ − 1)�i + (ξ − 1)�i,

where GDPss and pss
i yss

i are the steady-state (i.e., pre-shock)
levels of aggregate output and sales of firm i, respectively, and �i
and �i denote the ith elements of vectors

� = αμ(1 − μ)�−1L′(A′�A − A′�)L 
log z(5)

� = αμ(1 − μ)�−1L′(diag(A′�1) − A′�A)L 
log z,(6)

and � = diag(λss
1 , . . . , λss

n ) is the diagonal matrix of firms’ pre-
shock Domar weights. Therefore, provided we can measure the
vectors in equations (5) and (6), the elasticities of substitution σ

and ξ can be estimated using the following specification:

log(pit yit) = γi + γt + β1(�i × year2012) + β2(�i × year2012) + εit,

(7)

24. Note that the expression in equation (3) is not jointly linear in all model
parameters, (α, μ, σ , ξ ). However, as we discuss in subsequent paragraphs, α and
μ can be calibrated directly using aggregate data.
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TABLE III
ESTIMATION OF ELASTICITIES OF SUBSTITUTION

Capital destruction
rate

Intermediate input
share

Uniform-
weighted
network

Baseline Low High Low High
(1) (2) (3) (4) (5) (6)

σ 0.595∗∗∗ 0.400∗∗∗ 0.694∗∗∗ 0.556∗∗∗ 0.639∗∗∗ 0.570∗∗∗
(0.062) (0.091) (0.047) (0.077) (0.051) (0.062)

ξ 1.183∗∗∗ 1.271∗∗∗ 1.138∗∗∗ 1.287∗∗∗ 1.111∗∗∗ 1.155∗∗∗
(0.034) (0.051) (0.026) (0.049) (0.024) (0.034)

Notes. The table reports estimates for the elasticities of substitution implied by regression specification (7),
with robust standard errors reported in parentheses. ∗ , ∗∗ , and ∗∗∗ denote significance for the null hypothesis
of the estimate being equal to 1 at the 10%, 5%, and 1% levels, respectively.

These qualitative findings remain unchanged as we vary the
specification. Table III, columns (2) and (3) report the implied
estimates for σ and ξ under the lower- and upper-bound scenarios
of 21.9% and 43.2% for capital destruction rates constructed from
government estimates. Columns (4) and (5) report the estimates
for when the intermediate-input share is set to μ = 0.4 and μ =
0.6, respectively. Finally, the last column of Table III reports the
estimates for σ and ξ when we use a uniform-weighted matrix
A, according to which, if firm j is a supplier of firm i, then aij
is set equal to the reciprocal of firm i’s number of suppliers.
As the table indicates, the qualitative conclusions drawn under
the baseline case remain unchanged: in all cases, intermediate
inputs are estimated to be gross substitutes, while primary and
intermediate inputs are estimated to be gross complements.28

We note that although our estimates for the elasticities of
substitution do not vary by much across the various specifications
in Table III, these estimates are obtained under the assumption
that the disaster had a uniform effect on disaster-area firms and
hence do not reflect the potential heterogeneity in exposure to the
shock.29 We therefore conclude with a brief discussion on how our

28. We also note that in view of Propositions 2 and 3, these estimates indicate
that capital-destruction shocks in the model generate propagation patterns that
are consistent with our reduced-form empirical findings in Section IV.

29. A second important assumption underlying the estimates in Table III is
the homogeneity of supplier-customer relationships, in the sense that any specific
input is assumed to be as substitutable as any other. Real world supplier-customer
relationships, however, are likely to exhibit important heterogeneities across
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TSR + aggregate input-output; dzi from estimates of capital destruction in
earthquake regions.
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Aggregate impact 2nd order approximation
42 THE QUARTERLY JOURNAL OF ECONOMICS

VI.B. Aggregation

With estimates for the elasticities of substitution σ and ξ in
hand, we use the model to quantify the macroeconomic impact of
the earthquake and its aftermaths on the Japanese economy.

We start with the observation that according to the model, the
disaster’s impact on the economy’s aggregate output is given by


 log GDP = α(1 − μ)1′
(

� + �∗

2

)

log z + 1

2
α2μ(1 − μ)(σ − 1)

× 
log z′ �(I − A)L 
log z,(8)

up to a second-order approximation in the size of the shock, where
� and �∗ are diagonal matrices of firms’ pre- and post-disaster
sales shares, respectively. We rely on a second-order approxima-
tion because it allows us to capture the nonlinearities induced by
nonunit elasticities, while at the same time providing us with a
tractable expression for the disaster’s aggregate impact.31

Thus, in conjunction with the data on the economy’s pro-
duction network and our estimates for the elasticity parameters,
equation (8) provides an expression to quantify the aggregate
impact of the disaster. Using our baseline estimates from
Table III, we estimate that the disaster resulted in a 0.47
percentage point decline in Japan’s real GDP growth in the year
following the disaster. For comparison, Japan’s average growth
rate in the decade prior to the disaster was equal to 0.6% (with a
standard deviation of 2.4%).

We can also use the model to quantify the contribution of sup-
ply chain linkages between firms inside and outside the disaster
area to the disaster’s aggregate impact. To this end, we consider

31. See Appendix B for the detailed derivations that lead to equation (8).
Using an approach similar to Baqaee and Farhi (2019), one can also express the
second-order approximation to the disaster’s aggregate impact in terms of the dis-
cretized Divisia index of firms’ capital expenditures as a share of GDP, that is,

 log GDP = 1

2
∑n

i=1(ηi + η∗
i ) 
log zi , where ηi and η∗

i are firm i’s pre- and post-
disaster capital expenditures as a share of GDP, respectively. However, because
we do not have access to firm-level information on capital expenditures, quanti-
fying the shock’s aggregate impact using such a sufficient statistic approach is
not feasible. As a result, we instead rely on the model-implied equation (8). This
equation also illustrates that firms’ pre- and post-disaster sales shares are not
sufficient statistics for the disaster’s aggregate impact either, as the second term
on the right-hand side of equation (8) also depends on matrix A and elasticity σ .
This is because, when σ �= 1, firms’ capital expenditure shares may not remain
constant in response to shocks.
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Outline

1 Micro-to-macro: the problem

2 Micro-to-macro: solutions
Direct summation
Estimate spillovers
Network aggregation
Use theory to derive GE bound
Recover PE elasticity
Local nontradables versus tradables
Look for sufficient statistic
Restrict elasticity in aggregate system
Match moment in structural model

3 Conclusion



Use theory to derive GE bound

Sometimes theory offers guidance on whether macro elasticity is
larger or smaller than micro elasticity.

If inequality is the ”right sign”, then cross-sectional evidence provides
interesting bound for aggregate effect.

Example: cross-sectional fiscal multiplier as in Nakamura and
Steinsson (2014).
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Theoretical mapping

Two differences between cross-sectional multiplier and closed
economy multiplier:

1 In (almost all) cross-sectional studies, spending in local area does not
require raising local taxes. E.g. spending paid by federal government.

2 Financed local spending in one region of currency union different from
spending in closed economy.

Thought experiment: local government issues debt to pay for
spending. Then federal government buys the debt and cancels it.

Argument in Chodorow-Reich (2019): transfer multiplier is small.
Currency union multiplier lower bound if comparison to closed
economy zero lower bound multiplier.
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Argument overview
Closed economy consists of unit continuum of areas.
At time t a new path of government spending is announced for local
area s: ∆Gs,t+j = e−ρj∆Gs,t .
Cross-sectional multiplier:

βxs
h = (Ys,t+h−Ys,t)− (Yt+h−Yt)

∆Gs,t
.

Claim: βxs
h lower bound for closed economy, passive monetary policy,

temporary, deficit-financed multiplier.
1 Relation between βxs,transfer−financed

h and βxs,deficit−financed
h .

2 Relation between βxs,deficit−financed
h and closed economy multiplier.

Formal treatment as in Shoag (2015); Nakamura and Steinsson
(2014); Farhi and Werning (2016).
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Outside-financed multipliers

Outside-financed spending = locally-financed spending + transfer.

Corollary: βxs,transfer−financed
h 6= βxs,deficit−financed

h to the extent agents
react to transfer.

1 Ricardian case: reaction small if spending is transitory.

2 Non-Ricardian case: no reaction to transfer.
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Ricardian environment
Representative household in each local area with preferences:

Intertemporal preferences: Ut =
∫ ∞

t
e−rτ

(
lnCτ −

1
1 +φ

L1+φ
τ

)
dτ,

Home consumption: Ct = C1−α
H,t Mα

H,t ,

Imported consumption: lnMH,t =
∫ 1

0
lnM j

H,tdj .

Local area budget constraint:

NFA: Ṅt = (PH,t (YH,t −GH,t)−PtCt) + itNt .

Nominal interest rate fixed at rate of time preference: iτ = r .
Experiment: one-time transfer at date t to pay for spending.
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Ricardian transfer multiplier

Present value of transfer: V = 1/(r +ρ)∆Gs,t .

Fraction α of expenditure goes to imports.

Partial equilibrium: Ricardian agents increase expenditure by annuity
value of transfer rV ⇒ domestic expenditure ↑ by (1−α)rV .

Increase in domestic income of (1−α)rV causes ”second round”
expenditure on domestic output of (1−α)2rV causes...

General equilibrium: expenditure on domestic output ↑ by[
(1−α) + (1−α)2 + ...+

]
rV =

(
1−α
α

)
rV =

(
1−α
α

)(
r

r+ρ

)
∆Gs,t .

Alternative derivation: domestic income ↑ by rV +
(

1−α
α

)
rV = 1

α rV ,
exactly enough to induce residents purchase rV of foreign output.
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(1−α) + (1−α)2 + ...+

]
rV =

(
1−α
α

)
rV =

(
1−α
α

)(
r

r+ρ

)
∆Gs,t .

Alternative derivation: domestic income ↑ by rV +
(

1−α
α

)
rV = 1

α rV ,
exactly enough to induce residents purchase rV of foreign output.
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Ricardian transfer summary

Response of expenditure on local output to transfer:

βtransfer ,nominalV =
(1−α

α

)( r
r +ρ

)
∆Gs,t .

Magnitude:
α = 1/3, r = 0.03,ρ= 0.8⇒ βtransfer ,nominal

h=0 V = 0.07∆Gs,t .

Transitory spending (ρ� 0) and modestly open local areas (α > 0)
⇒ response to transfer small relative to spending increase.

Price level doesn’t jump, rises gradually over time ⇒
βtransfer

h=0 = βtransfer ,nominal
h > βtransfer

h ∀h > 0.

Implication: βxs,transfer−financed
h ≈ βxs,deficit−financed

h .

38 / 75



Ricardian transfer summary

Response of expenditure on local output to transfer:

βtransfer ,nominalV =
(1−α

α

)( r
r +ρ

)
∆Gs,t .

Magnitude:
α = 1/3, r = 0.03,ρ= 0.8⇒ βtransfer ,nominal

h=0 V = 0.07∆Gs,t .

Transitory spending (ρ� 0) and modestly open local areas (α > 0)
⇒ response to transfer small relative to spending increase.

Price level doesn’t jump, rises gradually over time ⇒
βtransfer

h=0 = βtransfer ,nominal
h > βtransfer

h ∀h > 0.

Implication: βxs,transfer−financed
h ≈ βxs,deficit−financed

h .

38 / 75



Ricardian transfer summary

Response of expenditure on local output to transfer:

βtransfer ,nominalV =
(1−α

α

)( r
r +ρ

)
∆Gs,t .

Magnitude:
α = 1/3, r = 0.03,ρ= 0.8⇒ βtransfer ,nominal

h=0 V = 0.07∆Gs,t .

Transitory spending (ρ� 0) and modestly open local areas (α > 0)
⇒ response to transfer small relative to spending increase.

Price level doesn’t jump, rises gradually over time ⇒
βtransfer

h=0 = βtransfer ,nominal
h > βtransfer

h ∀h > 0.

Implication: βxs,transfer−financed
h ≈ βxs,deficit−financed

h .

38 / 75



Ricardian transfer summary

Response of expenditure on local output to transfer:

βtransfer ,nominalV =
(1−α

α

)( r
r +ρ

)
∆Gs,t .

Magnitude:
α = 1/3, r = 0.03,ρ= 0.8⇒ βtransfer ,nominal

h=0 V = 0.07∆Gs,t .

Transitory spending (ρ� 0) and modestly open local areas (α > 0)
⇒ response to transfer small relative to spending increase.

Price level doesn’t jump, rises gradually over time ⇒
βtransfer

h=0 = βtransfer ,nominal
h > βtransfer

h ∀h > 0.

Implication: βxs,transfer−financed
h ≈ βxs,deficit−financed

h .

38 / 75



Ricardian transfer summary

Response of expenditure on local output to transfer:

βtransfer ,nominalV =
(1−α

α

)( r
r +ρ

)
∆Gs,t .

Magnitude:
α = 1/3, r = 0.03,ρ= 0.8⇒ βtransfer ,nominal

h=0 V = 0.07∆Gs,t .

Transitory spending (ρ� 0) and modestly open local areas (α > 0)
⇒ response to transfer small relative to spending increase.

Price level doesn’t jump, rises gradually over time ⇒
βtransfer

h=0 = βtransfer ,nominal
h > βtransfer

h ∀h > 0.

Implication: βxs,transfer−financed
h ≈ βxs,deficit−financed

h .

38 / 75



Non-Ricardian agents

Non-ricardian agent does not care about source of financing as long
as it does not come from current taxes.

I Life-cycle agents.

I Borrowing-constrained or hand-to-mouth.

I Myopic.
Important to compare βxs,transfer−financed

h to βxs,deficit−financed
h rather

than βxs,tax−financed
h .

Exact equivalence between other future agents paying for spending
and other current agents paying for spending.
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Local versus national multiplier: monetary
policy

Well known that government spending multiplier depends on reaction
of monetary policy (Woodford, 2011; Christiano, Eichenbaum,
Rebelo, 2011).

Monetary policy does not react to spending in local area.

Proper comparison of local multiplier is to national,
fixed-nominal-interest-rate multiplier.

Important leading case: zero lower bound multiplier.
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Local versus national multiplier:
expenditure-switching and income effects

Expenditure switching: increase in price of domestic output shifts
expenditure toward output produced in other areas.

Income: increase in local income causes domestic residents to increase
expenditure, which partly “leaks” abroad.

Neither effect present for increased government spending in closed
economy.

Reduce local multiplier relative to national multiplier.
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Local versus national multiplier: factor
mobility

Higher local area income can cause in-migration from other areas.

Effect not present for closed economy.

Raises local multiplier relative to national multiplier.

Quantitatively small for temporary spending due to fixed costs of
moving (Shoag, 2015; Nakamura and Steinsson, 2014).
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Summary
Main reasons local multiplier differs from closed economy multiplier:

1 Monetary policy unreactive ⇒ compare to zero lower bound multiplier.
2 Expenditure switching and income effects: local multiplier< closed

economy multiplier.
3 Migration: local multiplier > closed economy multiplier but small for

transitory spending.
Implication: local deficit-financed multiplier < closed economy
deficit-financed zero lower bound multiplier.

+ transfer component small: outside-financed local multiplier rough
lower bound for closed economy, passive monetary policy multiplier.
Chodorow-Reich (2019): mean cross-study cross-sectional output
multiplier is 1.8.
Theoretically, empirically, and policy relevant result.
Lower bound result applies to many settings with regional shocks and
tradable goods.
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Outline

1 Micro-to-macro: the problem

2 Micro-to-macro: solutions
Direct summation
Estimate spillovers
Network aggregation
Use theory to derive GE bound
Recover PE elasticity
Local nontradables versus tradables
Look for sufficient statistic
Restrict elasticity in aggregate system
Match moment in structural model

3 Conclusion



Decomposition

Somewhat generically, local outcome = partial equilibrium response ×
local multiplier.

Example (Guren, McKay, Nakamura, Steinsson, RESTUD,
forthcoming): local consumption response to house price change
equals MPC out of housing wealth × local multiplier.

Example (Chodorow-Reich, Nenov, Simsek, AER, forthcoming): local
employment response in nontradable sector equals MPC out of stock
wealth × labor market factor × local multiplier.

Key insight: local multiplier is same as local government purchases
multiplier.

Wolf (WP) formalizes relationship in dynamic setting. Equality
requires same fiscal as private impulse, same financing, same
monetary policy response, etc.
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CRNS: all industries irf to stock return

Employment
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Theory overview

Infinite horizon: t = 0 is the ”short run” and t ≥ 1 the ”long run”.

Continuum of areas. Capital/labor. Nontradables/tradables.

Capital ownership (stock wealth) is heterogeneous across areas.

Areas have stock holders (mass 1−θ) and hand-to-mouth (mass θ.)

Capital price determined by expected discounted capital productivity.

Monetary policy sets “rstar” to stabilize aggregate employment.
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Production

Areas a. Period 0 is short run and t ≥ 1 is long run.

Two factors: labor (region-specific in period 0) and capital (mobile).

Two household types, i ∈ {s,h}.

Two goods: Nontradables and tradables. Production technologies:

C i
a,t =

(
C i ,N

a,t /η
)η (

C i ,T
a,t /(1−η)

)1−η

Y N
a,t =

(
K N

a,t/α
N
)αN (

LN
a,t/

(
1−αN

))1−αN

Y T
t =

(∫
a

(
Y T

a,t

) ε−1
ε da

) ε
ε−1

,

where Y T
a,t =

(
K T

a,t/α
T
)αT (

LT
a,t/

(
1−αT

))1−αT

.
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Production (cntd.)

Starting from t = 1 onwards,

Ỹ T
t = D1−αT K̃ T

t .

t = 0 capital price, Q0, driven by future capital productivity, D.

Capital ownership is heterogeneous, {1 + x0,a}a with
∫

a x0,ada = 0.
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Consumption and labor
Stockholders have exogenous labor supply Ls

a,t = L for each a.

Utility function
∞∑

t=0
(1−ρ)t logC s

a,t ,

Standard consumption-saving and portfolio choice problem.

Hand-to-mouth households are myopic.

Choose labor according to GHH preferences (no wealth effects) or
have fixed wages: details

Log linear labor supply: wa,0 = λ(pa,0 +ϕla,0) .
I za,0 = logZa,0/Z̄ for Z ∈ {W ,P,L}.
I ϕ: inverse labor supply elasticity.
I λ⊆ [0,1]: decreasing in wage stickiness.
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Heterogeneous wealth: empirical predictions

Log-linearized equilibrium around common-wealth benchmark (ε= 1):

Total payroll: ∆(wa,0 + la,0) =M
(

1−αN
)
ηρ

xa,0∆Q0

W L0
,

Nontradable payroll: ∆
(
wa,0 + lN

a,0

)
=M(1−α) ρ

xa,0∆Q0

W L0
,

Wage adjustment: ∆la,0 = 1
1 +κ

∆(wa,0 + la,0) ,

where: M= 1
1− (1−αN)η

{
θκ+1
κ+1 +ρκ(1−θ)

κ+1

} ,
κ= λϕ

1−λη (1−αN) .
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Calibration using two model equations (h = 7)

1 Calibrate ρ using the nontradables equation for ε= 1:

∆
(
wa,0 + lN

a,0

)
=

β=3.23︷ ︸︸ ︷

M

︸︷︷︸
1.5

(1−α)

︸ ︷︷ ︸
2/3

ρ × xa,0∆Q0

W L0

︸ ︷︷ ︸
Sa,0R0

.

I $1 increase in stock wealth increases spending by ρ= 3.23 cents.

I Robust to ε 6= 1 because bound on κ disciplines trade effects.
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Outline

1 Micro-to-macro: the problem

2 Micro-to-macro: solutions
Direct summation
Estimate spillovers
Network aggregation
Use theory to derive GE bound
Recover PE elasticity
Local nontradables versus tradables
Look for sufficient statistic
Restrict elasticity in aggregate system
Match moment in structural model

3 Conclusion



Use theory to predict sectoral response

Local demand shock directly affects local spending on nontradables
(Mian, Sufi, ECMA 2014; Chodorow-Reich, Nenov, Simsek, WP).

In aggregate closed economy, everything is nontradable.

With homotheticity, proportional response of nontradable spending
also gives response of tradable spending.
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Homotheticity evidence
Nontr. payroll versus consumption
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Stock wealth effect on labor bill

Log-linear expressions:

Aggregate labor bill: ∆(w0 + l0) =MA (1−α)ρ×SA
0 R0,

Local nontr. labor bill: ∆
(
wa,0 + lN

a,0

)
=M (1−α)ρ×Sa,0R0.

M<MA: local multipliers lower bound for aggregate multipliers
(Chodorow-Reich, 2019):

=⇒MA (1−α)ρ= M
A

M
3.23%≥ 3.23%.

One dollar stock wealth increases agg. labor bill by 3.23 cents.
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Chodorow-Reich (qje 2014 appendix ) model

Household consumes and supplies labor to firms.

Firms produce a differentiated product and hold a credit line.

A firm on “island” s can obtain credit line only from the bank
operating on island s.

Financial crisis: increase in the interest rate charged on the credit line.
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Household

Maximize

U = Et

∞∑
τ=t

βτ−tu (Cτ ,Lτ )

subject to

PtCt + Bt = wtLt + (1 + it−1)Bt−1 + Tt .
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Household

Ct , Lt CES aggregates:

Ct =
[∫ 1

0

∫ 1

0
ξ

1
σ
j,s,tc

σ−1
σ

j,s,t djds
] σ
σ−1

,

Lt =
[∫ 1

0

∫ 1

0
L
ν+1
ν

j,s,tdjds
] ν
ν+1

,

with price indexes given by

Pt =
[∫ 1

0

∫ 1

0
ξj,s,tp1−σ

j,s,t djds
] 1

1−σ
,

wt =
[∫ 1

0

∫ 1

0
w1+ν

j,s,t djds
] 1

1+ν
.
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Household first order conditions

Consumption allocation:

cj,s,t = ξj,s,t

(pj,s,t
Pt

)−σ
Ct .

Labor-consumption tradeoff:

−
[Lj,s,t

Lt

] 1
ν uLt

uCt
= wj,s,t

Pt
.

Intertemporal Euler equation:

uCt = Et

[
β (1 + it) Pt

Pt+1
uCt+1

]
.
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Firms

Production technology
yj,s,t = aj,s,t l1−γ

j,s,t .

Simplifying assumption: γ = 0.

Firms exit with exogenous probability δ each period. Exit after production
occurs but before paying workers. Firms hold letters of credit sufficient to
cover their payroll. A firm on island s pays rs,t per unit of coverage.

The firm maximizes:

Πj,s,t = [1− δ] [pj,s,tyj,s,t − (1 + rs,t)wj,s,t lj,s,t ] + δ [0] .

59 / 75



Firm decision rules

Price:
pj,s,t =M(1 + rs,t) wj,s,t

aj,s,t
,

where M≡ σ
σ−1 .

Labor demand:

lj,s,t =

ξj,s,t
aj,s,t

M(1 + rs,t) wj,s,t
aj,s,t

Pt

−σCt

 .
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Financial firms

Financial firm on island s provides credit lines to all firms on the
island.

Financial firm diverts a fraction ζs,t of profits to the household.
I Think of as mortgage writedowns.

Financial firms earn zero profits (free entry). Hence:

rs,t = δ

1− δ + ζs,t .
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Financial crisis

t = 1,2, ..., t0−1 : ζs,t = 0 ∀s.

t0 : ζs,t ≥ 0 ∀s.

Let rs < rs′ if s > s ′.

Assume ζ1,t = 0.

Suppose ζs,t , rs,t unobserved, but ms,t = χr̂s,t is observed.
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Regression equation

Firm labor equilibrium condition:

l̂j,s,t = Ĉt −
νσ

ν+σ

[
ŵt − P̂t

]
− νσ

ν+σ
r̂s,t + ν

ν+σ

[
ξ̂j,s,t + (σ−1) âj,s,t

]
,

or:
l̂j,s,t = β0 +β1ms,t + εj,s,t ,

β0 = α1Ĉt −α2
[
ŵt − P̂t

]
depends on aggregate output and the real wage;

β1 =− νσ
χ(ν+σ) ;

εj,s,t = ν
ν+σ

[
ξ̂j,s,t + (σ−1) âj,s,t

]
is a composite of the firm-level

idiosyncratic shocks and has mean zero by assumption.
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]
is a composite of the firm-level

idiosyncratic shocks and has mean zero by assumption.
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]
,

or:
l̂j,s,t = β0 +β1ms,t + εj,s,t ,

β0 = α1Ĉt −α2
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Partial equilibrium and general equilibrium

ShortfallPE =
∫ 1

0
l̂j,1,tdj−

∫ 1

0

∫ 1

0
l̂j,s,tdjds

=
∫ 1

0
β1 (m1,t −ms,t)ds.

ShortfallGE =−
∫ 1

0

∫ 1

0
l̂j,s,tdjds

= ShortfallPE −β0

= ShortfallPE −
(̂
l1,t
)
.

Net GE effect determined by the sign of β0.
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General equilibrium effects

β0 = Ĉt −
νσ

ν+σ

[(
p̂1,t − P̂t

)
+ (ŵt − p̂1,t)

]
.

Ĉt : aggregate demand ↓⇒ labor demand at unconstrained firms ↓.

p̂1,t − P̂t : relative prices at unconstrained firms ↓⇒ product demand
shifts from constrained to unconstrained firms ⇒ labor demand at
unconstrained firms ↑.

ŵt − p̂1,t : cost of labor at unconstrained firms ↓⇒ labor demand at
unconstrained firms ↑.

Elasticity of employment to reallocation rising in substitutibility of the
goods produced (σ) but falling in frictions to labor mobility ( 1

ν ).
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Sufficient statistic: real rigidity

Solve the model:

β0 = κ
(
σ−Υ−1

)
r̃t .

I κ= ν
(1−γ)ν+σ(1+γν) ⊆ [0,1].

I r̃t =
∫ 1

0 r̂s,tds.

I Υ is real rigidity as in Ball and Romer (1990): elasticity of optimal
change in relative price to change in aggregate demand.

Intuition: large real rigidity (Υ small) means large change in aggregate
output required to generate equilibrium relative price gradient.
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Outline

1 Micro-to-macro: the problem

2 Micro-to-macro: solutions
Direct summation
Estimate spillovers
Network aggregation
Use theory to derive GE bound
Recover PE elasticity
Local nontradables versus tradables
Look for sufficient statistic
Restrict elasticity in aggregate system
Match moment in structural model

3 Conclusion



Restrict elasticity in aggregate system

Maybe cross-sectional elasticity identifies one aggregate elasticity
directly.

Example: ”missing” wage deflation during Great Recession.

Beraja, Hurst, Ospina (ECMA 2019): steep relationship between
wage growth and unemployment in the cross-section of states.

Cross-sectional relationship parameterizes Phillips curve allowing for
identification of aggregate shocks.
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Motivating evidence
Table 1: Comparison of Cross-State and Time-Series Estimates of Wage Elasticities During the Great
Recession

 

    
  

Employment Rate 
Nominal  

Wage 
Real  

Wage 
    
Cross-State 
    
Cross-State Wage Elasticity With Respect to Employment, 2007-2010  0.62 0.52 
  (0.10) (0.15) 
    
Aggregate 
    
Actual Aggregate Growth, 2007-2010 -7.7 percent 3.8 percent -0.9 percent 
Expected Aggregate Growth, 2007-2010 (Based on 2000-2007 Trend) -0.9 percent 5.5 percent -2.1 percent 
    
Aggregate Deviation from Expected Growth, 2007-2010 -6.8 percent -1.7 percent 1.2 percent 
    
Aggregate Wage Elasticity With Respect to Employment, 2007-2010  0.25 -0.17 
    
    
  

Note: Table compares the wage elasticity to a one percent change in the employment rate estimated off of
cross-state data (top panel) to a similarly defined wage elasticity estimated off of aggregate time-series data
during the 2007 to 2010 period (bottom panel). The cross-state elasticities come from the simple scatter plots
shown in Figure 3. Standard errors from the regression line in the scatter plots are shown in parentheses.
The aggregate time-series elasticity is computed using aggregate data. For the aggregate nominal wage
data, we use the adjusted wage series we created using data from the CPS. See text for details. For
aggregate real wages, we adjust the nominal wage data by the June CPI-U. To get predicted nominal and
real wage growth between 2007 and 2010, we take a simple linear prediction of the corresponding nominal
and real growth between the 2000 and 2007 period. Once we get the deviation between actual wage growth
and predicted wage growth between 2007 and 2010, we divide that difference by -6.8 percent. -6.8 percent
is the decline in the aggregate employment rate between 2007 and 2010 above and beyond what would
have been predicted from changes in the employment rate between 2000 and 2007. We use aggregate data
from the BLS to compute the employment rate in 2000, 2007 and 2010.

47

Lots of people looked at aggregate wages during Great Recession and
assumed wage rigidity.

BHO say no, wages are flexible across states. So there must be an
aggregate labor supply shock.
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SVAR
Driving forces zt ,γt , εt :

I zt : Productivity/markup shock.
I γt : Time preference/interest rate deviation shock.
I εt : Labor supply shifter shock.

Each variable x ∈ {zt ,γt , εt} follows AR(1) in region k and aggregate:

xk,t = ρx xk,t−1 +σu
x ux

t +σv
x vx

k,t ,

xt = ρx xt−1 +σu
x ux

t ,

Observed: price inflation πt , wage inflation πw
t , employment nt .

Large class of models with AR(1) shocks have SVAR representation:

B (L)

πt
πw

t
nt

= R

uεt
uz

t
uγt

= Rut .

Estimate B(L) and recover reduced form VCV matrix Ω = RΣR ′.
Three restrictions needed for identification.
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SVAR restrictions

Frictionless wage: W ∗
t = Pt ×MRSt =−PtuN/uC .

Nominal wage rigidity: Wt = (W ∗
t )λW 1−λ

t−1 .

GHH preferences: u(C ,N) = g(C − v(N))
⇒MRSt =−uN/uC = v ′(N) = eεt N1/φ

t .

Wage equation: Wt =
(
Pteεt N1/φ

t
)λ

W 1−λ
t−1 .

Log wage inflation: πw
t = λ

(
πt + ∆εt +φ−1∆nt

)
+ (1−λ)πw

t−1.

Forecast error: E ′2Rut = λE ′1Rut +λσu
ε uεt +λφ−1E ′3Rut

⇒ 0 =
(
λ −1 λφ−1

)
Rut +λσu

ε uεt .

Two restrictions on R given λ,φ and 0 =
(
λ− r21 +λφ−1r31 +λσu

ε

)
uεt

+
(
λr12−1 +λφ−1r32

)
uz

t +
(
λr13− r23 +λφ−1)uγt .

Last restriction comes from forecast revision.
70 / 75



Where do λ and φ come from?
Cross-sectional data! (Or anywhere else...)

State wage: πw
k,t = λ

(
πk,t +σu

ε uεt +σv
ε v εk,t + (ρε−1)εt−1 +φ−1∆nk,t

)
+ (1−λ)πw

k,t−1

= λπk,t +λφ−1∆nk,t + (1−λ)πw
k,t−1

+λ(σu
ε uεt + (1−ρε)εt−1) +λσv

ε v εk,t .

πw
k,t ,πk,t ,∆nk,t observed. λ(σu

ε uεt + (1−ρε)εt−1) absorbed by time
fixed effect.
Strategy 1: argue v εk,t “small” during Great Recession.
Strategy 2: instrument for ∆nk,t ,πk,t using contemporaneous and
lagged house price growth.
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Estimates of λ,φ
Table 6: Estimates of λ and λ

φ using Cross- Region Data 

 Specification 
 OLS IV 
 2007-2011 2007-2009 2007-2011 2007-2009 
 (1) (2) (3) (5) (6) (7) (8) 
        
λ 0.69 0.69 0.75 0.73 0.73 0.77 0.79 
 (0.13) (0.13) (0.13) (0.17) (0.17) (0.13) (0.18) 
        

λ/ϕ 0.31 0.32 0.31 0.39 0.39 0.76 0.99 
 (0.08) (0.08) (0.07) (0.09) (0.10) (0.17) (0.25) 
        

Implied ϕ 2.2 2.2 2.4 1.9 1.9 1.0 0.8 
        

Year Fixed Effects Yes Yes Yes Yes Yes Yes Yes 
Industry Controls No Yes Yes No Yes Yes Yes 

Scaling Factor of Prices 1.4 1.4 1.0 1.4 1.4 1.4 1.4 
        
        

 

  
Note: Table shows the estimates of λ and λ

φ from our base wage setting specification using the regional
data. Each observation in the regression is state-year pair. Each column shows the results from different
regressions. The regressions differ in the years covered and additional control variables added. The first
three columns show the OLS results using all local data between 2007 and 2011. Columns 4 and 5 show OLS
results using only data from 2007 through 2009. The final two columns show IV results for the different
time periods. In the IV specifications, we instrument contemporaneous employment and price growth
with contemporaneous and lagged house price growth. We adjust for measurement error in wage growth,
lagged wage growth, and price growth using the split sample methodology discussed in the Online Data
Appendix. All regressions included year fixed effects. All standard errors are clustered at the state level.

Table 7: Discount/Interest rate (γ) and Productivity/Markup (z) shocks’ contribution to aggregate
employment change

2008 to 2009
φ

λ 0.5 1 2 3 4
0.1 γ 103 83 108 107 108

z -3 22 -3 -1 -2
0.3 γ 47 66 51 29 101

z 2 16 45 71 1
0.5 γ 8 36 31 13 92

z 6 16 48 74 0
0.7 γ 0 0 30 21 11

z 3 33 33 53 69
0.9 γ 0 0 0 2 3

z -1 24 54 64 69

2008 to 2012
φ

0.5 1 2 3 4
40 -34 46 57 52
47 126 48 38 43
-13 -25 -33 -20 9
98 123 134 121 92
-1 -13 -19 2 47
94 123 133 111 65
47 48 -12 -12 0
53 72 136 135 122
45 47 41 15 9
58 79 91 114 118

Note: Table shows the percent contribution of the demand and supply shocks to the aggregate employment
change implied by our procedure for different combinations of the parameters. For a given pair {φ, λ}, the
‘γ’ entry corresponds to the demand shock. The ‘z’ entry to the supply shock. The percent contribution of
the leisure shock can be calculated by subtracting the sum of both entries from 100. Entries with ∗ are such
that no decomposition of the shocks satisfy the identification restrictions for those parameter values.

50

πw
k,t = λπk,t +λφ−1∆nk,t + (1−λ)πw

k,t−1

+λ(σu
ε uεt + (1−ρε)εt−1) +λσv

ε v εk,t .
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Shock time series

Figure 6: Impulse Response: Leisure Shock
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Note: Figure shows the impulse response to a one standard deviation leisure shock . The horizontal axis
are years after the shock.

Figure 7: Shock time-series
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Note: Figure shows the estimated aggregate shock realizations from 1980 to 2012.
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What is a leisure shock?

Casey Mulligan: The Redistribution Recession.

But little evidence from micro/cross-state data for this.

Grigsby (JMP): mis-specification due to multiple types of workers and
compositional effects on national wages.
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Match moment in structural model

Structural model can be identified from unconditional moments. Why
use conditional moments?

Loosely, conditional moments better if model’s purpose is closely
related to conditional moment.

Long history in macro using structural VARs to identify DSGE
models: Rotemberg and Woodford (NBERMA 1997);
Christiano,Eichenbaum,Evans (JPE 2005).

Similar to indirect inference in structural micro (and see critique by
Chari,Kehoe,McGrattan).

Recent applications: Nakamura, Steinsson (AER 2014);
Catherine,Chaney,Huang,Sraer,Thesmar (2017).
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Lots to do

Aggregation problem shows up everywhere.

Many approaches. Best approach depends on context.

Closely related to spatial models, heterogeneous agent models,
network models, etc.

Active area of research.
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