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OVERVIEW

Blanchard’s second-most highly cited article.

Revived interest in study of fiscal policy.

Approach still widely used.

I follow BP’s notation with minor changes.
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SPECIFICATION
Yt =

(
Tt Gt Xt

)′
=

log
(
Taxes net of transferst Government purchasest Outputt

)′
.

Reduced form: Yt = A(L,q)Yt−1 +ut , orTt

Gt

Xt

= A(L,q)

Tt−1
Gt−1
Xt−1

+

uT ,t

uG ,t

uX ,t

 .

Structural shocks et =
(
eT ,t eG ,t eX ,t

)′
:

uT ,t = a1uX ,t +a2eG ,t + eT ,t

uG ,t = b1uX ,t +b2eT ,t + eG ,t

uX ,t = c1uT ,t + c2uG ,t + eX ,t .

I 3 equations in 3 unknowns define structural shocks implicitly.
I Could rewrite in form ut = Ret .
I BP write this way because they argue a1 and b1 have data counterparts

without requiring further assumptions.
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IDENTIFICATION

uT ,t = a1uX ,t +a2eG ,t + eT ,t

uG ,t = b1uX ,t +b2eT ,t + eG ,t

uX ,t = c1uT ,t + c2uG ,t + eX ,t

a1,b1 are elasticities of surprises to taxes and government spending
w.r.t output.

Combine automatic stabilizers and discretionary policy response.

Identification assumption: discretionary policy response is zero within
the quarter (b1 = 0).

Is this plausible?

Compare to timing assumption in traditional monetary policy VAR.

3 / 57



..CONTINUED

uT ,t = a1uX ,t +a2eG ,t + eT ,t

uG ,t = b1uX ,t +b2eT ,t + eG ,t

uX ,t = c1uT ,t + c2uG ,t + eX ,t

b1 = 0: no automatic response of government purchases to output.
a1 = ∑i

exp(Ti )
exp(T ) ηTi ,Bi

ηBi ,X : weighted avg. elasticity of taxes to output.
I Separately estimate elasticity of tax base (i.e. profits, or income) Bi

w.r.t output, and elasticity of taxes w.r.t base.

Construct cyclically adjusted reduced form residuals:

u′T ,t = uT ,t −a1uX ,t

u′G ,t = uG ,t −b1uX ,t .

u′T ,t ,u
′
G ,t valid instruments for uT ,t ,uG ,t in

uX ,t = c1uT ,t + c2uG ,t + eX ,t .
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IDENTIFICATION REVIEW

uT ,t = a1uX ,t +a2eG ,t + eT ,t

uG ,t = b1uX ,t +b2eT ,t + eG ,t

uX ,t = c1uT ,t + c2uG ,t + eX ,t

a1,b1 constructed using auxiliary information.

c1,c2 constructed from IV regression.

Agnostic on a2,b2. Sufficient to set one or the other to zero, and
paper reports both specifications.

BP identify shocks e separately from estimation of IRFs. Could have
used local projection.
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GOVERNMENT CONSUMPTION AND INVESTMENT
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GOVERNMENT CONSUMPTION AND INVESTMENT
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IV. CONTEMPORANEOUS EFFECTS

The two panels of Table II report the estimated coefficients of
the contemporaneous relations between shocks in equation (3),
under DT and ST, and, for a2 and b2, under the two alternative
assumptions that taxes come first, or that spending comes first.15

For convenience of interpretation, while the original estimated
coefficients have the dimension of elasticities, the table reports
derivatives, evaluated at the point of means (dollar change in one
variable per dollar change in another). Table II yields two main
conclusions.

The first is that the signs of the contemporaneous effects of
taxes and of spending on GDP—c1 and c2—are those one would
expect—the former negative and the latter positive, and are
rather precisely estimated. The two coefficients have very similar
absolute values, and are also very similar across the two specifi-
cations, DT and ST. Under DT, a unit shock to spending increases
GDP within the quarter by 0.96 dollars, while a unit shock to
taxes decreases GDP by 0.87 dollars. The estimated negative
effect of taxes on output depends very much on the use of instru-
ments (as it should): the simple correlation between unexpected

15. Note that, in constructing the cyclically adjusted tax shock t�t, we use the
time-varying elasticity a1, not its mean.

TABLE I
LARGE CHANGES IN NET TAXES AND SPENDING

sd(	 log G) � 0.019 sd(	 log T) � 0.049

	 log G 
 3 sd 	 log T 
 3 sd
1951:1 0.103 1950:2 0.266
1951:2 0.112 1950:3 0.171
1951:3 0.108 1975:2 �0.335

1975:3 0.240
2 sd � 	 log G � 3 sd 2 sd � 	 log T � 3 sd

1948:2 0.039 1947:3 �0.117
1948:4 0.043 1947:4 0.107
1949:1 0.049 1951:1 0.097
1949:2 0.043
1950:4 0.054
1951:4 0.051
1952:2 0.041
1967:1 0.041

1341AN EMPIRICAL CHARACTERIZATION OF THE EFFECTS
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movements in cyclically unadjusted taxes, tt, and unexpected
movements in output, xt, is positive and equal to 0.38. This raises
the issue of the robustness of the construction of cyclically ad-
justed taxes to the specific value of a1; we return to the issue in
Section VII and show that the basic conclusions hold over the
plausible range of values for a1.

The second conclusion is that the correlation between cyclically
adjusted tax and spending innovations is low (�0.09 in our sample)
yielding relatively low estimated values of a2 and b2 under either
of the two alternative identification assumptions. These small
values imply that the choice between the two orderings of taxes
and spending makes little difference to the impulse responses.

V. DYNAMIC EFFECTS OF TAXES

A. Effects of Estimated Tax Shocks

The top panel of Figure III shows the effects of a unit tax
shock assuming that taxes are ordered first (a2 � 0), under DT;
the bottom panel does the same under ST.16 For visual conve-

16. Note that the initial value of the change in taxes is not exactly 1. A unit
tax shock et

t translates into a less than unit change in taxes tt, since GDP falls in
response to the shock, decreasing tax revenues.

TABLE II
ESTIMATED CONTEMPORANEOUS COEFFICIENTS

c1 c2 b2 a2

DT

coeff. �0.868 0.956 �0.047 �0.187
t-stat. �3.271 2.392 �1.142 �1.142
p-value 0.001 0.018 0.255 0.255

ST

coeff. �0.876 0.985 �0.057 �0.238
t-stat. �3.255 2.378 �1.410 �1.410
p-value 0.001 0.019 0.161 0.161

DT: Deterministic Trend; ST: Stochastic Trend.
Sample: 1960:1–1997:4.
c1: effect of t on x within quarter;
c2: effect of g on x within quarter;
a2: effect of g on t within quarter (assuming b2 � 0, i.e., when spending is ordered first);
b2: effect of t on g within quarter (assuming a2 � 0, i.e., when net taxes are ordered first).
All effects are expressed as dollar for dollar.

1342 QUARTERLY JOURNAL OF ECONOMICS
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nience, the impulse responses in these and the following figures and
tables are transformations of the original impulse responses, and
give the dollar response of each variable to a dollar shock in one of
the fiscal variables. The solid line gives the point estimates. The
broken lines give one-standard deviation bands, computed by Monte
Carlo simulations (assuming normality), based on 500 replications.
Table III summarizes the main features of the responses of the three
variables. This table is useful in comparing the results from the
benchmark specifications with alternative specifications.

Under DT (top panel of Figure III and of Table III), output
falls on impact by about 70 cents and reaches a trough five
quarters out, with a multiplier (defined here and below as the
ratio of the trough response of GDP to the initial tax shock) of
0.78. From then on, output increases steadily back to trend. The
effect of tax shocks on government spending is small at all hori-
zons, with the largest effect being �0.26 after twelve quarters,
but it is precisely estimated.

Under ST (bottom panel of Figure III and of Table III), the
response of output is stronger and more persistent. Tax shocks
have a very similar effect on output on impact, but the output
trough is larger (�1.33 against �0.78 under DT), taking place
after seven quarters instead of five; after this, the response of
output stabilizes at around the peak response. The effect on taxes
is slightly more persistent than in the DT case, while the effect on
spending is similar.

TABLE III
RESPONSES TO TAX SHOCKS

1 qrt 4 qrts 8 qrts 12 qrts 20 qrts peak

DT

GDP �0.69* �0.74* �0.72* �0.42* �0.22 �0.78* (5)
TAX 0.74* 0.13 �0.21* �0.20* �0.11
GCN �0.05* �0.12* �0.24* �0.26* �0.16*

ST

GDP �0.70* �1.07* �1.32* �1.30* �1.29* �1.33* (7)
TAX 0.74* 0.31* 0.17 0.16 0.16
GCN �0.06* �0.10* �0.17* �0.20* �0.20*

DT: Deterministic Trend; ST: Stochastic Trend. An asterisk indicates that 0 is outside the region between
the two one-standard error bands. In parentheses besides the peak response is the quarter in which it occurs.
All reduced-form equations include lags 0 to 4 of the 1975:2 dummy. Sample: 1960:1–1997:4.

1344 QUARTERLY JOURNAL OF ECONOMICS
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DT and, then, under ST. As in the case of taxes, Table IV sum-
marizes the main features of the responses to a spending shock
under alternative specifications.

Under DT (top panel of Figure V and of Table IV) spending
shocks are longer lasting than tax shocks: 95 percent of the shock
is still there after two years. GDP increases on impact by 0.84
dollars, then declines, and rises again, to reach a peak effect of
1.29 after almost four years. Net taxes also respond positively
over the same horizon, probably mostly as a consequence of the
response of GDP (notice that the shape of the tax response mimics
the shape of the output response).

The peak output response is smaller under ST (bottom panel
of Figure V and Table IV), 0.90 against 1.29. The peak effect is
now reached on impact rather than after four years; notice also
that the impact response is very similar under DT and ST. The
standard error bands are also quite large, so that the response of
output becomes insignificant after only four quarters. Note the
strong response of spending, which stabilizes at about 1.6 after 2
years.

Thus, in all specifications output responds positively to a
spending shock. Spending reacts strongly and persistently to its
own shock. Depending on the specification, the spending multi-
plier is larger or smaller than the tax multiplier. (Traditional
Keynesian theory holds that the spending multiplier should be
larger than the tax multiplier; there is no consistent evidence
that this is the case.)

As in the case of taxes, the ordering of the two fiscal variables

TABLE IV
RESPONSES TO SPENDING SHOCKS

1 qrt 4 qrts 8 qrts 12 qrts 20 qrts peak

DT

GDP 0.84* 0.45 0.54 1.13* 0.97* 1.29* (15)
GCN 1.00* 1.14* 0.95* 0.70* 0.42*
TAX 0.13 0.14 0.17 0.43* 0.52*

ST

GDP 0.90* 0.55 0.65 0.66 0.66 0.90* (1)
GCN 1.00* 1.30* 1.56* 1.61* 1.62*
TAX 0.10 0.18 0.33 0.36 0.37

1347AN EMPIRICAL CHARACTERIZATION OF THE EFFECTS
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FIGURE III
Response to a Tax Shock
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FIGURE IV
Response to a Shock to the 1975:2 Dummy
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FIGURE V
Response to a Spending Shock
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COMPETING THEORIES

Government spending shock:

I Neoclassical theory: C ↓,LS ↑⇒ w ↓.

I Old Keyneisan theory: C ↑,LD ↑⇒ w ↑.

I New Keynesian theory: it depends.

Tax shock:

I Neoclassical theory: it depends.

I Old Keyneisan theory: C ↓,LD ↓⇒ w ↓.

I New Keynesian theory: it depends.
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B. Response to a Spending Shock

The next two panels in Table VI display the responses to an
increase in government spending. The peak responses of each
component are considerably larger than in the case of tax shocks.

TABLE VI
RESPONSES OF GDP COMPONENTS

1 qrt 4 qrts 8 qrts 12 qrts 20 qrts peak

DT, TAX

GDP �0.69* �0.74* �0.72* �0.42* �0.22 �0.78* (5)
GCN �0.05* �0.12* �0.24* �0.26* �0.16* �0.05* (1)
CON �0.18* �0.35* �0.32* �0.23* �0.20* �0.35* (5)
INV �0.36* �0.00 �0.00 0.18* 0.16* �0.36* (1)
EXP �0.02 0.01 �0.01 0.02 0.05 �0.08 (3)
IMP �0.01 0.02 �0.14* �0.06 0.04 �0.14* (7)
SUM �0.60 �0.48 �0.43 �0.23 �0.18 �0.60 (1)

ST, TAX

GDP �0.70* �1.07* �1.32* �1.30* �1.29* �1.33* (7)
GCN �0.06* 0.04* �0.01* �0.00* �0.00* 0.04* (4)
CON �0.15 �0.40* �0.44* �0.43* �0.43* �0.44* (7)
INV �0.35* �0.22 �0.30 �0.27 �0.27 �0.35* (1)
EXP �0.00 �0.01 �0.06 �0.07 �0.07 �0.10 (3)
IMP �0.01 �0.02 �0.12 �0.12 �0.11 �0.13 (3)
SUM �0.55 �0.57 �0.68 �0.66 �0.66 �0.73 (6)

DT, SPE

GDP 0.84* 0.45 0.54 1.13* 0.97* 1.29* (15)
GCN 1.00* 1.14* 0.95* 0.70* 0.42* 1.14* (4)
CON 0.50* 0.63* 0.91* 1.21* 0.90* 1.26* (14)
INV �0.03 �0.75* �0.69* �0.41* �0.35* �1.00* (5)
EXP 0.20* �0.47* �0.76* �0.70* �0.06 �0.80* (9)
IMP 0.64* �0.19* �0.46* �0.42* �0.16* �0.49* (9)
SUM 1.03 0.74 0.86 1.22 1.07 1.39 (15)

ST, SPE

GDP 0.90* 0.55 0.65 0.66 0.66 0.90* (1)
GCN 1.00* 1.30* 1.56* 1.61* 1.61* 1.00 (1)
CON 0.33* 0.34 0.42 0.43 0.44 0.46* (2)
INV 0.02 �0.74* �0.97* �0.96* �0.95* �0.98* (9)
EXP 0.17* �0.16 �0.30 �0.37* �0.37 �0.37* (13)
IMP 0.56* 0.03 �0.06 �0.05 �0.04 �0.08 (9)
SUM 0.95 0.72 0.77 0.76 0.78 0.95 (1)

Sample: 1960:1–1997:4.

1362 QUARTERLY JOURNAL OF ECONOMICS
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KUENG (WP) EVIDENCE OF ANTICIPATED TAX POLICY

Uses Treasury-Muni yield spread to infer break-even expected top
marginal tax rate.

Evidence of expectations moving ahead of policy changes, for example
during 1992 and 2000 elections.

18 / 57



KUENG (WP)

Table 2: Break-even tax rate responses to changes in election probabilities.

Maturity (m)

Break-Even Tax Rate θt,m (BETR) : 1-Year 2-Year 3-Year 5-Year 7-Year 10-Year 20-Year 30-Year

Price of Bush Contract in 2000 [in cents] 0.018 -0.018*** -0.031*** -0.033*** -0.028*** -0.024** -0.006 0.003

(0.013) (0.007) (0.007) (0.007) (0.010) (0.011) (0.009) (0.013)

Price of Clinton Contract in 1992 [in cents] 0.140*** 0.096** 0.140*** 0.091*** 0.097*** 0.103*** 0.042*** 0.047**

(0.048) (0.047) (0.040) (0.026) (0.022) (0.021) (0.015) (0.018)

Notes: This table shows the results from regressing daily election probabilities on break-even tax rates for the presidential election
of 2000 and 1992, respectively. The tax reform enacted in 1993 (OBRA 1993) increased the statutory top income rate by 8.6% from
31% to 39.6% retroactively to January 1, 1993. The tax reform enacted in 2001 (EGTRRA 2001) reduced the statutory top income
rate by 4.6% from 39.6% to 35% over 5 years and the reform in 2003 (JGTRRA 2003) accelerated the phase-in period to three years.
The contracts yield 100 cents if the candidate wins and zero otherwise. Therefore, an increase of the price by 1 cent corresponds to a
1% increase in the perceived probability of the candidate winning the presidential election. The full regression results are provided in
the online appendix. Newey-West HAC robust standard errors in parentheses: ***, **, * mark significance at the 1, 5, and 10 percent
level, respectively.
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RAMEY (QJE 2011) EVIDENCE OF ANTICIPATED

SPENDING

Ramey-Shapiro war dates: 1950Q3, 1965Q1, 1980Q1, 2001Q3, and
VAR with indicator for war date ordered first.

Business Week to construct series of defense spending news.

Evidence defense spending news Granger cause Blanchard-Perotti
shocks and affects VAR responses.

Solutions:

I Blanchard and Perotti: tighten identification requirement by increasing
policy lag.

I Ramey: Include news shocks in VAR ordered first: effectively restricts
G shock to be unanticipated.

I Auerbach and Gorodnichenko: replace G in VAR with unexpected G.
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16 QUARTERLY JOURNAL OF ECONOMICS

FIGURE V
Comparison of VAR Defense Shocks to Forecasts: Korea and Vietnam

Notes. Thetopandmiddlepanels arebasedonlogpercapitareal defensespend-
ingonaquarterlycalendaryearbasis. Thebottompanels arenominal, annual data
on a fiscal year basis.

three quarters was anticipated as of August and September of
1950. The bottom graph shows Business Week’s forecasts of
defense spending. The June 1950 forecast, made before the Ko-
rean War started, predicted that defense spending would remain
at about $15 billion per year. Two months later in August 1950,
Business Week correctly predicted the rise in defense spending
through fiscal year 1952. By September 1950, it hadcorrectly pre-
dicted the rise through fiscal year 1954. Thus, it is clear that the
positive VAR shocks are several quarters too late. It is also inter-
esting to note that while Business Week was predicting a future
decline in defense spending as early as April 1953 when a truce
seemed imminent, the VAR records a negative defense spending
shock in the first quarter of 1954. Thus, the VAR shocks are not
accurately reflecting news about defense spending.

 by guest on Septem
ber 11, 2014

http://qje.oxfordjournals.org/
D

ow
nloaded from
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IDENTIFYING GOVERNMENT SPENDING SHOCKS 17

FIGURE VI
Comparison of VAR Defense Shocks to Forecasts: Carter–Reagan and 9/11

Notes. Thetopandmiddlepanels arebasedonlogpercapitareal defensespend-
ingonaquarterlycalendaryearbasis. Thebottompanels arenominal, annual data
on a fiscal year basis.

Forecasts were not as accurate for Vietnam. As of August
1965, several notedsenators were forecasting muchhigherexpen-
ditures than the Johnson Administration was quoting. The fore-
casts kept rising steadily for some time. Thus, while it is true that
there were a number of positive spending shocks in the first years
of the Vietnam War, it is not clear that the VAR gets the timing
right.

InFigureVI, theVARs showmanypositiveshocks duringthe
Carter–Reagan build-up through 1985. The bottom panel shows,
however, that as of January 1981, the OMB was very accurately
predicting spending in fiscal years 1981–1984. On the other hand,
theOctober1981 forecast over-predicteddefensespendinginfiscal
years 1985 and 1986. However, all of the forecast error for 1985
and 1986 can be attributed to the fact that inflation fell much

 by guest on Septem
ber 11, 2014

http://qje.oxfordjournals.org/
D

ow
nloaded from
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OTHER DETAILS AND DOS AND DON’TS

Logs versus shares of GDP versus shares of trend GDP.

I Common problem: how to normalize variables?

I Log GDP on log spending: compute multiplier using average G/Y in
sample. Sensitive if G/Y changes a lot.

Point-in-time versus maximal versus cumulative multipliers.

I Full information: trace IRF of both government spending and output to
government spending shock.

I Summary: present value of output divided by present value of
government spending.

Sensitivity to estimation period (perhaps not surprising).
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OUTLINE

1 FISCAL POLICY (BLANCHARD AND PEROTTI, QJE 2002)

2 MONETARY FAVAR (BERNANKE, BOIVIN, AND ELIASZ, QJE
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3 EXTERNAL INSTRUMENTS
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WHAT IS A SHOCK?

Something useful to identify monetary policy? Or more?

Suppose Cholesky with fed funds rate ordered last, you knew Fed sets
rate at 11:59pm on last day of each month, and you have end of
month fed funds rate series. Identified?

Fed funds rate less fed funds futures rate in small window around
announcement?

Fed randomizes months ahead of time the interest rate at date t?
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CRITIQUE OF TRADITIONAL VARS

Basic problem is omitted variable bias.

Limited information content relative to that used by economic agents.

Degrees of freedom and curse of dimensionality: each added variable
requires p additional terms in each equation.

Example: price puzzle and central bank’s response to supply shocks
unobserved to the econometrician.
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FAVAR OVERVIEW

PCA summarizes information from a large number of data series into
a small number of factors.

FAVAR uses the factors to control for economic conditions.
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NOTATION (FOLLOWS BBE)

Ft is vector containing period t realizations of K factors.

Xt is vector containing period t realizations of N time series driven by
the factors.

Yt is vector containing period t realizations of M time series
observable to the econometrician and which enter directly into the
economic system.

Joint dynamics: (
Ft
Yt

)
= Φ(L)

(
Ft−1
Yt−1

)
+ vt

Xt = Λf Ft + ΛyYt + et .
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EXAMPLE

Phillip’s curve: πt = δπt−1 + κ
(
yt−1−ynt−1

)
+ st

IS curve: yt = φyt−1−ψ (Rt−1−πt−1) +dt

Productivity process: ynt = ρynt−1 + ηt

Cost push process: st = αst−1 + νt

Taylor rule: Rt = βπt + γ (yt −ynt ) + εt

Observed variables: Xt = Λ
(
ynt st πt yt Rt

)′
+ et .

εt is a monetary policy shock. Recovering it is the goal of the exercise.

Economic model has 5 factors: ynt ,st ,πt ,yt ,Rt .

If factors all observed, recursive VAR identifies monetary shocks
because ynt ,st ,πt ,yt are functions of Rt−1 but not Rt .
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BBE IMPLEMENTATION

Assumption: space spanned by latent economic factors is equivalent
to space spanned by factors from PCA of large number of
macroeconomic time series, including Rt .

Complication I: Rt potentially correlated with factors.

I BBE solution:

1 For each estimated factor F̃k,t , regress

F̃k,t =
J

∑
j=1

bj Ĥj ,t +bRRt +ut ,

where {Ĥj ,t} are the factors from performing PCA on a subset of J slow
moving variables assumed not to respond contemporaneously to Rt .

2 Construct
F̂k,t = F̃k,t − b̂RRt .

29 / 57



...CONTINUED

Recursive identification: Yt =
(
F̂1,t . . . F̂k,t Rt

)′
.

Complication II: F̂k,t are generated regressors.

I Standard errors via bootstrap.

Sample: 1959-2001, monthly frequency, 120 macroeconomic time
series.
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and the response of industrial production eventually returns to-
ward zero. It is important to note that if the additional informa-
tion was irrelevant then adding one factor to the VAR would
render the estimation less precise, but the estimate should re-
main unbiased. We would thus not expect the estimated response
to change considerably. This suggests that Xt contains useful
information, beyond that already contained in the standard VAR.

An interesting aspect of these results is that the responses
from the preferred FAVAR are essentially the same as those
obtained from expanding the standard VAR by one factor. This
suggests that the two-step estimation of the preferred FAVAR
properly captures information about real activity and prices, even
though no such measure is imposed as an observable factor.

This comparison suggests that the FAVAR approach is suc-
cessful at extracting pertinent information from a large data set
of macroeconomic indicators. While there is still a small positive
response of prices in the first year following the shock, our results
suggest that a few factors might be sufficient to properly capture
the information that Sims argued could be missing from these
VARs.22 That does not mean, however, that the FAVAR approach
is the only way to obtain reasonable results. There exist, of

22. In fact, increasing the number of factors did not alter the results.

FIGURE I
Estimated Impulse Responses to an Identified Policy Shock for Alternative

FAVAR Specifications, Based on the Two-Step Principal Component’s Approach
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INFORMAL PERFORMANCE ASSESSMENT

Adding the estimated factor resolves the price puzzle.

Adding the estimated factor generates U shaped response of IP rather
than permanent effect.

VAR with only Rt observed and 3 factors and VAR with Rt , IPt ,πt

observed and 1 factor behave similarly.

Generate IRF at horizon h for any variable xt ∈ Xt by taking inner
product of horizon h impulse responses of the factors F̂k,t and the
loadings of xt on the factors.

I By construction, IRFs will be similar for variables that have similar
loadings.

I Alternative is local projection.
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FAVAR specification model when the number of factors in our
preferred FAVAR is increased to five. The figure suggests that
the qualitative conclusions on the effect of monetary policy are

FIGURE II
Impulse Responses Generated from FAVAR with Three Factors and FFR

Estimated by Principal Components with Two-Step Bootstrap
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FAVAR specification model when the number of factors in our
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two-step principal component approach, does capture important
dimensions of the business cycle movements. Second, the R2 of
the common components is particularly low for the money aggre-
gates, being 10.3 percent for the monetary base and 5.2 percent
for M2. This result suggests that we should have less confidence
in the impulse response estimates for these variables. Interest-
ingly, these are variables for which the impulse response func-
tions from the two estimation methods differ the most.27

27. Note that an alternative variance decomposition measure can be obtained
by dividing the results of the first column of Table I by the corresponding R2 of the
common component in the second column. This provides a measure of the contri-
bution of the policy shock to the forecast error of the common component. Such
measure implies, by construction, a larger contribution of the policy shock. This
might suggest that conventional variance decomposition underestimates the con-
tribution of the policy shock, being contaminated by measurement error. A draw-

TABLE I
CONTRIBUTION OF THE POLICY SHOCK TO VARIANCE OF THE COMMON COMPONENT

Variables
Variance

decomposition R2

Federal funds rate 0.454 *1.000
Industrial production 0.054 0.707
Consumer price index 0.038 0.870
3-month treasury bill 0.433 0.975
5-year bond 0.403 0.925
Monetary base 0.005 0.104
M2 0.005 0.052
Exchange rate (Yen/$) 0.007 0.025
Commodity price index 0.049 0.652
Capacity utilization 0.100 0.753
Personal consumption 0.006 0.108
Durable consumption 0.005 0.062
Nondurable cons. 0.002 0.062
Unemployment 0.103 0.817
Employment 0.066 0.707
Aver. hourly earnings 0.007 0.072
Housing starts 0.032 0.387
New orders 0.081 0.624
S&P dividend yield 0.062 0.549
Consumer expectations 0.036 0.700

The column titled Variance decomposition reports the fraction of the variance of the forecast error, at the
60-month horizon, explained by the policy shock. R2 refers to the fraction of the variance of the variable
explained by the common factors, (F̂�t,Y�t). See text for details.

* This is by construction.
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DISCUSSION

How much progress does FAVAR method make relative to previous
methods?

What threats to identification does FAVAR method not address?
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OUTLINE

1 FISCAL POLICY (BLANCHARD AND PEROTTI, QJE 2002)

2 MONETARY FAVAR (BERNANKE, BOIVIN, AND ELIASZ, QJE
2005)

3 EXTERNAL INSTRUMENTS

4 BAYESIAN IDENTIFICATION (BAUMEISTER AND HAMILTON,
AER 2019)



OVERVIEW

Often have measure that is a “proxy shock”.

External instruments properly scales proxy shocks.

Conceptually clarifies controversies such as whether two candidate
series must be correlated with each other.

Raises issue of heterogeneous treatment effects and LATE.

Some subtleties to introduce into VAR.
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EXTERNAL INSTRUMENTS (MY NOTATION)

Yt = B1LYt + . . .BpL
pYt + et ,

et = Rvt .

Partition the structural shocks:

vt =

( ′
v1,t︸︷︷︸
1xd

′
v2,t︸︷︷︸

1x(k−d)

)′
.

Partition R:

R =

(
R1︸︷︷︸
kxd

R2︸︷︷︸
kx(k−d)

)
=


R11︸︷︷︸
dxd

R12︸︷︷︸
dx(k−d)

R21︸︷︷︸
(k−d)xd

R22︸︷︷︸
(k−d)x(k−d)

 .

Let mt be a dx1 instrument vector and Φ a non-singular dxd matrix such that

E
[
mtv

′
1,t

]
= Φ

E
[
mtv

′
2,t

]
= 0.
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ALGEBRA

(
E
[
mte

′
1,t

]
E
[
mte

′
2,t

])
= E

[
mte

′
t

]
= E

[
mtv

′
tR
′]

= E
[
mt

(
v ′1,t v ′2,t

)](R ′1
R ′2

)
= ΦR ′1

= Φ
(
R ′11 R ′21

)
.

Equating the left terms:

E
[
mte

′
1,t

]−1
=
(
R ′11
)−1

Φ−1.

Equating the right terms and premultiplying by the left terms:

E
[
mte

′
1,t

]−1
E
[
mte

′
2,t

]
=
(
R ′11
)−1

R ′21

=⇒
(
E
[
mte

′
1,t

]−1
E
[
mte

′
2,t

])′
R11 = R21.
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ORDER CONDITION

(
E
[
mte

′
1,t

]−1
E
[
mte

′
2,t

])′
R11 = R21.

(
E
[
mte

′
1,t

]−1
E
[
mte

′
2,t

])
is a function of reduced form residuals et

and instruments mt and can be estimated.

R21 is (k−d)xd ⇒ (k−d)xd imposable restrictions on the matrix R.

If d = 1, external instruments sufficient for partial identification.
Otherwise, further structure on R11 required, such as short or long
run restrictions.
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INTERPRETATION

(
E
[
mte

′
1,t

]−1
E
[
mte

′
2,t

])′
R11 = R21.

[
1
Tm′e1

]−1 [ 1
Tm′e2

]
→ E

[
mte

′
1,t

]−1
E
[
mte

′
2,t

]
is the plim of a 2SLS

regression of e2,t on e1,t using mt as instruments.

R21 determines how structural innovations in v1,t affect reduced form
surprises in e2,t :

et =

(
e1,t
e2,t

)
=

(
R11 R12

R21 R22

)(
v1,t
v2,t

)
= vt .

This relationship is exactly the IV regression of e2,t on e1,t .

Multiplying by R11 allows for cross effects among the variables in e1,t .
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PRACTICALITIES

Restrictions may be used alone or with other restrictions.

Implementation:

1 Estimate reduced form VAR.

2 Estimate Ê
[
mte

′
1,t

]
and Ê

[
mte

′
2,t

]
by regressing reduced form

residuals on instruments.

3 Impose restrictions on R matrix.
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ALTERNATIVE: LP-IV
Can also use external instruments in LP framework.

For simplicity, assume d = 1. Estimate for variable n:

Second stage: Yn,t+h = c0,n,hŶ1,t +
L

∑
`=1

C`,n,hYt + error ,

First stage: Ŷ1,t = π0mt +
L

∑
`=1

Π`Yt .

Note: first stage does not depend on second stage dependent variable
or horizon.

Recovers impulse response of Yn relative to Y1 to time t shock to Y1.

Relaxes invertibility requirement.

Requires lead/lag exogeneity of external instrument (Stock and
Watson, 2018).

Note: does first stage need to control for lags of Y ?
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ALTERNATIVE: ORDER mt FIRST IN VAR

Assume m is scalar for simplicity.

By FWL and local projection, ordering mt first is equiavlent to LP on
shock to m (see VAR/LP lecture).

The impulse response of Y1,t to mt is the first stage.

The impulse response of Yn,t ,n 6= 1 to mt is the reduced form.

The ratio of the reduced form to the first stage is the IV IRF.

This implementation makes clear it is relative IRF.
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GERTLER, KARADI (AEJM, 2015)

Monetary policy VAR with high frequency interest rate surprises as
external instruments.

HFI: change in interest rates in narrow window around FOMC
announcement due to monetary policy surprise news, not other
shocks.

Previous literature (e.g. Kuttner, 2001) used HFI to assess impact of
monetary policy on credit spreads, real interest rates.

45 / 57



GK IMPLEMENTATION

1 Monthly VAR over 1979:7-2012:6.

2 Partial identification: only interested in response to monetary policy
shock.

3 Monetary policy indicator: one-year government bond rate.

4 Exernal instruments: changes in federal fund futures in current
month, three month ahead, and 6,9,12 month ahead Eurodollar
futures in 30 minute window around FOMC announcement.

5 “Stripped-down” VAR: policy indicator, log industrial production, log
CPI. GZ excess bond premium.
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CONVENTIONAL HFI ANALYSIS

Vol.7 No.1� 57Gertler and Karadi: Monetary Policy Surprises

the two and five-year government bond rate: The former increases roughly 37 basis 
points and the latter 23. Conversely, a similar increase in the one-year government 
bond rate also instrumented by FF1 has roughly double the effect on the two and five 
year rate. Simply put, the one-year rate captures more persistent changes in interest 
rate policy than the funds rate does. As Kuttner (2001) observes, a nontrivial portion 
of the variation in the funds rate reflects changes in the timing of the rate adjustment, 
as opposed to a persistent adjustment in the policy rate.

Second, for a given policy indicator, instruments that reflect expectations of inter-
est rate movements further into the future induce a stronger impact of the policy 
indicator on market interest rates. For example, instrumenting the one-year govern-
ment bond rate with FF4 instead of FF1 increases its impact on the two-year rate 
from 74 to 88 basis points and on the five-year rate from 47 to 68 basis points. In 
addition, with FF4 as the instrument, the one-year rate also has a significant positive 
effect on the ten-year rate, the Baa spread and the mortgage spread. (Note that the 
impact on the spread variables is suggestive of a credit channel effect, as discussed 
in Section I.) Similarly, the two-year government bond rate with the complete set of 
GSS instruments exerts the strongest impact on market rates. Intuitively, funds rate 
surprises on contracts settled further in the future capture movements in the policy 
indicator associated with more persistent changes in policy.

Third, the one-year and two-year policy indicators have similar quantitative 
effects on market interest rates, particularly if instruments are used which reflect 
some degree of forward guidance (i.e., FF4 or GSS). While the two year with GSS 
has the largest effects, the one year with FF4 has effects of similar magnitude. 
Interestingly, in each case the policy indicator has a significant impact on the Baa 
and mortgage spreads that is nearly identical in magnitude.

Of course we are ultimately interested in the impact of the policy indicator on real 
interest rates. Both Hanson and Stein (2012) and Nakamura and Steinsson (2013) 
have shown using TIPS data that virtually all the responsiveness of nominal rates 
to policy surprises on FOMC dates reflects variation in real rates, with a negligible 

Table 1—Yield Effects of Monetary Policy Shocks (Daily, 1991–2012)

Indicator and 2 year 5 year 10 year 30 year 5 × 5 forw  ​​Baa​​ +​​  ​​Mortg.​​ +​​ 
  instruments (1) (2) (3) (4) (5) (6) (7)

FF, FF1 0.367*** 0.233** 0.0980 0.00637 −0.0369 0.139 0.170
(3.467) (2.241) (1.053) (0.103) (−0.388) (1.475) (1.445)

1 YR, FF1 0.739*** 0.469*** 0.197 0.0128 −0.0744 0.280 0.343
(8.493) (3.094) (1.173) (0.103) (−0.379) (1.544) (1.416)

1 YR, FF4 0.880*** 0.683*** 0.375*** 0.145* 0.0668 0.333** 0.427**
(15.81) (8.201) (4.410) (1.694) (0.614) (2.176) (2.239)

2 YR, FF4 0.778*** 0.432*** 0.169* 0.0848 0.355** 0.483**
(11.80) (5.306) (1.839) (0.702) (1.986) (2.141)

2 YR, GSS 0.878*** 0.575*** 0.234*** 0.271*** 0.231* 0.350**
(18.70) (11.84) (4.139) (3.601) (1.844) (2.049)

Note: Robust z-statistics in parentheses; QE dates and crisis period are excluded, 188 observations.
+ Two-week cumulative changes
*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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EXTERNAL INSTRUMENTS FIRST STAGE

Vol.7 No.1� 59Gertler and Karadi: Monetary Policy Surprises

The residuals are computed from the simple VAR described earlier that includes 
industrial production, the consumer price index, the excess bond premium and a 
policy indicator.12 The first five columns consider the one-year rate as the policy 
indicator, while the last five consider the two-year rate. Both the ​​R​​ 2​​ and the robust 
F-statistic for each regression are reported at the bottom of the corresponding 
column.

To be confident that a weak instrument problem is not present, Stock et al. (2002) 
recommend a threshold value of ten for the F-statistic from the first-stage regres-
sion. Table 3 shows that in three of the five cases for the one-year rate, the F-statistic 
is safely above this threshold. The instrument that works best is FF4, which explains 
nearly 8 percent of monthly innovation in the one-year rate and has an associated 

Romer and Romer 2004 and Barakchian and Crowe 2013), then, second, we can take monthly averages of these 
series, and, third, obtain monthly average surprises as the first difference of this series. 

12 The results are robust to using the richer VARs described in the next section. 

Table 3—Effects of High-Frequency Instruments on the First Stage Residuals 
of the Four Variable VAR (Monthly, 1991–2012)

1 year 1 year 1 year 1 year 1 year
Variables (1) (2) (3) (4) (5)

FF1 0.890*** 0.394
(4.044) (1.129)

FF4 1.151*** 1.266*** 1.243***
(4.184) (4.224) (3.608)

ED2 1.440
(1.244)

ED3 −4.443***
(−2.635)

ED4 0.624** −0.167 2.674**
(2.039) (−0.476) (2.493)

Observations 258 258 258 258 258
R2 0.066 0.078 0.025 0.079 0.110
F-statistic 16.36 17.50 4.159 11.00 8.347

2 year 2 year 2 year 2 year 2 year
Variables (6) (7) (8) (9) (10)

FF1 0.533** 0.174
(2.116) (0.462)

FF4 0.779** 1.013*** 1.379***
(2.272) (2.643) (3.361)

ED2 1.134
(0.859)

ED3 −4.733**
(−2.448)

ED4 0.293 −0.339 2.946**
(0.923) (−0.863) (2.465)

Observations 258 258 258 258 258
R2 0.020 0.029 0.005 0.033 0.064
F-statistic 4.477 5.160 0.851 3.760 5.162

Note: Robust t-statistics in parentheses.
*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
    * Significant at the 10 percent level.
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We begin with the external instruments case. As noted earlier, we use the three 
month ahead funds rate future surprise FF4 to identify monetary policy shock. As a 
check to ensure that this instrument is valid, we report the F-statistic from the first 
stage regression of the one-year bond rate residual on FF4. We find an F-value of 21 
and half. We also compute a robust F-statistic (which allows for heteroskedasticity) 
of 17.5. Both values are safely above the threshold suggested by Stock et al. (2002) 
to rule out a reasonable likelihood of a weak instruments problem.

As the top left panel shows, a one standard deviation surprise monetary tight-
ening induces a roughly 25 basis point increase in the one-year government bond 
rate. Consistent with conventional theory, there is a significant decline in industrial 
production that reaches a trough roughly a year and a half after the shock. Similarly 
consistent with standard theory, there is a small decline in the consumer price index 
that is not statistically significant. Note that in contrast to the Cholesky identifica-
tion, we do not impose zero restrictions on the contemporaneous responses of output 
and inflation. The identification of the monetary policy shock is entirely due to the 
external instrument.

regression is incorporated in the reported confidence bands, because both stages of the estimation are included in 
the bootstrapping procedure. Thereby, we avoid any potential “generated regressor” problem. 
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Figure 1. One-Year Rate Shock with Excess Bond Premium
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BLANCHARD-PEROTTI REDUX

uT ,t = a1uX ,t +a2eG ,t + eT ,t

uG ,t = b1uX ,t +b2eT ,t + eG ,t

uX ,t = c1uT ,t + c2uG ,t + eX ,t

b1 = 0: no automatic response of government purchases to output.
a1 = ∑i

exp(Ti )
exp(T ) ηTi ,Bi

ηBi ,X : weighted avg. elasticity of taxes to output.
Construct cyclically adjusted reduced form residuals:

u′T ,t = uT ,t −a1uX ,t

u′G ,t = uG ,t −b1uX ,t .

u′T ,t ,u
′
G ,t valid instruments for uT ,t ,uG ,t in

uX ,t = c1uT ,t + c2uG ,t + eX ,t .

This is external instruments! (almost)
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OUTLINE

1 FISCAL POLICY (BLANCHARD AND PEROTTI, QJE 2002)

2 MONETARY FAVAR (BERNANKE, BOIVIN, AND ELIASZ, QJE
2005)

3 EXTERNAL INSTRUMENTS

4 BAYESIAN IDENTIFICATION (BAUMEISTER AND HAMILTON,
AER 2019)



OVERVIEW

Traditional approaches to identification can be viewed as dogmatic
priors on some parameters combined with complete agnosticism on
others.

I Cholesky example: some elements of contemporaneous response zero,
others unrestricted.

I Sign restriction example: some responses inadmissable, others
unrestricted.

Generalizes naturally to any prior beliefs.
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MECHANICS (MY NOTATION)

VAR: B(L)Yt = et ,et = Rvt ,Var(vt) = Σ,R = A−10 .

Separate parameters into three blocks: R,Σ,B(L).

Specify prior over parameters p(R,Σ,B(L)).

Computationally convenient to use distributions which conjugate
together nicely – see paper for details.

Compute posterior p(R,Σ,B(L)|Y1, . . . ,YT ).

Setup accommodates priors over A0, structural IRFs, etc.
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EXAMPLE: OIL MARKETS
Trivariate monthly VAR in growth rate of world crude oil production
qt , real economic activity yt , and real oil price pt .
Structural model:

Oil supply curve: qt = αqyyt + αqppt +b1
′xt−1 + v1,t ,

Total economic activity: yt = αyqqt + αyppt +b2
′xt−1 + v2,t ,

Oil demand curve: pt = αpqqt + αpyyt +b3
′xt−1 + v3,t ,

xt−1 =
(
qt−1,yt−1,pt−1, . . . ,qt−p,yt−p,pt−p

)′
.

In VAR notation: 1 −αqy −αqp

−αyq 1 −αyp

−αpq −αpy 1


︸ ︷︷ ︸

A0

qt
yt
pt


︸ ︷︷ ︸

Yt

=

b′1
b′2
b′3


︸ ︷︷ ︸

b

xt−1 +

v1,t
v2,t
v3,t


︸ ︷︷ ︸

vt

.

Could rewrite as B(L)Yt = et = Rvt .
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EXAMPLE: CHOLESKY (KILIAN AER 2009)

Ordering (qt ,yt ,pt)⇒ αqy = αqp = αyp = 0.

Implement with flat prior over unrestricted elements of A0 and all
elements of Σ and B(L).

Result 1: Bayesian approach numerically equivalent to Cholesky.

Result 2: Demand elasticity α−1pq either extremely flat or upward
sloping. BH: “The key feature in the data that forces us to impute
such unlikely values for the demand elasticity is the very low
correlation between the reduced-form residuals for qt and pt . If we
assume that innovations in qt represent pure supply shifts, the lack of
response of price would force us to conclude that the demand curve is
extremely flat.”
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The only reason that thousands of previous researchers have done exactly this kind 
of thing is that the traditional approach required us to choose  some  parameters 
whose values we treat as if known for certain while acting as if we know nothing 
at all about plausible values for others. Scholars have unfortunately been trained to 
believe that such an all-or-nothing approach is the only way that one could study 
these questions scientifically.

The key feature in the data that forces us to impute such unlikely values for the 
demand elasticity is the very low correlation between the reduced-form residuals for ​​
q​t​​​ and ​​p​t​​.​ If we assume that innovations in ​​q​t​​​ represent pure supply shifts, the lack of 
response of price would force us to conclude that the demand curve is extremely flat.

B. A Bayesian Interpretation of Sign-Restricted VARs

Many researchers have recognized some of these unappealing aspects of the 
traditional approach to identification, and as a result have opted instead to use 
assumptions such as sign restrictions to try to draw a structural inference in VARs. 
Examples include Baumeister and Peersman (2013) and Kilian and Murphy (2012), 
who began with the primitive assumptions that (i) a favorable supply shock (increase 
in ​​u​1t​​​) leads to an increase in oil production, increase in economic activity,  and 

Panel A. Oil supply shock
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Figure 1. Impulse-Response Functions for Three-Variable Model 
under Traditional Cholesky Identification

Note: Red dotted lines: point estimates arrived at using Kilian’s (2009) original methodology; blue solid lines: 
median of Bayesian posterior distribution; shaded regions: 95 percent posterior credible set.
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decrease in oil price; (ii) an increase in aggregate demand or productivity (increase 
in ​​u​2t​​)​ leads to higher oil production, higher economic activity, and higher oil price; 
and (iii) an increase in oil-specific demand leads to higher oil production, lower 
economic activity, and higher oil price. The assumption is thus that the signs of the 
elements of ​H  =  ​A​​ −1​​ are characterized by

(24)	​​
[

​
+

​ 
+

​ 
+

​ +​  +​  −​ 
−

​ 
+

​ 
+

​
]
​.​

This is more than an assumption about the signs of all the elements in A in that 
it further imposes some complicated constraints on their joint magnitudes, requiring 
that feedback effects arising from a possible direct response of oil production to 
economic activity (​​α​q y​​​) or economic activity to oil production (​​α​yq​​​) must be small. 
One simple way to guarantee the sign restrictions is to set these two parameters to 0:

(25)	​ A  = ​
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 ⎢ 
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​ 
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Figure 2

Note: Prior (red lines) and posterior (blue histograms) distributions in three-variable system using Cholesky-type 
identification.
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BH IMPLEMENTATION

External information on short-run supply and demand elasticities
discipline priors.

I Like external instruments, incorporate auxiliary information for
identification.

Oil price changes and production largely unforecastable ⇒ small
coefficients in lag matrices.

Down-weight earlier observations.

General principle to use all information to construct priors.

I Contrast with minimal assumptions in standard setup.
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MISCELLANEOUS RESEARCH ADVICE

1 Talk to each other.

2 Stay organized.

I Topic folders, subfolders within topic folder, programming files, etc.

I Track your steps so at the end with “one click” you can go from raw
data to published tables and figures (ideally).

3 First commandment of applied research: know thy data.

I How collected? Precise variable definitions? Read documentation.

4 Don’t run a regression if you can’t describe the data generating
process (DGP) under which the regression is valid and informative.

5 Write cleanly. May want to read:
https://faculty.chicagobooth.edu/john.cochrane/

research/papers/phd_paper_writing.pdf.

6 Be purposeful in topic selection, in specification, and in writing.

I Don’t do X just because ABC did X, unless point is contrast with ABC.

https://faculty.chicagobooth.edu/john.cochrane/research/papers/phd_paper_writing.pdf
https://faculty.chicagobooth.edu/john.cochrane/research/papers/phd_paper_writing.pdf
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MISCELLANEOUS PRESENTATION ADVICE

1 Keep slides clean.

I Ideally one line per bullet.

I Text, figures, and tables legible from the back of the room.

I Model yourself on other presentation slides, not teaching slides.

2 Adapt presentation to presentation slot:

I Rule of thumb: two minutes per slide.

I Explain everything or tell us what we can gloss over.

I Preliminary lunch presentation different format and objective than job
market seminar.

3 Practice: I have seen senior professors give a paper multiple times
using exactly the same “script”.
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