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CHAPTER I

INTRODUCTION


In the late 1970s vendors of medical imaging equipment began to experiment with the idea of using local area networks to transfer digital images from Computed Tomography and similar systems to satellite display stations and to use optical media for archival storage. At the same time, encouraged by the office automation revolution, several academic institutions (e.g., Templeton et al., 1982;  Duerinckx, 1983) also began to explore the idea of linking medical devices electronically.  It is from these efforts that the idea of a Picture Archive and Communication System (PACS) arose.


Although the exact origin of the acronym PACS is not clear, one source (Duerinckx et al., 1983) suggests that it should be attributed to Prewitt in 1981.  The first formal conference on the topic was sponsored by Duerinckx in Newport Beach, California the following year (Duerinckx, 1982).


There is no precise definition of the term PACS. Perhaps the best operational definition is found in the PACS Primer published by the National Electrical Manufacturers Association (National Electrical Manufacturers Association, 1988):

Picture viewing at diagnostic, reporting consultation and remote workstations.

Archiving on magnetic or optical media using short or long-term storage devices. 

Communication using local or wide area networks or public communication services.

Systems that include modality interfaces and gateways to health care facility and departmental systems offering one integrated system to the user.



The central concept of PACS is communication of medical images in digital form between image generators (medical imaging modalities) and image display devices. In general practice the image generators are not considered part of the PACS. The system boundary lies at the interface between the image modality and the PACS network. This interface is often a protocol converter that translates data formats and communication protocols. Image display devices may be soft copy image display workstations or hard copy film printers.


The PACS concept includes information storage and retrieval capabilities. Images must be archived in digital form and catalogued for easy retrieval. A PACS is one aspect of the hospital wide information handling problem and must be viewed in that context. Interfaces to Hospital Information Systems and Radiology Information Systems are critically important.


The integrating component of a PACS is the communication network. Normally Local Area Network (LAN) technology is employed to link components within one medical institution. Wide Area Network technology can be used to link institutions or to link a medical facility and a radiologist's home. This is normally referred to as teleradiology. In some limited applications Metropolitan Area Networks (MAN) have been employed to link multiple facilities in one city or region.


The operational definition of PACS given above enumerates the technologies involved and the target environment. This is one perspective. Of equal importance are the clinical and economic perspectives, or more succinctly,  what problems are PACS meant to solve? Table 1 enumerates some of the key benefits that have been attributed to PACS and related information management technologies.

Table 1. Clinical and Financial Benefits of PACS

Benefits of PACS Technology
Reference

Reduced operating costs due to film production, storage and handling
Siemens Medical Systems, 1986

Increased availability of images
Saarinen  et al., 1990

Reduced average length of patient stay
Warburton  et al., 1990

Increased productivity 
List and Olson, 1989

Reduced patient radiation dose due to retakes 
Crowe  et al., 1992

Improved diagnosis 
Siemens Medical Systems, 1986

Improved training of residents and students 
Crowe et al., 1992

Increased referrals, expanded practice
Drew, 1992

Multiple simultaneous access to images
Mun, 1991


From its inception the PACS concept was linked with the concept of office automation. The idea of a paperless office lead naturally to a filmless radiology department. There was great optimism that local area networks, optical disks and computerized display stations would revolutionize the practice of radiology in just a few years (Lodwick, 1984; Vanden Brink, 1986).  


By 1989 it had become clear to the medical imaging community that the promise of PACS and the reality were considerably different. A review of recent literature leads to the conclusion that after a decade of development PAC systems still do not exist  (Drew, 1988;  Greinacher et al., 1990).


Walter Good and his colleagues (Good et al., 1990) provide an insightful summary of the problems:  technical, economic, and clinical, which have limited the growth and acceptance of PACS. They point out that cost justification and inertia due to the lack of staff training present the greatest administrative obstacles and go on to list five technical problem areas: 

• Image Acquisition - digital acquisition of projection x-ray radiographs is essential and generates a requirement for increased data handling capacity;

•  Image Transfer - network transmission rates and protocols are not fast enough, interface standards and common formats are not supported;

•  Data Compression - high rate, non-reversible compression is not acceptable primarily due to loss of high frequency information;

•  Image Archiving - retrieval is inconvenient, storage capacity and integrated image and text data management is required;

• Display - CRT displays with sufficient resolution, brightness, stability and refresh rate are either not available or too costly.


The problem of digital acquisition of projection radiographs is generally believed to be solved by the use of photostimulable phosphor plate technology, commonly referred to as Computed Radiography (CR) or Digital Luminescence Radiography (DLR) (Cannavo, 1990; Blume and Jost, 1992).  The required data handling capacity to deal with the large volume of data produced by CR systems is, however,  still problematic. 


Primarily through the efforts of the ACR-NEMA standardization effort (Horii, 1990) the technical problems involved in establishing a common image format and interface standard have been met, leaving only the problem of inertia on the part of manufacturers to delay implementation. The performance limitations of typical LANs, however, have not been resolved.


The acceptability of high-rate non-reversible image compression continues to be problematic despite research indicating that rates up to 20:1 are clinically acceptable (Lo and Huang, 1986).  New algorithms that minimize the loss of high frequency information promise to resolve  this issue (Wilson, 1992).


Image display technology of acceptable quality for most primary diagnostic tasks has become available, although brightness and sufficient resolution for certain examinations, e.g., mammography, are still problematic. The solution to this class of problem lies in the development of advanced CRT or other display technologies (Blume, 1991).


Distilling the technological problems outlined by  Good et al.,  two principle questions remain. This thesis will focus on these two critical technical questions limiting the clinical acceptance of PACS:  how to organize the masses of digital information for efficient retrieval and how to overcome the performance limitations of conventional communication networks.  The solution to these problems will draw on experience with PACS database management systems, high speed networks and the use of expert systems to improve information retrieval efficiency.  Specifically the solutions that will  be proposed include: 

 • 
an information management system that organizes medical image data for efficient  retrieval, and

 • 
an image distribution system with sufficient performance to make PACS compare favorably to current film based systems.

Information management and distribution are fundamental problems in the development of PACS. The goal of this thesis is to find feasible solutions that have the potential to be implemented as viable commercial products.

Organization of the Thesis

The research reported here is divided into three segments. Segment one (Chapter III) examines the problem of information management. A model of a PACS as an information system is developed. A database schema designed by analogy to the conventional film based image management system as a set of folders is proposed. Using this approach, solutions to the key problems of modality directory normalization and unbounded database growth are presented. 


Segment two (Chapter IV) examines the performance limitations of network protocols currently employed in PACS. A pilot project based on ISDN-B that overcomes these performance limitations is described. A hybrid system architecture based on a shared file system is also discussed.


The final segment (Chapter V) explores the use of expert system technology to improve the efficiency of image distribution systems. A prototype expert system has been developed to permit the selection of an appropriate subset of archived patient image data needed to correctly diagnose a new examination. The determination of a knowledge base for making this selection and the set  of criteria for associating new and old examinations is the necessary first step for an automatic image prefetch and routing component for PACS.


The thesis begins with a selective review of the literature related to PACS (Chapter II) with the goal of defining more clearly what is and what should be included within this nebulous concept. 

 CHAPTER II

Survey of Relevant Literature

In the medical imaging community there are two primary schools of thought on the meaning of the acronym,  PACS.  Depending on which perspective is chosen,  a PACS can take on different forms.


Seen from one perspective, a PACS is a collection of imaging modalities, connected on a network, with soft-copy image displays designed to support the needs of radiology.  This may be referred to as the Modality Centric view.  It is popular among medical imaging companies for whom the primary goal is sales of imaging modalities.


The opposing view holds that PACS is fundamentally an information system which,  when integrated into the total hospital information processing environment,  provides image related information services to the entire hospital.  Imaging modalities are only one source of information.  This second view may be thought of as the Information System  or Hospital Centric view.  It is popular among systems integrators and  Hospital Information System Vendors


To be commercially successful PACS must provide effective solutions for a set of real problems.   To achieve the goal of replacing x-ray film with digital images,  a PACS must support the entire hospital, wherever radiology images are utilized.  To provide a value added relative to conventional, film and paper based systems, a PACS must  permit wider access to patient information and improve the efficiency of patient care.  For these reasons it is the author's premise that a PACS must  be viewed as an information system.   


There is basic agreement in the literature that a PACS is constructed from a basic set of building blocks.  It requires,  at a minimum,  image sources, image sinks,  storage devices and communication mechanisms.  A PACS viewed as an information system, however, requires more.  An information management component (database) must be added, and, to improve efficiency and utility,  higher order information utilization components. 


In the following sections the current literature dealing with each of the building blocks of PACS will be explored.  To acquire information, PACS must rely on communication standards that permit the construction of interfaces to imaging modalities and other information systems.  Networks,  workstations and storage components complete the list of primary building blocks.  Information management systems and information utilization systems round out the component list.  


To deal with PACS as a system it is useful to build analytic models and simulations.  Both customer requirements and competitive system architectures can be evaluated, without the expense of actually building and testing real systems. The final section discusses several different modeling approaches.  


What's in a name?  In the past decade several different labels have been attached to the PACS concept.  Each name brings with it a rich conceptual context and signals,  perhaps,  a new evolutionary stage.  The first section of this review offers a brief history of the concept,  PACS.

PACS, IMACS, and MDIS

The volume of PACS related literature is extensive and growing rapidly. It is not feasible to survey the entire field. This chapter will focus on the existing literature relating to the key topics of information management and communication.  Two prior reviews of PACS related literature have been published, the CRC Critical Review in Diagnostic Imaging paper published by  Huang, Mankovich and Taira  (Huang et al., 1988) and the more recent and extensive review by Schmiedl and Rowberg published in the Journal of Digital Imaging (Schmiedl and Rowberg, 1990). 


The Newport Beach conference in 1982 (Duerinckx, 1982) is considered by most authors to mark the beginning of the PACS era. The concept of networking medical imaging devices, however, had been considered prior to the definition of the acronym PACS. In particular, Nuclear Medicine systems had evolved by the early 1980s into network based systems containing most of the components of a PACS (Birkner, 1984).  Carey et al. (1991) provide an interesting retrospective account of the 1982 PACS conference and note how many questions still remain unanswered a decade later.  Similarly,  Hindel et al. (1989) provide an historical review of the efforts of one major manufacturer, starting with experiments in optical disk archiving in 1978.


Major European PACS conferences started in 1984 with the first EuroPACS (Picture Archiving and Communication Systems in Europe) meeting (Ottes, 1990).  In Japan the first symposium on PACS was also held in 1984 (Huang, 1990), sponsored by the Japan Association of Medical Imaging Technology (JAMIT). 


The initial Newport Beach meeting led to a continuing series of annual conferences sponsored by the International Society for Optical Engineering (referred to as the SPIE conference or the Newport Beach conference) and a biannual invitational conference sponsored by the University of Kansas. The proceedings of the SPIE conferences are the single most important resource for PACS literature (Dwyer, 1983; Dwyer, 1985; Schneider and Dwyer, 1986; Schneider and Dwyer, 1987;  Schneider and Dwyer, 1988; Schneider, Dwyer and Jost, 1989;  Dwyer and Jost, 1990; Jost, 1991;  Jost, 1992). The Kansas Conference remains one of the more prestigious PACS meetings.


The proceedings of the annual meetings of several organizations related to radiology and digital imaging are also important repositories of PACS literature.  The Society for Computer Applications in Radiology (SCAR) publishes both an annual proceedings volume and the Journal of Digital Imaging.  The SCAR proceedings (e.g.,  Arenson and Friedenberg, 1990) cover a wide range of topics in Medical Informatics, including applications of artificial intelligence and database systems to radiology.  The proceedings of the International Symposium on Computer Assisted Radiology (CAR) which has been held in Berlin every other year since 1985 provides coverage of similar topics as well as a regular update of European PACS projects (e.g., Lemke et al., 1989).  The proceedings of the annual Symposium on Computer Applications in Medical Care (SCAMC) covers PACS related topics such as Radiology Information System interfacing.  Papers presented at the annual meetings of the Radiological Society of North America (RSNA),  the American Association for Medical Systems and Informatics (AAMSI), the IEEE Engineering in Medicine and Biology Society,  the European PACS Society (EuroPACS),  the European Congress of Radiology  (ECR), the World Congress on Medical Informatics (MEDINFO), and the Japan Society of PACS  (JPACS) are also of relevance.


 At the first of a series of biannual conferences,  held in Washington, DC in 1989, a new acronym was added to the PACS literature, Image Management and Communication System or IMACS (Mun et al., 1989).  The IMACS concept moves away from the radiology focus of PACS and begins to address the broader issues of integrated hospital information systems, including images from radiology and other departments (e.g., pathology, endoscopy).  The focus of attention is changed from simply acquiring and displaying images to truly integrated information systems. HIS and RIS interfacing or even integration with PACS has become a popular academic research topic. IMACS and PACS are essentially seen as synonyms by most people active in the field. 


Inamura (1989) provides an outstanding review of current IMAC technologies and technology trends.  This wide ranging paper covers the current state of development of computer platforms (both hardware and software), communication media and protocols, storage media, data acquisition methods,  image display technologies, data compression, standards and system integration.


Both academic laboratories and industrial development groups have made key contributions to the evolution of PACS technologies. Table 2 summarizes the key contributions of the major development groups.  The catalyst for much of the development of PACS technologies has been large scale government projects,  primarily in  Europe.  Table 3  summarizes the most important of  these  projects.   In addition,  Glass  (1989)  provides  an excellent overview of the major European projects, Akisada (1989) of  Japanese  projects,  and  Al-Aish  (1990)  of U. S. research efforts funded by the National Institutes of Health. Crowe (1991) provides an unbiased review of six major hospital PACS projects in the US, Canada and Japan, comparing the strengths and weaknesses of both commercial and academic development efforts.


Table 2. Summary of Major PACS Development Centers 

Academic Groups 
Major Contributions


Key References

RWTH,  Aachen, Germany
high speed image networks
Meyer-Ebrecht  et al., 1991

Massachusetts General Hospital
Q-Star system architecture
Bauman  et al., 1990

University Hospital Geneva, Switzerland
Integrated HIS/RIS-PACS, workstation user interface
Ratib et al., 1991

University of Arizona
database architecture, PACS simulation,  expert systems
Ozeki et al., 1987

University of California at Los Angeles
system architectures, workstations, compression, clinical acceptance
Huang, 1992

University of North Carolina, Chapel Hill
workstation user interface, RIS-PACS interfacing, ACR-NEMA interfaces
Hemminger et al., 1986

Industry R&D 



AT&T-Phillips
first large-scale commercial PACS 
Hegde et al., 1986

Siemens 
high performance workstations, shared file system architecture
Greinacher, 1989

Glicksman et al., 1992a

Vortech Data Systems
Satellite communications,  archive system
Seshadri et al., 1988


The U.S. Military has been a driving force in the development of PACS from the inception of the concept. The military has unique logistic problems in battle field conditions that make digital technology attractive (Nadel et al., 1989).   This technology also allows the military to leverage their limited radiology staff to the greatest possible extent.  

Table 3. Summary of Major International PACS Projects

Project
Major Contributions


Key References

Dutch PACS Project
system simulation, HIS-PACS interfacing
Dutch Ministry of Health Care, 1990

BERKOM - Europe
medical applications of broad band ISDN
Lemke,  1990

HIPACS - Europe
network design, database systems, HIS-PACS integration
Mattheus, 1990

TELEMED
integrated broad band communication systems
Mavridis, 1992

ISAC  - Japan
magneto-optical disk format, personal health data concept
Ohyama, 1991


Starting in 1978,  the military has supported a number of studies to explore PACS technology.  Teleradiology was an early and persistent interest. In 1978 the Navy conducted the  first  teleradiology  field  trial  for  Ship-to-Shore  image transmission. This was followed by several additional field trials sponsored by the Army and the U.S. Public Health Service (Curtis et al., 1983).  The results of all trials were encouraging. Because of the military's primary role, communication from remote sites to medical facilities in secure areas is vitally important.  As appropriate technologies have evolved, the U.S. Military Medical R&D command has attempted to keep pace and to encourage PACS related  development.


Based on their experience in the teleradiology field trials the army embarked, in 1985,  on their first full scale PACS project.  Known as the DIN-PACS project, it was an aggressive plan to develop, install and operate large scale pilot PACS systems (Brajman and Gitlin, 1985).  Under a contract with the MITRE corporation and AT&T-Philips, PACS were installed at the University of Washington in Seattle (Haynor et al., 1988) and Georgetown University Hospital in Washington DC (Mun et al., 1988).  The purpose of the DIN project was a thorough study of key PACS technologies (e.g., fiber optic networks, computed radiography, film digitizers,  soft-copy image display workstations) in a clinical environment in order to determine the requirements for a full hospital based PACS (Thomas, 1990).


In 1990 the Army and Air Force initiated an RFP (Request For Proposal)  for a program to install fully digital hospitals at military medical treatment facilities around the world (U.S. Army Engineering Division, 1990; Goeringer, 1990). This program is referred to as the Medical Diagnostic Imaging Support program, or MDIS.  The contract was awarded in 1991 to a team of corporations lead jointly by Loral Western Development Laboratories and Siemens (Glicksman, et al., 1992b). The MDIS program is the first serious attempt to actually field fully digital hospital-wide PACS.  If the program is completed, PACS or teleradiology systems will be installed in over 100 military medical facilities. 


The MDIS RFP is perhaps the single best specification for a PACS and appears to be having an impact in its own right on how hospitals procure PACS technology (Siegel and Glass, 1992). Through their on-going programs the military continues to play a major roll in fostering the commercial development of PACS. 

Related Standardization Efforts



Image acquisition in a multi-vendor environment is a requirement of any operational PACS. This requires both a standard image format and a common communication protocol. Thus standardization is vital to PACS.


Early work on a common image format for medical imaging was undertaken by the American Association of Physicists in Medicine. In 1982 this group published a report which specified a key-value pair based format for encoding medical images and associated information (Maguire and Noz, 1989).  The AAPM format has seen some success in radiation oncology and nuclear medicine applications but has not been adopted by the medical imaging community in general.


In 1982 the American College of Radiology and the National Electronic Manufacturers Association (ACR-NEMA) established a joint committee to develop a US standard for medical image communication.  This effort culminated in  the ACR-NEMA Digital Imaging and Communications Standard 300-1985 (American College of Radiology, National Electrical Manufacturers Association, 1985).  This standard forms the basis for all commercial PACS implementations.


The ACR-NEMA 300-1985 standard specifies a point to point communication protocol,  a set of command messages and a data dictionary for image communication.  A 16-bit parallel electrical interface is specified in order to permit a direct connection between two pieces of imaging equipment or between an imaging device and a network interface unit. Several vendors implemented compliant physical interfaces (e.g., Nelson and Rennolet, 1986;  Ringleben et al., 1988;  Good et al., 1988;  DeJarnette, 1990;  Reijns et al., 1990) and from these experiences a second version of the standard was published in 1989 (American College of Radiology, National Electrical Manufacturers Association, 1989).  A companion standard for encoding compressed images was also published in 1989 (National Electrical Manufacturers Association, 1989a).


Although the ACR-NEMA committee is still actively evolving the 300-1985 standard, other organizations have attempted to address some of its inherent weaknesses (e.g., a mechanism to uniquely identify data objects, support for local area networks) and expand its functionality.  Notable among these efforts is the Special Product Interconnect specification (SPI) proposed by a consortium of European medical equipment manufacturers (Siemens AG, 1987).  The SPI specification is a superset of ACR-NEMA, extending the NEMA standard via mechanisms provided therein for custom tailoring by manufacturers (Tesche, 1988; Herforth et al., 1989).  In 1988 the SPI specification was submitted to the ACR-NEMA committee for consideration as an extension of the 300-1988 standard. This marked the beginning of a process of transformation of the ACR-NEMA standard.


Several researchers have pointed out deficiencies in the ACR-NEMA standard as a basis for PACS.  In particular, the standard does not conform to the ISO-OSI model (International Standards Organization, 1984), is limited to point-to-point connections, provides no means for conformance validation, and contains significant ambiguities which make it difficult for multiple vendors to construct compatible implementations (Martinez et al., 1990a;  Good et al., 1988;  McNeill et al., 1990 ).  As implementers of PACS and IMACS began to focus on integration with existing hospital and radiology information systems it was recognized that ACR-NEMA would require extension (Prior, 1988).  Ultimately the ACR-NEMA standards committee realized that an ISO compliant network standard is essential for the evolution of PACS. 


Work began on a third version of the ACR-NEMA standard in 1988. To foster international collaboration it was decided to give the ACR-NEMA standard a new name, DICOM,  thereby giving it a degree of independence from the standards body. DICOM is a nine part document which specifies both an ISO compliant profile (e.g., U.S. GOSIP) (National Bureau of Standards, 1988) and an industry standard (TCP/IP) protocol stack. Application layer support is provided for both basic image communication and higher level information system interface functions.  An object-oriented data model underlies the application layer service definitions.  Spilker (1989) provides a good general introduction to the ACR-NEMA 300-1985 and 1988 standards. Horii (1990) provides an excellent discussion of the evolution of the ACR-NEMA standard and of the basic features of DICOM, while Bidgood et al. (1992) provide a more detailed discussion of the internals of DICOM. 


ACR-NEMA is not the only standard of relevance to PACS.  The Health Industry Level 7 Interface Standard (Health Level Seven, 1990) is widely used to provide connectivity between Hospital Information Systems and departmental information systems.  Health Level 7 (HL7) is based on the exchange of formatted ASCII text strings in a transaction based protocol at the Application layer of the ISO-OSI reference model. It provides support for admission discharge and transfer (ADT), order entry, results reporting, and financial transactions. Development of the standard is an ongoing effort of a consortium of system integrators and end users.  Frey et al. (1992) provide an illustrative example of the effective use of HL7 to interconnect various HIS functions with an RIS.


The IEEE has made a concerted effort to coordinate or subordinate all medical standards efforts under its P1157: Medical Data Interchange Standard (MEDIX).  MEDIX provides an ISO compliant framework for Medical Information exchange (Spitzer, 1990).  To date the MEDIX effort has not been terribly successful in this coordination role. This is in part due to a lack of coordination in U.S. voluntary standards efforts (Bradley, 1990).


ISO/IEC,  primarily through the efforts of ANSI  X3H3 in the U.S., DIN in Germany and BSI in the U.K., have created a draft standard for image processing and interchange (International Standards Organization, 1992). This standard (IPI)  is designed to deal with generic image data types and to support numerous application domains including medical imaging. IPI consists of two basic components: PIKS (Programmers Kernel Imaging System) and IIF (Image Interchange Facility).  PIKS defines basic data types, operators, tools and utilities for dealing with image data. IIF specifies an ISO compliant method for encoding image data meant to facilitate the interchange of image information.  IIF employs a grammar which is defined in ASN.1 (Abstract Syntax Notation One, ISO 8824) the ISO defined language for specifying presentation layer encoding (International Standards Organization, 1990).  The relative importance of IPI and DICOM has not been determined.


In 1988 a voluntary committee with membership drawn from the major  health care standards bodies was formed.  This group, known as the Healthcare Information Standards Coordinating Committee (HISCC)  attempted to coordinate the standards efforts in the U.S.  As a result of international standards activities,  HISCC was superseded in 1992 by the Healthcare Informatics Standards Planning Panel (HISPP) of the American National Standards Institute (ANSI).


Several major international standards efforts are relevant to PACS. In Japan the Japan Industries Association of Radiation Apparatus (JIRA) and the Ministry of International Trade and Industry formed the Medical Image Processing System Standardization Committee (MIPS) in 1984 (Akisada, 1989).  This committee published the MIPS digital interface standard in 1987. MIPS is compatible with ACR-NEMA 300-1985 with one major exception.  MIPS requires the use of JIS (Japanese Industry Standard Code) encoding of the Kanji character set instead of ASCII. This feature limits full interoperability. More recently the Japanese have defined the Image Saving and Carry (ISAC) standard for storing medical imaging data on 5.25 inch magneto-optical disks.  ISAC offers both a logical directory structure and a file system tailored for medical images (Kita, 1991). 


 A major effort was begun in Europe in 1991 to define standards across a broad spectrum of Medical Informatics (Tesche, 1991; Mattheus, 1992).  Under the auspices of the European Community's standards body, CEN (Comité Européen de Normalisation) and the European Workshop on Open Systems (EWOS), six working groups and a large number of project teams were established to undertake 51 work items for standardization. The controlling body which oversees this effort is CEN Technical Committee 251 (TC 251).  In the area of medical image communication, TC 251 Working Group 4 has established a close working relationship with the ACR-NEMA committee. The official communication channel between U.S. standards efforts and CEN is the ANSI Healthcare Informatics Standards Planning Panel.

Network Architectures

  

PACS architectures differ in their approach to image storage and distribution. This in turn has a fundamental impact on network topology.  A number of network technologies have been utilized in academic and commercial systems. These include both LAN and WAN approaches.  The  architectural approach chosen in any given instance depends on: the available technology,  the implementer's biases in regard to specific equipment vendors, and most importantly on the scope of the problem being addressed.



The simplest image distribution systems consist of one or more image sources (imaging modalities) and one or more image sinks (workstations,  archive nodes).   To link such simple systems the most common commercial LAN choice is Ethernet (IEEE 802.3) (Institute of Electrical and Electronic Engineers, 1985) running either a proprietary protocol stack or  one based on TCP/IP.  Common alternatives are token rings such as IBM SNA (Morin et al., 1990),  and Proteon, Pronet-80 (Kundel et al., 1990). Such systems have limited performance and bandwidth requirements enabling effective solutions to be constructed from relatively low performance LANs.



Larger scale PACS implementations require higher performance network technology to meet both throughput and volume loads.  Toshiba introduced one of the earliest high speed network solutions specifically designed for image traffic (Nishihara et al., 1987).  Called MPS-LAN (Multiplexed Passive Star LAN) it consisted of a proprietary 140 Mbps fiber optic image network (I-Net) and a 10 Mbps CSMA/CD control LAN (C-net) multiplexed on the same fiber pair.  Although not widely used commercially this network was installed at the University of Arizona where its efficacy was extensively studied (Martinez and Nematbakhsh, 1989;  Martinez,  et al., 1990b).  The performance of MPS was limited by the performance of the data servers and workstations employed in the Toshiba architecture.



 A multiple subnet architecture has been implemented at UCLA (Wong et al., 1992). In this case a common transport protocol (TCP) and compatible application protocols (e.g., NFS, FTP) run over  a series of subnets of varying topology, all linked by an FDDI backbone. The subnet topologies include Ethernet and a proprietary,  star architecture, UltraNet. The UltraNet has a rated signaling rate of 1 Gbps and provides memory to memory image transfer capabilities in the 5-10 MBps range. 



 A high performance network specifically optimized for image transfer was developed in 1989 at the Rheinland-Westfalia Technische Hochschule in Germany (Fasel  et al. , 1989).  Known originally as ImageNet and later by the commercial product name ImNet,  this network is based on asynchronous transmission, circuit switching and a hyperstar topology.  Relying on the inherently low error rate of fiber optic media,  ImNet uses a minimal protocol defined essentially at the Data Link layer to switch circuits and  transfer images. Although designed to operate at 200 Mbps, the original implementation ran at 16 Mbps and suffered from low performance interfaces to host processors (e.g., a DR-11W interface to a VAX Q-Bus).  Meyer-Ebrecht  et al. (1991) describe the second generation product, ImNet/2,  a 140 Mbps hyperstar.



Several groups have performed comparative analyses of the performance of communications protocols and physical media of relevance to PACS. Steffens et al. (1992) enumerate requirements for and applications of high performance medical image distribution systems. They distinguish between isochronous and non-isochronous communication modes. Isochronous protocols have traditionally been the purview of the telecommunication networks and deliver data in real-time (e.g., voice or full motion video).  Networks in this category that have been used for medical image communication applications include analog based video channels (e.g., VBN in Germany) and prototype broad band ISDN networks (e.g., the BERKOM test net).  High performance non-isochronous networks include FDDI.  Vallée et al. (1989) used simulation to explore the performance potential of the proposed IEEE 802.6 MAN (DQDB) for medical applications.  Although DQDB has not as yet been used for medical imaging applications, this study indicates that it has marked performance advantages over FDDI-II.  Blaine et al. (1992)  compare the performance of Ethernet, FDDI,  ATM (B-ISDN) and UltraNet. They also provide comparative performance data for different disk technologies and commercial data base management systems.

 

Greinacher et al.  (1986)  introduced a design concept for a class of PACS architectures.  The idea, which has become known as the "island PACS model,"  is to define a PACS as a set of functionally distinct islands or modules.  Modules can be configured in a number of ways depending on the work rules of the institution but there is one fundamental rule. The image traffic within a module must be much greater than the traffic between modules.  With each module containing its own storage and image management functions, a distributed storage architecture may be evolved through time.   A module or island can be defined as a logical network that incorporates image generators, image display devices, an image management function and one or more image storage nodes. Each module is autonomous  and knows only about  data objects contained in the local storage components.  Although this architecture may seem somewhat restrictive,  it is capable of almost unlimited growth since each island is essentially an independent PACS, which is connected to other PACS through a common physical network.



The island PACS model leads to an implementation with multiple, distributed storage nodes and functional subnets. Numerous system implementations have been based on such a distributed storage architecture (e.g., Morin et al., 1990; Stewart, 1990; Hruby et al., 1991;  Ratib et al., 1991).  



Several variations on the theme of a centralized storage model have been developed.  Many of the earliest implementations employed what might be described as the "PACS in a box"  model, i.e.,  a single host processor supporting one or more satellite display processors and CRTs with a network for acquisition and local optical and magnetic storage (Stewart et al., 1987;  Freeman et al., 1990). This concept evolved into larger systems such as the AT&T CommView® which utilized central storage and a shared memory concept to link workstations (Hegde et al., 1986) and the Siemens-Loral Shared File System  (Glicksman et al., 1992a). 



Cho et al. (1989) summarize the trade-offs inherent in the  centralized versus distributed architecture debate. Fundamentally, a centralized architecture simplifies image distribution and data management at the expense of reliability. A central storage and database management system must be fault tolerant and extremely fast,  which increases its cost. The distributed architecture has inherent  redundancy but requires mechanisms for automatic image routing and/or a priori rules for data distribution (e.g., the island PACS model).  Prior (1992) argued that both centralized and distributed architectures can be appropriate depending on the type and scope of the desired implementation.



Medical image communication over wide area networks is commonly referred to as teleradiology.  Teleradiology systems cover a wide range of technologies and applications, from simple, low cost systems for the radiologist's home to high bandwidth links between two PACS installations (Gitlin, 1986).



Kuduvalli et al. (1991) provide an excellent historical review of teleradiology from the early attempts at analog transmission over voice grade lines, to T1 rate transmission of high resolution (4K x 4K) compressed digital images via both land lines and satellites.  This same article also presents the requirements for wide area communication of plane film radiographs and reviews appropriate compression algorithms.



Mun et al. (1992) described what is perhaps the most extensive teleradiology project ever proposed. The U.S. military proposes to interconnect all of its installations in Korea.  The project would link  14 community and field hospitals to 2 hub sites for primary reading. These hubs will in turn be linked to a primary Hub in Seoul.  The Seoul facility will be linked to Tripler Army Hospital in Hawaii via satellite for overread services.  The Korea project is the first step in an overall plan by the U.S. military to interconnect all PACS equipped medical treatment facilities via T1 rate land lines and 56 Kbps (INMARSAT) satellite links.



ISDN is a complex topic with an immense literature and a litany of relevant standards and organizations.  Wu and Livne (1991)  provide an outstanding overview of this complex topic and place its many facets into proper perspective.  In particular, they summarize the relevant standardization bodies, key projects and major competing technologies.  Their paper serves as the introduction to a special issue of the Proceedings of the IEEE dedicated to the topic of ISDN  (Wu et al., 1991). This volume is an outstanding resource for an in depth, up to date understanding of ISDN.



Demonstration projects have included both Primary Rate ISDN  and broad band. Ricca et al. (1989) describe the integration of Primary Rate and Basic Rate ISDN technologies into the AT&T CommView® system for teleradiology applications. Cox et al. (1992) describe a demonstration project that employed broad band ISDN (ATM) technologies to link four sites in the city of St. Louis.  Image transfers, real-time video and voice data were transferred simultaneously over 100 Mbps fiber links.

Workstations


Medical imaging workstations designed specifically for PACS applications, as opposed to modality specific satellite consoles,  remain the primary focus of a high percentage of PACS related research and development.  For this reason a cursory overview of the field will be presented here, even though workstation functionality is not particularly germane to the topics at hand.


Perry et al.  (1983; 1984)  were among the first to systematically define the requirements for a PACS workstation.  They defined 39 critical functions, drawn primarily from functions provided by digital modality consoles, that a PACS workstation should be able to support.  The key concepts were multi-modality image display, large work surface,  image processing functions similar to modality display consoles and the display performance of a film alternator.  


Early commercial efforts to create multi-modality, diagnostic workstations  tended to follow the plan indicated by Perry's group. The analog film alternator provided the basic design criteria for PACS workstations (Schuttenbeld and ter Haar Romeny, 1987; O'Malley and Giunta, 1988). These views led to a generation of large,  complex and expensive workstations.  The archetype of this genre was the Siemens Diagnostic Reporting Console (DRC) (Freeman et al., 1990).  


 The overall system concept and user interface paradigm for the family of Siemens diagnostic workstations was described by Freeman et al. (1990). The key concepts included image display performance from a local disk comparable to that of a film alternator,  a simple point and click style user interface, and multimodality display. Several display consoles could share a central host processor in a cluster configuration. The host provided high speed magnetic storage,  manually loaded optical disk archival storage and a LAN interface for acquiring images from digital modalities. 


 Contemporary views on the requirements for PACS diagnostic workstations concur that such workstations must move beyond the functionality of a digital film alternator. In two excellent reviews of workstation requirements (Arenson et al., 1992; Haynor et al., 1992), it has been pointed out that high resolution displays (2K x 2K),  basic and higher-level image processing functions (e.g., modality specific analysis packages), automatic image arrangement functions,  teleconferencing facilities and integrated access to RIS data must be provided if soft copy reading is to replace film.


The principal technique for systematically evaluating the acceptability and efficacy of medical imaging workstations is  Receiver Operating Characteristic (ROC) analysis (Metz, 1986).  In an ROC study the accuracy of diagnosis using a new technology (e.g., CR, soft copy image display) is compared with that of a conventional technique (e.g., film on a light box).  A population of experts (radiologists) is asked to read a set of test cases using both technologies. An ROC curve is generated by plotting sensitivity of the technique versus its specificity;  or equivalently,  the True Positive Fraction versus the False Positive Fraction (1- sensitivity).  Figure 1 is an illustration of the shape of a typical ROC curve. 
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Figure 1.  Example Receiver Operating Characteristic Curve.


ROC analysis has been used extensively to analyze the effectiveness of digital radiography for chest radiology (MacMahon et al., 1986),  to compare the efficacy of reading from a CRT (Toshiba TDF-500 workstation) to conventional film and CR generated film for pediatric and GI cases (Seeley et al., 1988a), and to understand the clinical differences between 2K x 2K x 12 bit and 1K x 1K x 12 bit displays (Dwyer et al., 1990). ROC analysis has also been used extensively to understand the clinical impact of image compression (Seeley,  et al., 1988b;  Sayre et al., 1992)


In addition to ROC analysis, operator eye-tracking and time-motion studies have been used to evaluate the effectiveness of imaging workstations. Creasy et al. (1988) describe a head motion and eye tracking apparatus to quantitatively study the image reading process during both  hard and soft copy reading tasks. Vannier et al. (1992) describe an extensive experimental apparatus for time and motion analysis of workstation efficiency.

At the 1988 SPIE meeting in Newport Beach, Horii (1988) gave perhaps the most  memorable talk ever presented on workstation design criteria and the appropriate environmental conditions for  reading diagnostic images.  The requirements given were practical and well studied.  The presentation, however was somewhat whimsical. It included illustrations of how not to design a user interface, drawn from some of the more arcane control surface designs of obsolete jet fighters, and what a proper workstation and reading environment would look like if designed by Frank Lloyd Wright.


Numerous authors have described user interface designs for PACS workstations.  Perhaps the most sophisticated academic software package is OSIRIS, developed at the University Hospital of Geneva (Ligier et al., 1990). OSIRIS is a portable, object-oriented package that provides a consistent graphic user interface for several hardware platforms.

Image Storage and Compression

  
The volume of image data generated per year by a fully digital radiology department is staggering.  Most estimates suggest generation rates on the order of several hundred thousand to over one million images per year,  requiring several Terabytes (TB) of archival storage per year (Cox et al., 1986;  Brajman and Gitlin, 1985; U.S. Army Engineering Division, 1990; Hammersmith and Queen Charlotte's Special Health Authority, 1991).  Legal requirements in some countries and for some specialties (e.g., Pediatrics)  require this data to be stored and kept retrievable for up to 25 years.  An effective PACS requires storage technologies and strategies capable of handling this volume of data.


Archival storage technologies have evolved in the past decade in the direction of higher density and lower cost per Megabyte (Hindel, 1986;  Hindel 1992).  Optical disks  in 5.25 inch, 12 inch and 14 inch formats are the principal media in general use.  For large on-line volume,  jukeboxes with an aggregate volume of 1 TB (Kodak ADL) are used.  Optical tape systems (e.g., CREO, Laser Tape Systems) with a capacity of 1 TB per reel have been evaluated.


Britt  et al. (1989) provide an excellent analysis of the storage requirements of an intermediate size PACS and review  key archival storage technologies  and  strategies. They discuss a distributed archival model and present a table that summarizes the performance and cost per megabyte of various  archival media available in 1989.


Sherman (1988) described a three layer storage model where each layer was characterized by a required retrieval time.  The first layer contained all images generated within the last 7 days and would be implemented using magnetic storage. The second layer contained all images generated in the previous 1-2 years and would be implemented using optical media and robotic autochangers. The final layer, long term storage, would be implemented using optical media and off-line shelf storage.


The prospect of shelf storage of off-line optical media raises an interesting problem for fully digital hospital-wide PACS.  If all optical media are contained in robotic retrieval systems (jukeboxes), data can always be accessed under computer control. Once media are removed,  human intervention is required to reintroduce the media into the robotic system.  The number and timing of human retrievals can be improved by intelligent prefetching systems that include HIS and RIS information (ADT, scheduling, order entry),  but it is still an odious chore for a human operator to be dedicated to serving a robotic system.  The forced inclusion of a human retrieval step also makes image retrieval times indeterminate.


One obvious but expensive solution to the off-line storage problem is to use sufficient jukeboxes to maintain all images on-line for their complete useful lifetime. The expense is attributable to the replication of expensive robotic systems. A possible alternative is to use less expensive warehouse robotic systems to retrieve containers of optical media from a sufficiently large storage rack.  A small number of the more precisely controlled jukebox style robots could then be used to load required media into drives.   


Image compression can help to optimize both storage and transmission performance.  The technologies for both bit preserving and non-bit preserving, high rate compression have been developed outside the realm of medical imaging (Jain, 1981).  Cho et al. (1990) reviewed available technologies and standards for high speed magnetic storage media and the most commonly used algorithms for both high rate and bit-preserving compression. Williams (1991) defines a broad range of potentially useful algorithms ranging from wavelet coding to transform coding. 


Image compression techniques are well understood and in many instances have been implemented in high performance hardware (e.g., Ho et al., 1988).  The lack of definitive studies that prove the acceptability of non-reversible compression techniques keep them from widespread use.  At this writing the U.S. Food and Drug Administration (FDA) has not approved a medical device to be used for primary diagnosis that incorporates non-reversible compression.

Information Management Systems 


To understand the information management problem, PACS must be viewed in the context of the total hospital information environment.  In particular, the relationship between PACS and Radiology Information Systems (RIS), must be explored.  As Greinacher et al. (1988a)  point out, RIS systems were already in place in many large hospitals before the first discussions of PACS.  With the introduction of PACS into the clinical environment, there are two computerized information systems in radiology.    


  Retter  et al. (1988) define a RIS as "an information system for a radiology department" the purpose of which is "to comprehensively support information use" and "the organization or management of the department."  The functions performed by RIS vary widely depending on the vendor or designer of the system.  Commonly, these functions include: patient registration, order entry, procedure scheduling, report capture and approval, billing and film tracking. 


How one draws the boundary between RIS and PACS is quite problematic.  Basically,  a RIS manages textual data and a PACS manages images.  The duality is arbitrary and essentially an historical artifact.  Merging all functions into one Integrated Image Management (IIM) system has been urged by some vendors (Toner, 1988).  


The "Marburg Model" (Greinacher et al., 1988b) provides a basis for understanding the global information needs of radiology and the specific partitioning of functions between RIS and PACS. The model consists of three layers or views of the radiology enterprise:  the functional view,  the control view,  and the data view.   The model presented by Greinacher et al. is actually a template.  The methodology used to create this template and rules for extending it provide a firm theoretical basis for modeling actual radiology departments and determining the complete interface between specific RIS and PACS implementations.  


Radiology systems are only one of many departmental information systems in a hospital. In most institutions the Hospital Information System (HIS) is seen as the central medical record system and, at least in the United States, the central billing system.  Conventional wisdom holds that a RIS maintains a relationship with a HIS and passes along a subset of this information to a PACS so that all three information systems agree on critical data such as patient ID and order entry. This is not always the case, however, and direct HIS-PACS couplings have been implemented (Lodder et al., 1989 ) with some degree of success. 


The information system interface problem has been approached from several different directions.  Greinacher et al. (1988b) defined an abstract model of the radiology enterprise and a methodology for modeling real RIS and PACS systems to determine the requirements for an interface.  Arenson et al. (1987) defined three levels of RIS-PACS interface complexity and a generic set of interface transactions at each level. The ACR-NEMA version 3 or DICOM standard defines a set of information objects of relevance to radiology (Steinke and Prior, 1992). These objects and their associated methods provide a basic set of tools for RIS-PACS communication.


Real-world implementations of RIS-PACS interfaces have been reported. Levine et al.  (1989) and Boehme et al. (1989) report similar implementations of interfaces between a RIS and the AT&T CommView® PACS.  In both cases ACR-NEMA format messages were exchanged via an IBM PC based gateway and the KERMIT file transfer protocol.  


Dayhoff et al. (1989) have implemented an imaging system as an extension of the HIS system utilized by all Veterans Administration Hospitals. The VA's Decentralized Hospital Computer Program (DHCP) is implemented as a network of MUMPS data servers. This network was extended by adding image data servers,  video frame grabber workstations and display workstations. The system is designed to handle pathology, endoscopy,  cytology and radiology images.  Dayhoff et al.  (1992) report preliminary efforts to interface DHCP and its imaging system with a commercial PACS.


Soehlke and Fisher (1992) describe a prototype, unidirectional RIS to PACS interface based on ACR-NEMA format communication over Ethernet. More importantly they provide an honest and detailed evaluation of the difficulties involved in interfacing existing commercial RIS and PACS products.


The previous discussion has assumed that a PACS must have a database. The question arises, however, as to why a database is required.  Six basic functions that are required by any functional PACS justify the existence of an incorporated database:

 • 
digital image tracking;

 • 
directory for digital file room;

 • 
association of image sets;

 • 
intelligent image manipulation functions;

 • 
centralized control of information;

 • 
administrative reports and statistics.


Assuming a database is required to track images or at least references to images, the problem of choosing an appropriate DBMS and data model must be addressed.  Date (1986) compares the hierarchical, network and relational models in great detail.  Of these,  the relational model has proven to be the most successful in PACS applications. The relational data model has a rigorous theoretical basis and a standardized access language (SQL). Perhaps most importantly several good commercial products are available for the hardware platforms commonly used in medical imaging.   Recent developments in object-oriented database systems, although not currently in commercial use in PACS, offer great promise, particularly as part of a distributed object management system (Joseph et al., 1991).


Much work has been done in the field of database management in an effort to address the problems specific to management of image data.  The problem of retrieval from an image database has broad applicability beyond the specific medical application being considered here.  Tamura and Yokoya (1984) provide an excellent survey of the literature dealing with image database systems.


One strategy for providing access to image databases is to extend SQL with an image data type and special functions for manipulating images.  For PACS applications, the best known examples of this approach are the ISQL (Image SQL) language developed by Assmann et al. (1984) and IQL, developed at Uppsala University, Sweden (Hachimura, 1987).  ISQL represents an extension of SQL with the addition of an image data type and a DISPLAY clause.  IQL is somewhat of a hybrid language, offering a select-like GET primitive with a more extensive set of image processing primitives such as AVEGRAY (average gray scale value) and SIMILAR.  In IQL the image data is stored outside the relational DBMS with pointers in the appropriate relations providing links.


A second class of access mechanisms for image databases is exemplified by the QPE (Query by Pictorial Example) interface implemented as part of the IMAID system (Chang and Fu, 1980; Chang and Fu, 1981).  QPE is structured much like the query-by-example type of interface introduced by Zloof (1975).  The set of primitive operators is extended to include display functions and functions to manipulate line segments (e.g., LENGTH-L).  Orphanoudakis et al. (1989) and Tagare et al. (1991) report preliminary work on adapting this type of interface specifically for medical image databases. Their prototypes, based on geometric reasoning systems, are capable of executing queries to retrieve images that match key characteristics of a query image template (geometric abstracts).


Steinke et al. (1990) have proposed a User Directed Visual Query interface designed specifically for PACS applications. This window based graphic interface provides easy access to multiple  PACS Information Management Systems and is custom tailored to the needs of the radiologist during primary diagnosis. 


Among the earliest work on the subject of PACS specific database architectures was the effort of Budler and Hamilton (1988) to encode the data dictionary defined by the ACR-NEMA standard (American College of Radiology, National Electrical Manufacturers Association, 1985) into a relational schema. Work at the University of Arizona (Martinez and Nemat, 1988; Liu Sheng et al., 1990) has focused on the application of distributed database management technology and hierarchical image storage structures in a specific PACS implementation. Huang and his colleagues at UCLA (Chan et al., 1990) have explored PACS database architectures and the applicability of relational database technology and SQL.  Bizais et al. (1990) have determined requirements for Medical Image Databases (MIDB) from the standpoint of the physician.


Stewart and Taira (1990) reviewed the requirements for a PACS database management system and concluded that relational technology and the Structured Query Language (SQL) interface are currently the best basis for a PACS information management system.  They identify six classes of query based on user types and review the requirements for redundancy and fault tolerance that must be met by such a system.

PACS Related Expert Systems  


Expert system technology has found broad acceptance in medicine.  In fact medical applications were among the earliest,  with systems such as MYCIN (Barr and Feigenbaum, 1982) playing a fundamental role in the development and application of expert system technology.  It is not the intent of this section to review the extensive literature of medical applications of AI. Instead, the discussion will focus on applications of expert systems in radiology and, in particular, embedded expert systems designed to improve the efficiency of PACS related components.


Levin (1990) provides a terse but useful review of AI applications in radiology.  Although the primary focus is on systems for diagnostic decision support, Levin provides an outline which covers most of the areas of AI application in radiology.


Kahn et al.  (1987) describe an expert system designed to aid clinicians in the selection of imaging procedures. Implemented in MUMPS as part of the MARS RIS system at the University of Chicago, the expert system, known as PHOENIX,  is an interactive program that walks a physician through the radiological work-up of common clinical problems. 


Wendler et al. (1992) have applied expert system technology to the problem of image prearrangement on a workstation. They have developed a rule based system which, given a user selected viewing context and a list of available images, selects the relevant images for display and the appropriate presentation format. 


Avrin and  his colleagues (Avrin and Lehmkuhl, 1990; Avrin and Hohman, 1992) have developed an embedded expert system as part of a radiology scheduling package. This rule-based system optimizes the call schedules and work rotations for a large radiology group practice.  The intelligent scheduling system has proven to be an extremely useful tool for dealing with the complex problem of scheduling when faced with a mix of user skills and work preferences.


Integration of PACS simulation with an expert system for defining configurations is a logical outgrowth of PACS simulation efforts. Lee et al. (1989) describe a prototype of one such integrated package.  An expert system containing knowledge about PACS components (e.g., archives, workstations, acquisition nodes) and rules governing their interactions is used as a front end to automatically generate system configurations for a back-end simulation process.


Swett and his colleagues have explored several applications of knowledge based systems relevant to radiology.  Of particular interest are the ICON diagnosis support system (Swett and Miller, 1987), an expert system approach to image prearrangement on workstations (Swett  et al., 1989) and the MAGIC image and data management system (Swett and Mutalik,  1992). The MAGIC system is a relational data base model with extensions to support images and several forms of knowledge. This project explored new approaches to intelligent database access for teaching and decision support applications.


Kaufman et al., (1989) describe the addition of an image referencing facility to the Medical Emergency Decision Assistance System ( MEDAS).  This facility permits a review of relevant images while using the MEDAS decision support system.  Images were keyed to findings, disorders (as indicated by ICD-9 code) and procedures (as indicated by CPT codes).


Taaffe  et al. (1990)  have described a "statistical image caching and preloading" system for automatically migrating images up and down a chain of distributed storage nodes. Each node is characterized by the time needed to access the information from that point.  Clinical knowledge is encoded in a set of algorithms that compute the probability of access of a particular image as a function of time. The system makes no attempt to associate previous exams with new, unread cases.  Ongoing tests at Massachusetts General Hospital are focused on evaluating the efficacy of the statistical caching approach.


Liu Sheng and her colleagues at the University of Arizona have begun a project to develop an Image Retrieval Expert System (IRES), compatible with the PACS being jointly developed by the University and Toshiba Corporation (Wang et al., 1990; Liu Sheng, Wang, et al., 1990). IRES is coupled to the Arizona PACS Distributed Database (Martinez and Nemat, 1988) and is designed to improve system response time in retrieving relevant old examinations by prefetching from slower storage devices to high speed storage. The original prototype was based on 44 heuristic retrieval rules.  Wang et al.  also reported a preliminary set of criteria for classifying examinations derived from direct observation of film based reading.  IRES was later migrated from a rule based paradigm to an object paradigm and a coupled knowledge-base/database architecture (Liu Sheng et al., 1991). In 1992, Liu Sheng reported the precision of IRES to be 86% (Liu Sheng et al., 1992).


Taira et al. (1992) describe an object based approach to the automatic image routing problem. Based on a user supplied routing code, the requesting service and the body part being examined, a process running in a "cluster controller" automatically routes new examinations to the appropriate reading and review workstations.

Modeling and Simulation of PACS 


PACS modeling and simulation efforts can be loosely classified into one of three main categories: Economic Models, Data Models,  and Performance Simulation Models.  The tools utilized in each case differ from simple spreadsheets to complex simulation languages and formal data modeling techniques.


PACS technology represents a substantial capital investment.  Cost - benefit analysis is a critical part of the decision process for any institution or governmental agency that is considering such an investment. A detailed economic model of the impact of PACS on an institution is an important tool in this analysis.


 A methodology for constructing a differential cost  model of  the impact of  PACS and a comprehensive model for a large health care facility that has completely replaced film with digital technology has been developed by Saarinen and his colleagues (Saarinen  et al., 1989). The modeling tools are a complex set of linked spreadsheets. The Saarinen model, which was created as part of the preparation for the MDIS program, is widely accepted and has been adapted by other authors to a variety of institutional contexts (e.g., Glass, 1992).


A software package specifically designed for  economic modeling of PACS has been described by Van Poppel et al. (1990). Called CAPACITY the software package consists of three models: a film-based model, a PACS-based model and a price model. By comparing different scenarios an institution can determine the combination of parameters that lead to the economic break even point for a PACS installation. 


Cywinski and Vanden Brink (1989) describe a third commonly used cost model based on the data collected as part of the PACS tracking study of the Technology Marketing Group. The TMG model is spreadsheet based and concentrates on the comparison of costs between manual (film-based) and digital (PACS) film handling systems.


In reviewing the literature on PACS cost modeling, Van Gennip et al., (1990) discovered, not surprisingly, that  various modeling techniques applied to a variety of institutions in the U.S. and Europe do not give consistent results.  They specifically compared the results of five studies and found that neither the costs of conventional film-based radiology nor those of PACS are clearly understood.


Data models have been developed by several groups to aid in the design of PAC systems, to facilitate the design of RIS-PACS interfaces, and to define the schema of PACS databases.  


Using a two layer modeling approach,  Rogers et al.  (1986)  developed a model of a radiology department. They decomposed radiology operations into modules and developed activity flowcharts to describe the pattern of interactions both within radiology and between radiology and other clinical departments.


The "Marburg Model" (Greinacher et al., 1988b) as discussed previously, defined a three level model of the radiology enterprise to facilitate the definition of RIS-PACS interfaces. The modeling methodology was first applied to the radiology department of the Philipps University in Marburg, Germany. A complete specification for a RIS-PACS interface was developed. This effort was the starting point of the data model underlying the DICOM communication standard.  ter Haar Romeny  et al.  (1988) developed a similar data model based on object flow analysis to understand the working procedures of key personnel in the radiology department of the University Hospital of Utrecht.


Stut et al.  (1989)  developed both semantic data models and decision models based on the PARADIGM formalism as tools to formally specify a PACS.  This specification was used as input both to the development of a detailed simulation and to the implementation of real systems.


Due to the expense and time required to configure and evaluate large scale PACS,  rapid modeling and simulation of system configurations are critical.  The results of the analysis can be used to drive the design of both hardware and software.  System designers can use the models to help them during the actual system integration.


Martinez and his colleagues at the University of Arizona (Martinez,  et al., 1990b) employed Stochastic Activity Networks (SAN) to model the performance of a PACS based on a hybrid network architecture consisting of a 10 Mbps, CSMA/CD command channel (CNET) and a 140 Mbps circuit switched image channel (INET).  Stochastic Activity Nets  (Sanders and Meyer, 1991) are an extension of Petri Nets particularly suited to performance modeling of complex networks. Martinez and his colleagues illustrated both the utility of their modeling technique and excellent performance characteristics of the hybrid network architecture.


Liu Sheng et al. (1990) extended the University of Arizona model to include performance modeling of the database component of the system.  Several transaction types were defined and their impacts on network, storage systems and workstations were modeled.  The performance impacts of a centralized and two distributed database models were explored. 


Panwar et al. (1990)  utilized the N.2 modeling and simulation package to model the performance of the AT&T CommView® system at the University of Washington.  They performed a number of parametric studies in order to identify network performance bottlenecks. Levine et al. (1989) reported a similar analysis of the CommView® implementation at Georgetown using the AT&T PAW (Performance Analysis Workstation) simulation package. In both cases only the network was modeled. The effects of workstations, acquisition and storage systems were ignored.


Anderson et al. (1992) describe a multi-model, recursive modeling and simulation methodology applicable to large scale PACS.  Their approach involves modeling individual components and the network separately and then combining the results into an overall system model.  All models are then refined based on improved estimates derived by feeding back results from the system model into the components. Several different modeling tools were used, starting with rough cut analytic models based on Markov queuing which were implemented using a spreadsheet, to detailed discrete event simulation models implemented using commercial modeling packages.  This methodology proved very successful in validating the performance of the PACS architecture proposed for the MDIS program. 


Dwyer and his colleagues developed discrete event simulations of teleradiology systems (Stewart and Dwyer, 1992), and a large scale PACS implementation ( Stewart et al., 1992).  Both models were developed using the Block Oriented Network Simulator (BONeS) developed by Comdisco, Inc.  BONeS provides an interactive graphical development environment that facilitates model development.

Summary  


The basic components or building blocks from which to create a  PACS exist.  How these components are interconnected into a system depends to a great extent on whether this goal is to share resources in radiology,  distribute information from radiology, or integrate radiology information into a global, electronic patient record.  


Communication standards hold the key to the interconnection of  medical imaging devices.  As the old saying goes, the beauty of standards is that there are so many of them.  To date,  ACR-NEMA has been the most successful standard for the communication of radiology images,  while HL7 has the widest acceptance for the exchange of textual information.  It is safe to say, however, that as of this writing, there is no single communication standard that meets the needs of PACS.


The market is rich with communication hardware to support both LAN and WAN applications.  Most of this commercially available equipment, however, is not designed to support the data volumes and transfer rates required for PACS.  Partially to compensate for the performance limitations of existing networks and partially as a reflection of the fundamental dichotomy between Modality Centric and Information System Centric views of PACS,  two basic architectural plans currently exist: centralized and distributed.  It is an historical fact that Modality Centric developers tend toward conventional LANs with multiple storage servers, while  Information System Centric groups tend to focus on centralized storage and information management systems with proprietary distribution systems.  The jury is still out on the question of which architecture will ultimately succeed.


Medical imaging workstations for PACS have passed through two evolutionary stages. First conceived as digital film alternators,  it was found that soft copy reading was too expensive and did not offer significant (or any) benefits versus film.  Second generation PACS workstations are struggling to provide  value-added features such as access to reports and other textual data, automatic image arrangement, and advanced image processing functions.


A fully digital hospital requires Terabytes of storage capacity.  This capacity is divided between working storage (magnetic) and archival storage (normally optical).  Working storage requires high performance. Archival storage requires permanence and reliability.  Strategies for partitioning the storage in a system and for effective migration of information between storage regimes  are extremely important.  Image compression technologies are quite mature and can provide tremendous benefits both in terms of storage capacity and communications bandwidth. Unfortunately, the use of high rate, non-bit-preserving compression techniques has not been accepted by the medical community and regulatory agencies. 


Expert systems and other artificial intelligence technologies have been used extensively in medical applications, particularly for decision support and as diagnostic aids.  Embedded expert systems are AI applications incorporated into the internal structure of a system and used to overcome specific  system problems  or deficiencies.  In PACS specific applications, embedded AI systems have been used to facilitate image prearrangement on workstations,  facilitate the definition of PACS configurations for simulation and to improve the efficiency of image retrieval and communications.


Any PACS requires at a minimum a directory function to track images.  PACS seen as an information system requires more.  Interfaces to or integration with Radiology Information Systems and Hospital Information Systems are clear requirements.  The question that arises, however,  is how much information management capability does a PACS require. Can a PACS be managed by a RIS or HIS?  Ultimately, the answer must be yes, but at the current time these other information systems lack the specific functionality required by PACS.  The literature on PACS specific information management strategies is sparse.  How information should be managed in a PACS is a critical issue, and one which will be dealt with in the following Chapter.


CHAPTER III

Information Management for Data Retrieval in a PACS


In conventional radiology practice, image archival storage is based on film.  Mechanisms exist for organizing and tracking films. Some even involve a computerized database. Ultimately, however, film archives require a human being to manually search a file room for the films associated with a particular patient name or access code number.  In an all digital, PACS-based radiology practice, it is not obvious how one performs the function equivalent to walking through the stacks of a film archive. With the volume of data projected to exist in a full PACS implementation, browsing a directory listing to locate a particular patient or a single image is not an attractive proposition.

    
An obvious approach for tracking digital images in PACS is a database management system. Many commercial database management products exist and have found wide application outside medical imaging. The theory and technology, at least in the case of relational systems,  is quite mature. Unfortunately,  simply having a database management system does not solve the image location and retrieval problem.  The real question is how to structure the database to make retrieval efficient and flexible given the potential for  massive growth. 

   
A useful data management paradigm may be derived by analogy to existing film based systems.  Films are associated with one another, and with other relevant information  (e.g., reports, laboratory data) by placing them into a cardboard folder. Folders are associated in the film room by placing them in a patient's master jacket.  There are many specific variations of this nesting of data envelopes but the use of a folder as the primary means of organization is fundamental. 

The Folder Analogy

If one observes the organization and flow of data in a radiology department it is obvious that a primary mechanism for associating and transporting information is a folder or jacket.  The films resulting from an examination are placed into a folder and the folder is transported to the reading room. When a report has been generated, a paper copy is added to the folder.  Demographic, diagnostic and treatment related information is often included as well.  Finally, the folder is added to the patient's master folder in the film library.  While this may be an over simplification of the functioning of a radiology department,  it illustrates the utility of the folder as a data envelope. The question is,  are there useful electronic analogs of the cardboard folder? 


There are numerous ways to represent the concept of a folder graphically, e.g.,  an icon,  a formatted directory listing,  or a set of images  arranged on a workstation display.  Such representations may be thought of as display metaphors that allow a user to visualize and manipulate electronic folders. 


In general an electronic folder is a data structure that contains other data structures either by value or by reference.  One can  think of a folder as a file on a computer system.  This file may contain pointers to other files, some of which may themselves be folders.  This type of nested data structure is used  to implement a directory structure in the file systems of many common computer operating systems. 


Figure 2 illustrates four representations or incarnations of the folder concept.  The folder as a display metaphor and as a directory structure may find important applications in PACS workstations, but they are not particularly germane to the present discussion.  There are two other  incarnations of the folder concept, however, that are extremely important: the folder as a data object and the folder as a database entity.  
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Figure 2. Incarnations of the Folder Concept.


A folder may be viewed as a means of associating sets of related data objects.  In the  context  of  a communication interface, a folder may be defined as a data object type that incorporates, either by  reference  or  by  value, other  data  objects.   A  folder  by  reference contains an array of data elements, each of which uniquely  identifies  an  external  data  object.   A folder  by  value has a second array of elements, each of which is defined as type DO (Data Object).  Elements of type DO can contain any valid, defined data object  (e.g., image, graphics, text, or folder).


A data object of type folder may be communicated over a network just as any other data object.  It permits one device to describe an association among a set of data objects, and then to communicate that association information to another device.  Because the association information is contained in a separate data object it is external to the set of objects being associated.  The folder data object is relatively simple.  It requires that  data objects be taken sequentially as referenced.  However,  since it is possible to include the ID of one folder data object within another,  very complex associations may be described.  By including a  folder type element within the folder it is possible to define special purpose data structures such as reference folders and examination folders.


A folder by reference is  a list of data  object  identifiers  and locations.  For the folder by reference to exist it is necessary to define an element that uniquely identifies a data object.   A  data  object  unique identifier (UID)  is  a  single data element that permits unique identification of a data object, regardless of the manufacturer or type of modality that  created it.  One proposal for the form of a UID is:


UID = <SYSTEMID><IEUNIT><DATE-TIMESTAMP>

where the symbols < > indicate string concatenation. SYSTEMID is a 12 character ASCII string created from  the  first twelve characters of the primary telephone number of the institution where the referenced data set was created.  The first three characters  must  be the  CCITT country code.  If the phone number has fewer than 12 characters it should be padded with "0."  If it contains more than 12, it  should  be truncated.  The IEUNIT is a 4 character string composed of a two character modality type code as specified in the ACR-NEMA 300-1988 standard (American College of Radiology, National Electrical Manufacturers Association, 1989 ) and two character unit  number. The DATE-TIMESTAMP is a 16 character string derived from the date and time of creation of the data set.  It has  the  form:   yyyymmddhhmmssff.   The total length of the UID is 32 characters. 


This definition of a UID has the property that it  applies to any type of data object  and that it can  deal with data objects that have been transported across geographic, manufacturer, and modality boundaries.  A UID of this format can uniquely identify a data object in the universe of all PACS systems, assuming only that there is no image source that can generate images faster than one every ten milliseconds. 


In addition to a unique identifier, a data object reference  must  also contain  the  location of the data object.  This should normally be a logical network address.


The folder by value concept is based on the recursive definition of ACR-NEMA messages. A single data element contains a complete message. A single data set contains a collection of other complete data sets and can, therefore, become very large.  To minimize redundancy and decrease the size of a folder by value  the  following  rules  are proposed:

•  move all redundant elements to the folder message set,

• all elements removed from submessages are defaulted to the value provided in the folder message.

These rules guarantee that all submessages can be completely reconstructed by  the  union of folder elements and submessage elements.  The submessage should be searched first and if an element is not  found,  the  default  is assumed (i.e.,  the value provided in the folder is to be used).



The folder data object may be represented using a Nested Entity-Relationship model (Carlson, 1992) as illustrated in Figure 3.  The relationship between folders and nested subfolders is essentially hierarchical.  This type of structure best represents the organization of information as viewed by the radiology user, i.e., folders are stored within folders.  

 

A PACS patient directory database can also be structured as a set of folders.  In this case,  the final incarnation of the folder concept is employed,  the folder as a database entity.  Physically,  each folder entity is a table in a database. The association information communicated by folder data objects can be encoded as relations between database entities.  Logically, the hierarchical organization implied by the film room analogy would suggest a hierarchical database model.  The following section describes a database structure based on a set of folder entities implemented using a relational data model.  The relational model was chosen because,  given the correct schema,  it can  represent  the hierarchical associations between folders and still permit cross hierarchy views, e.g.,  all recent images of the same organ system.  Later sections will demonstrate that the mapping between a relational database representation of a set of folders and a nested hierarchy of folder data objects provides the solution for two critical PACS information management problems.
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Figure 3. Nested Entity-Relationship Model of a Folder by Value.

A PACS Database Schema


Data stored in a PACS archive must be organized to permit efficient retrieval.  The concept of a unique data object identifier (UID)  permits a fundamental partitioning of the problem into a storage system indexed by UID and a database containing descriptive elements and data object references.  The database serves to map user retrieval requests, expressed in terms of clinically relevant descriptive elements,  into UIDs of specific data objects.

  
A PACS Patient Database processes query and update transactions and acts much like a card catalog in a library. It must remember the location of every data object that has been submitted to the PACS. The Patient Database has to provide a cross reference for each data object that permits PACS users to search for data objects using keys that are relevant to their specific application (e.g., patient name, modality type, date, organ system, etc.). 

  
Ultimately, all data retrieval  queries result in the requesting system being provided a set of unique data object pointers each of which consist of the UID and a location (i.e., the logical name of the node that is storing that data object) of a referenced data object. These two pieces of information, UID and location, provide the linkage between the database and the storage system.


Figure 4 is an Entity-Relationship model  that describes the basic structure of a PACS Patient Database. An Entity-Relationship or ER model is a convenient graphical technique for representing the structure or schema of a database (Chen, 1985).  A set of attributes (not shown in the figure) are associated with each entity. Simple algorithms exist for translating this type of representation into any database implementation (hierarchical, network, relational, object).  As discussed previously,  a relational model will be assumed here. 


The metaphor of a master folder containing a set of subfolders provides the fundamental principal of data organization. The metaphor is instantiated by the representation of a folder as a relational database table.  This approach permits the use of a Structured Query Language (SQL) interface for query, update and maintenance operations.

   
A set of entities have been identified that  should have meaning to clinicians who wish to locate a particular set of related data objects. It is assumed that these entities are also sufficiently general to permit the organization of data objects from different modalities. The key set of entities involved are:  Patient,  Master Folder, Hospitalization Folder,  Report Folder,  and Examination Folder. 


The data model is an association of folders which serve to organize a patient's information as a function of time.  The core of the PACS Patient Database is the set of folder entities: Master Folder, Hospitalization Folder, and Examination Folder.   Each  patient is assigned a master folder or jacket.  The patient master folder maintains both clinical data and demographic data.  A series of Hospitalization Folders provides a detailed view of each visit.  Associated with each Hospitalization Folder are one or more Examination Folders plus patient related data that changes with each treatment episode (admission or outpatient visit).


In addition to data elements needed for user queries, the Patient Database stores all information needed by a workstation to organize and display sets of images. All image supplements such as graphics overlays are stored in the database. This information is stored in the entities Display Format, Images, and Image Supplements and the relationship Exam Folder-Contains. The PACS Patient Database provides a centralized, controlled mechanism for dealing with attributes of patients, examinations or images that may need to be edited or otherwise modified.
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Figure 4. PACS Information Management System Database Schema


The Patient entity is relatively straightforward. Each patient must have a unique identifier that can be used as a key (e.g.,  the combination of patient ID and institution ID could be used). This list of patients must be maintained to provide access to the patient's Master Folder, which could be saved on-line or  archived (see the Infinite Database Problem).


The need for a Hospitalization Folder is perhaps not immediately obvious. Over a period of years, a given patient may be treated at an institution a number of times, either as an in-patient or out-patient. Each treatment session or encounter is defined as a hospitalization. This is an idea common to many RIS systems and helps to identify current records. There are also many attributes of the patient (e.g., referring physician, attending physician, admitting diagnosis, etc.) that change as a function of treatment episode. Values for most of the attributes of the Hospitalization Folder should be derived from a PACS-RIS interface and provide a major linkage between the data referenced by the two systems.


The entity of particular importance for organizing data objects is the Examination Folder. The Examination Folder may be defined as a set of related data objects generated during one contiguous period of time at a particular imaging station. The principal use of the Examination Folder is to organize images that result from a single study.  As  previously noted, the association rules used to define a folder are modality  and  site specific. For any hospitalization, a patient may have one or more examinations. Each examination consists of at least one data object  reference. 


The user at a PACS workstation interacts primarily with Examination Folders and Reference Folders and to a lesser extent with Patient Master Folders, and Report Folders.  The Examination Folder is the primary mechanism for organizing information obtained from imaging modalities. Each Examination Folder contains  references to the images for one examination performed on one patient.  


A Reference Folder is defined as a collection of image references and related data that are organized for some purpose other than primary diagnosis.  Reference Folders may relate images from one or several different patient examinations.  A Reference Folder can be created on a workstation and is given a user-defined name for identification. The user may elect to save a Reference Folder either as a Private Folder, as a Teaching Folder or as a Conference Folder. A private Reference Folder is linked to a user. This is illustrated in Figure 4 by the User-Accesses-Reference Folders relations.  A Teaching Folder or Conference Folder is linked to the Institute-Has-Departments  hierarchy also illustrated in Figure 4.  


The remaining entities and relationships illustrated in Figure 4 define access control mechanisms, user services,  storage system management, order tracking, exam scheduling  and alternative data object access paths.  These structures have been included for completeness, but will not be considered in detail.


The folder  based database schema can be further expanded at the user interface.  A set of views of the core database tables can be defined to support different user based organization models.  For example, if the appropriate attributes are defined in the Examination Folder table, body part and modality based views can be presented at the user interface. Similarly, by adding an attribute to the Images table and a mechanism at the user interface for a radiologist to mark specific images, a Clinical History folder view can be defined that associates all images (image references) that have been marked as representative of the clinical status of a patient.

The Disparate Directory Problem



All medical imaging modality systems provide some mechanism to organize sets of images into clinically relevant associations. Unfortunately the rules and parameters for forming such associations are specific to each modality and manufacturer.  A PACS database must somehow normalize the modality specific association rules into some generic structure that will permit users of multimodality workstations to retrieve desired sets of data.


Current digital modalities have fairly simple directory structures to organize information on local storage.  Most systems rely on a default temporal sorting such that only recently acquired images (24 hours or less) are maintained on the system.  Older images would be archived to magnetic tape or  optical disk.  A manual search of paper records is required in order to locate archived images for a patient.

   
An examination of the rules of association applied by a cross section of modality systems reveals at least two basic classes:  Demographic and Display.  To clarify the distinction, a particular set  of image data objects may represent an Upper GI series for patient J. Smith which was performed on August 5, 1988.  This type of association is Demographic.  On the contrary, a different set of image data objects (or perhaps the same set), taken in a particular order, form a cine loop.  This is what is meant by a Display association.  Descriptions of both types of association  are normally contained in the directory of a modality system. Both types of information must somehow be communicated to and understood by PACS workstations and database servers.


The ACR-NEMA standard attempts to address the communication of association information (the standard is not concerned with interpretation or display of information) by defining a generic directory hierarchy into which any modality directory structure can be mapped (American College of Radiology, National Electrical Manufacturers Association, 1989).  The elements Study, Series, Acquisition and Image form the basis of this hierarchical association mechanism.  The same set of elements have been used in two different contexts.  In fact, the ACR-NEMA standard does not recognize the distinction between data object association rules and unique data object identification.  


It  has been argued that any modality directory structure can be mapped into the Study, Series, Acquisition, Image hierarchy (Appendix C,  American College of Radiology, National Electrical Manufacturers Association, 1989).  The critical question is, once this has been done, will a user of a PACS workstation be able to  understand the association.  For example, one Digital Subtraction Angiography system has a directory hierarchy of the form:  Patient, Study, Image, Frame.  While it is true that it is possible to map this to the ACR-NEMA hierarchy, the redefinition of the term Image will undoubtedly cause confusion  (an ACR-NEMA image is equivalent to a Frame). 


If images are communicated as separate data objects,  including the association information within each data object  is awkward.  This is especially true if one is trying to describe both the Demographic association and one or more Display associations among the same set of data objects.  A mechanism is required to describe several different associations among data objects which is at least partially external to those data objects.


The folder data object provides a generic mechanism for communicating modality defined association information, but communicating association information is only part of the solution to the Disparate Directory problem.  A mechanism by which  the various directory structures of imaging modalities are normalized into a generic PACS directory is also required.  As suggested in the previous section the  folder as entity concept  provides the key to this normalization.   


The image associations utilized by most common imaging modalities can be described  by a simple, un-nested folder data object.  Image references are listed in an order defined by the modality to be significant. Descriptive data elements  can be used to indicate the significance of the ordering to a human operator at a workstation.  Patient ID and demographic association information must also be provided.  Both types of association information may be mapped into the database schema defined above by the creation or modification of an Examination Folder entity for the specified patient. 

The Infinite Database Problem


A PACS database has a fundamental problem, it is essentially open-ended.  Without some rule for when to delete a patient's records, the database grows indefinitely.  In a fully digital hospital with a requirement to store and remember patient information for up to 20 years, the database quickly becomes too large for efficient manipulation.  Even with a mechanism to remove obsolete records, the database can grow quite large, given estimated image generation rates and legal requirements for storage duration. Having several Terabytes of information on-line would not only be expensive to maintain,  but would  impact the performance of the database. It is essential to find some mechanism to compress and decompress patient information  (note, the issue here is not image compression,  but database pruning).



One possible solution is to make additional use of the folder concept.  Three PACS Database phases may be identified: Active, Inactive, and Archived.  Figure  5 illustrates the granularity of the data, at the various phases. The duration of the Active and Inactive Databases should be site configurable. 


The Active Database contains all tables defined in Figure 4 but only for patients currently or recently in the hospital (a site defined time depth). The Inactive Database contains all information down to the Examination level,  but not the image  level tables. When Patient Master Folders are archived, only the Patient Table remains. The Archived Database is permanently stored on optical media.  Queries can be addressed  to both the Active and Inactive Databases, since the data is in the form of database entities. 


After a site configurable period of time,  the patient's Master Jacket can be further compressed as a folder data object and archived. Only the patient’s name, identification information and a reference to the Master Folder Data Object are kept on-line in the Active Database. Should there be a need to access a patient's archived Master Jacket, a decompression routine will rewrite the patient's records into the Active Database.  Decompression will normally be triggered by the readmission of the patient, and can be performed as a background operation.
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Figure 5. Phase vs. Granularity with Database Compression

(Reprinted with permission from Prior and Nabijee, 1989a)


Figure 6 illustrates that a reversible mapping can be defined between a relational database schema like that illustrated in Figure 4, and a nested folder data object.  For simplicity a folder by value representation has been chosen.  A Master Folder record becomes a folder data object.  Within this data object a tree of subfolders is defined as a set of data elements of type Data Object.  The  Report Folder and the set of Hospitalization Folders are defined at the first level of the tree.  A set of Exam Folder elements (also of type DO) are contained within each Hospitalization Folder element.  All attributes from a relational table record are stored in the associated folder data element.  Relationship information is retained by the structure of the folder data object. 
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Figure 6.  Reversible Mapping: Relational Schema to a Folder  Object.

Summary  


Based on their experience with film organization hospital staff are used to thinking about images (films) organized by patient and placed into a folder.  In many institutions, a set of film folders is maintained within a master film jacket.  The concept of an hierarchical organization of image-based information is logical and natural.


Images are related to one another for specific purposes. These relationships are based on demographic parameters and display related parameters.  In film based systems the relationships are maintained manually using paper notes and again folders.


In an electronic information system the association information relating sets of images must be maintained along the communication path from image source,  through storage, to image sink.   Such a system must also present a logical  and familiar organization of information to its users. By creating  electronic analogs of a folder,  both of these goals can be met.


A folder data object is a structure for communicating sets of related information.  Using such a structure an imaging modality can describe, in a context independent manner, associations among a set of images. A workstation or other image sink can display the image set using the correct associations by interpreting the folder data object.  


An imaging modality can also encapsulate its local directory structure by associating information  in folder data objects. In effect a modality says, this set of information goes together, so keep it together.  By structuring information management systems and workstations to accept, track and display the contents of folders, they are freed from the impossible task of trying to understand the complex and differing directory structures of the multitude of imaging modalities. 


Once imaging devices communicate in terms of folders, it is logical to structure a PACS database to track and manage folders.  As mentioned previously it is also a logical paradigm for the hospital staff to think of information organized in this manner.  However, just as there is no directory structure universally applicable to imaging modalities,  there is no single organization of folders that fits the business rules of all hospitals.   


The concept of a folder as a database entity, and the resulting database schema presented above,  are an attempt to define a basis structure that permits a wide variety of different  "folder hierarchies" to be created as views of a common,  relational database schema.   The schema presented is a practical response to a set of real world requirements and constraints. A PACS information management system based on this schema has been implemented and field tested as part of a commercial PACS. 


A PACS database must track information about patients treated in radiology for up to 25 years.  Some mechanism must be put in place to maintain the database at a reasonable size for efficiency and cost effectiveness.  The database compression mechanism defined in the previous section is a way to prune or cull a PACS database,  removing detailed information about patients who are no longer  being actively treated, but storing the information in such a way that the full database structures can be replaced on demand.  The key to the implementation of this compression algorithm is a mapping from a relational schema to a folder data object.  As a proof of this concept,  a folder-by-value creation utility was developed,  to allow testing of such a mapping. The complete implementation of a bidirectional database compression-decompression algorithm has not as yet been completed. 


In addition to efficient information retrieval a successful PACS requires high performance image distribution.  High-speed communication media and protocols are necessary but not sufficient to assure performance.  The architecture and performance of image sources, sinks and especially storage systems has a fundamental impact on the utility of the system.

CHAPTER IV

Impact of Node Architecture on Network Performance


The first parameter of interest in considering network performance is signaling rate. To understand end-to-end image transfer rate, however, signaling  rate  is often the parameter of least importance. Due to the architecture of most workstations and storage systems, throughput is often an order of magnitude or more lower than the signaling rate of contemporary local area networks. By careful analysis of the performance of a communication protocol tailored for medical image exchange, it is possible to identify factors that limit throughput. 



In 1988 Good et al. published a figure (their figure 4) to illustrate the performance of an implementation of an ACR-NEMA standard interface on an IBM AT.   They demonstrated that whereas the data rate at the physical interface could be as high as 64 Mbps,  the rate fell off  precipitously at higher levels of the protocol stack. At the application level the maximum transfer rate from disk to disk between two devices connected by their interface was reduced to 280 Kbps. Good et al. (1988) attributed this result to shortcomings in the ACR-NEMA standard and in their choice of processor.  Similar results can be obtained, however, when both the processor and the communication interface are changed.


The performance of a local area network (LAN) is routinely stated as the number of bits per second that can be transferred  over the physical medium. This is the signaling rate of the physical layer of the communication protocol.  At the Application layer, data is transferred from remote storage to local storage or memory. This end-to-end transfer rate, or throughput, is the parameter directly experienced by the user.  


There is a growing body of literature which discusses high performance networks with signaling rates of 100 Mbps or more (e.g., Blaine et al., 1992). Published reports of achievable throughput with Ethernet based implementations, however,  indicate values in the 300 to 600 Kbps range (Lou et al., 1989;  Nosil et al., 1988). This  is considerably lower than the 10 Mbps Ethernet signaling rate. What are the causes of this low throughput?

Identifying the Bottlenecks


Siemens' PACSnet is a communication protocol specifically tailored for medical image communication. The protocol stack consists of ACR-NEMA  Application and Presentation layers with SPI extensions (Siemens AG., 1987) over transport and lower layers provided by DECNET®. The usual physical medium is Ethernet although X.25 and fiber optic token rings are also supported.  


PACSnet was originally  designed to operate on any of the VAX® family of mini computers under the VMS® operating system.  The test bed used for the performance measurements reported here consisted of two MicroVAX II nodes, each with 9 MB of memory and one or more winchester disks (Fujitsu 2344).  The network medium was an isolated segment of Ethernet coaxial cable, with two H4000 Transceiver taps. A DEQNA network interface unit  was used in each node.


Figure 7 summarizes the average transfer rate for PACSnet-Ethernet, measured at approximately the same points used by Good et al.  Although the throughput is higher, the trend is the same. The end-to-end throughput  averages approximately 1.2 Mbps for the hardware configuration used here. Memory to memory transfers at the Transport interface average 2.8 Mbps. This is in agreement with the measurements reported by Blaine et al. (1988) for a similar software configuration.  Measurements at the Ethernet port driver (essentially the data link layer) give transfer rates of approximately 4.8 Mbps. The physical layer signaling rate of an Ethernet is 10 Mbps. These data compare closely with the measurements reported by  Mun, Horii, et al. (1989)  for a MC68000 based system running UNIX® and a TCP/IP based protocol over Ethernet.  It is clear that the throughput is limited by the characteristics of the workstation, not the signaling rate of the physical medium.
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Figure 7.  PACSnet - Ethernet Transfer Rates

(Reprinted with permission from Prior et al., 1990 )



By modifying system tuning, using different CPUs (in the VAX family)  and different disk subsystems, it is possible to further isolate the performance limits in the PACSnet-Ethernet case. From this analysis the primary sources of  performance loss are:


• low disk I/O rates,


• insufficient buffering and bandwidth in the network interface unit,


• insufficient CPU processing speed and system bus bandwidth,


• operating system overhead and host loading.


One possible method to increase throughput is the use of data compression.  Assuming that the time to compress and decompress is less than the network transfer time and that compression can be performed in parallel with network operations, less data must be transferred and the rate will be correspondingly higher. With non-reversible compression techniques,  ratios of 20:1 or more are feasible (Lo and Huang, 1986).  Unfortunately,  the legal ramifications of non-reversible compression are not clear. With reversible compression normal ratios for medical images are about 2.5:1 (Wilson, 1992).  If the compression-decompression time is not sufficiently short and if compression is not performed by separate processing elements, in parallel with network transfers, this approach may actually decrease throughput. More to the point,  compression does nothing to eliminate the architectural bottlenecks that limit network performance. 


Network  throughput is limited by the characteristics of the sending and receiving nodes, not the signaling rate of the physical medium. To obtain higher end-to-end throughput the architectures of PACS workstations, storage nodes and high volume modality systems need to be optimized for network performance.  A truly high performance node needs fast disks on a fast bus with an intelligent network interface that implements most of the network protocol  without loading the host.

High Throughput Node Architecture



The Siemens Diagnostic Reporting Console (DRC) was designed to provide high speed display of images from a local disk storage system (Moran and Shastri, 1990). To meet its original performance requirements, Parallel Transfer Disks (PTD)  offering a sustained throughput of 64 Mbps were chosen. Using a special disk controller and interface hardware, the PTD was coupled to an Intelligent Peripheral Interface (IPI) bus capable of supporting 80 Mbps transfers (Wright, 1987). In the DRC architecture, the image display hardware was also connected to the IPI to permit high speed loading of image memory. This basic architecture  can easily be adapted to the emerging Multiple Spindle Disk (MSD)  and Redundant Array of Inexpensive Disks (RAID) (Patterson et al., 1988) technologies for  faster transfer rates, higher reliability and greater storage capacity. 



A logical extension of this basic architecture is to place an intelligent network interface directly on the IPI bus.  Given that the interface has sufficient processing and buffering capabilities,  most of the communication protocol can be off-loaded from the host CPU.  The direct data path from the high speed disk system to the network interface, eliminates most of the bottlenecks identified in conventional architectures.



Figure 8 illustrates two primary node configurations. Network storage nodes can be constructed using MSD technology with capacities in excess of 40 GB. Using an appropriately high bandwidth network,  such storage nodes can be connected to primary diagnosis workstations. The data throughput from MSD to PTD via such an image channel is theoretically capable of  using a significant portion of the available network bandwidth, up to the 64 Mbps capacity of the disk subsystem. The primary channel is maintained for database access,  administrative functions and image traffic from low bandwidth modality systems.
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Figure 8. High Performance Node Architectures

(Reprinted with permission from Prior et al., 1990)



Several physical/data link protocols are possible candidates for the image channel.  One approach, however, has the potential of transparent LAN and WAN distribution: broad band ISDN (ISDN-B). ISDN-B can be implemented using digital PBX equipment within an institution and public switching systems between institutions. Although the necessary fiber optic distribution infra-structure is currently not generally available from telecommunication vendors, this technology has tremendous potential for the near future.


The following sections describe a prototype broad band ISDN interface based on a preliminary implementation of the Asynchronous Transfer Mode (ATM) protocol. This interface was developed as part of a demonstration project sponsored by the Deutsche Bundespost (the German Telephone authority) in Berlin, Germany.    

BERKOM - BERliner KOMmunikationssystem


In 1986 the Deutsche Bundespost began a pilot project to investigate broad band Telecommunication Networks (Kanzow, 1988).  A fiber optic communication infrastructure has been established in the city of Berlin. In 1988-89 the BERKOM ISDN-B Test Network  came on-line with the installation of central office switching systems from several manufacturers. A broad range of application projects have been undertaken within the context of BERKOM (Lemke, 1990). Among these is RADKOM (RADiological KOMmunikation),  a project to interconnect two PACS installed in separate facilities of the Rudolf-Virchow University Clinics, using the BERKOM Test Network (Langer et al., 1990).  These two sites are separated by a distance of approximately 10 km . A Diagnostic Reporting Console at each site was equipped with an ISDN-B interface to facilitate consultation services between the facilities. 



When the RADKOM project began the standardization effort for ISDN-B had not yet been completed. In fact, one of the goals of BERKOM was to expedite this process. There are, however, two basic techniques for transporting user information (Hac and Mutlu, 1989; Siemens AG, 1989). Synchronous Transfer Mode (STM) utilizes circuit switching and identifies calls by the position of a time slot within the frame. Asynchronous Transfer Mode (ATM) uses packet switching and associates calls with cells by a label in the header, which contains at least the virtual channel number and an error detection field. Both types of switching systems are part of the BERKOM Test Network. The RADKOM project  makes use of an ATM switch developed by Siemens.



ATM cells are fixed length but their length and contents were a subject of debate between switch manufacturers and several national and international standardization bodies. The Siemens ATM switch uses 32 byte cells including a 2 byte header. In addition to the narrow-band channel rates, ISDN-B will support several high speed channels.  In BERKOM,  the ATM switch provides 64 Mbps full duplex channels. 



The RADKOM communication protocol was based on the SPI extensions to ACR-NEMA for Application and Presentation layer services (i.e.,  PACSnet). A subset of ISO 8326/8327 Session layer functionality was implemented, over an ISO 8072/8073 compliant TP4 Transport (Tang and Scoggins, 1992). A minimal, proprietary Network layer was added over Data Link and Physical layers specified by the BERKOM Reference Model (Kanzow, 1988) and the Siemens ATM protocol proposal.  

Design Specification for an ISDN-B Network Interface


Figure 9 is a block diagram of the ISDN-B network interface unit (also referred to as the ISDN Gateway) hardware and its interface to the IPI bus and PTD subsystem of a Siemens DRC workstation. The network interface utilizes 4 CPU boards and extensive memory for data buffering. The Gateway System Controller (GSC) and the Gateway IPI Module (GIM) are each based on an MC68020 processor, while the Gateway Protocol Adapter (GPA) uses an AMD29000 RISC processor. These components are responsible for the Session layer, IPI interface and Transport/Network layers respectively. The architecture supports up to 4 Gateway Cache Modules (GCM)  each  containing  


 EMBED Word.Picture.8  


Figure 9. Workstation with ISDN-B Network Interface Unit

(Reprinted with permission from Prior et al., 1990)

2 MB of memory. This is to buffer data between the IPI bus and the Transport interface.  Additional buffer memory is provided by the Gateway Frame Buffer (GFB) for use by the lower protocol layers. The Gateway ATM adapter (GAM) implements the physical ATM interface. The architecture employs multiple system busses:  a VME bus and two VSB buses.

    
The IPI protocol is implemented by an MC68000 family microprocessor at each end of the bus. To maximize performance,  a low overhead proprietary logical layer protocol is used in place of the usual  IPI-2 or IPI-3 protocol. Minor modifications to the IPI physical layer have also been made. The IPI physical layer is implemented using a proprietary VLSI gate array  that is capable of transmitting data at the full rate of the ANSI standard for IPI (80 Mbps).


In the DRC host processor (MicroVAX II) a special board set  was designed  to bypass the Q-bus and provide a direct connection between the PTDs and the IPI bus (Moran and Shastri, 1990). These components are labeled QIPI, QDBM and QHBA in Figure 9.  A large buffer, the QDBM, ensures that both the PTDs and the IPI operate near the maximum rate of 64 Mbps.  The PTD subsystem is controlled by a Concept 21 disk controller (Storage Concepts, Irvine Ca.)  and interfaced to the Q-bus by a host bus adapter (labeled QB21 and QHBA respectively).  A high speed data channel connects the QDBM to the IPI bus master interface (QIPI). As mentioned previously, in the DRC architecture the display hardware is also interfaced to the IPI, via the Display Interface Module (DIM).


In this configuration, only the Application and Presentation layers of the communication protocol are implemented in the host processor.  The Session  interface is also provided in the host but the Session layer is implemented in the GCP.  Image data passes directly from the PTD to the network interface unit over high speed data paths. Host CPU loading and host bus traffic are minimized. The interface unit has sufficient buffering and processing elements to efficiently implement the communication protocol.


A simulation of the BERKOM test system was performed to verify the elimination of bottlenecks in the communication link and to estimate performance (Prior et al., 1990).  The specific aims of the study were the determination of  the optimal blocking factor for IPI data transfers and the quantity of buffer memory required.



The simulation model was developed using NETWORK II.5® (CACI,  La Jolla, California) running on a SUN SPARC 1 workstation with animation of results presented on an IBM AT.  The model was coded by G. Meredith of Siemens Corporate Research in Princeton, New Jersey. The model consists of two DRC clusters (Host computer with 4 display subsystems) connected via the ISDN-B test net. Four virtual circuits were defined between the two network interface units, all multiplexed over the same 64 Mbps ATM channel. 



Two types of studies were performed: maximum load and maximum throughput.  In the maximum load case, the model included image transfers from each PTD to the four display systems at the local site and to the PTD at the remote site.  These image transfers were randomly initiated according to certain distributions. Each initiated image transfer was designated as one of six sizes, randomly determined according to a defined distribution.  Assignment of packets to one of the four ISDN virtual channels was based on  a round-robin allocation scheme. Before each transfer via the ISDN, an "application layer command" message is sent from the local host to the remote host  (SPI SEND command). A message from the host to the PTD, over the Q-bus, starts the image transfer. The model also includes command message traffic between each display system and the local host.  In the maximum throughput case, all image transfers from the local PTD to the display system  and all command traffic from the host to the display system  were eliminated. 


The data collected by the simulation included:

•  utilization of the processing elements and transfer devices;

•  GCM memory usage;

•  response times for image transfers to the display consoles and from one PTD to the other;

• response times for command messages between the host and display system.

Table 4 summarizes the key results of the study. The expected maximum throughput is estimated to be 29.2 Mbps. This represents an average of 46% of the physical layer bandwidth, as opposed to the 12%  achieved with PACSnet-Ethernet.

Table 4.  ISDN Interface Simulation Results

Study Type
Percent IPI Utilization
GCM Memory (MB)
Average Transfer Rate From PTD of Site 1 to Display of Site 2 (Mbps)

Maximum Load
48
1.4
18.2

Maximum Throughput
25
.99
29.2

The Shared File System Architecture

    
The architecture of  workstations  and  storage nodes  is  the  key  to  overall  PACS  network performance. Simulation studies indicate that a high speed disk subsystem combined  with  an intelligent network interface unit avoids the bottlenecks associated with conventional systems and can make  use  of  high  bandwidth media such as broad band ISDN. Experience with the  preliminary  demonstration  of  broad band ISDN  connectivity  as  part  of  the  BERKOM project leads to the realization that a central high performance storage system coupled with a high speed distribution system would form the kernel of a truly useful PACS.



Such an architecture would provide high-speed image pathways from image acquisition devices to a common shared file server and from this file server to medical workstations and hardcopy output devices.  Because of the speed and capacity of this shared file server, individual image storage systems at workstations would not be necessary.  All workstations would have total access to all system files, so physicians would not be restricted to using only a specifically pre-selected terminal.


A new generation of PACS can be defined based on a shared file system architecture (Glicksman et al., 1992a). The central storage component of this system is called a Working Storage Unit  (WSU).  Each WSU is configured as a redundant array of inexpensive disks that serves as short term and local storage for all image data in the system.  Forty disk drive modules are supplied with each WSU. Thirty-two drive modules contribute one bit each to an internal 32 bit word.  Seven additional disk drive modules implement a single bit error-correcting, double bit error detecting Hamming code.  These 39 disk drive modules are written to and read from simultaneously.   The fortieth disk drive serves as a hot spare.  By operating 39 disk drives in parallel, each  WSU  achieves an aggregate data rate of approximately 320 Mbps of user data.  The data storage is highly reliable,  as the failure of any single disk drive module will not result in an error and will not degrade the overall performance of the system.  A failed disk drive module may be replaced with the hot  spare while the system is on-line and operating.  On command from the host, data is read out from the disk drive array, error corrected and written back to the array (new drive included) to restore full data integrity.  Depending on the capacity of the individual drive units employed,  the total capacity of a WSU can range from 19.2 GB  to 38.4 GB of user data.  Since data stored in the Shared File Server is compressed approximately 2:1 (via DPCM hardware at acquisition units and workstations), the effective cache storage is more than doubled. 



The high speed of a WSU is not useful unless data can be distributed at reasonable rates.  Each WSU can be configured with up to 28 Input or Output channels.  Each channel can input/output data at rates up to 100 Mbps. The input/output cards contain a substantial amount of RAM storage which acts as a first-in-first-out buffer between the I/O channel and the higher, 320 Mbps, transfer rate of the WSU backplane.  In this manner, multiple I/O channels are serviced simultaneously in a single WSU.


The WSU's inherent data distribution is expanded via a second level of distribution built into the fiber optic image distribution system.  Each WSU I/O channel can be distributed to up to 32 acquisition units and/or workstations.  Extensive simulation of the system (Meredith et al., 1992) has been used to optimize the distribution loading rules for each class of acquisition unit/workstation in order to achieve optimal system performance.  The fiber optic distribution system is configured as a "star" with the WSU at its center and acquisition interfaces and workstations at its periphery.  The distribution loading rules are applied to design the specific configuration for each installation. The fiber optic distribution system functions essentially as a circuit switched network. A separate control LAN (ethernet) is used to switch the fiber distribution circuits as well as to provide database and file system access. 


Coupled to the hybrid network are acquisition devices such as Computed Radiography and film digitizers as well as workstations. All workstations are diskless with large image memory buffers. All image transfers are, therefore, from high-speed disk to memory. Figure 10 illustrates a moderate system configuration that would fit the needs of a 350 bed hospital.


A fault-tolerant, high speed storage and distribution system such as the WSU is an expensive component.  A system based on such a core can only be a cost effective system solution if it is servicing a PACS of sufficient scale to permit the costs to be amortized. 


In order to graphically compare differing PACS architectures and system requirements a measure of system size and performance is required.  A simple metric, Ps, incorporates factors for system size (number of components) and performance requirements (data production rate and transfer rate) and permits a gross qualitative comparison of the scale of PACS installations:

 


Ps =  a0  + a1*Nws  + a2*Nm + a3*Np + a4*Pd + a5*Ra 



where 

Ps    = PACS Scale (0 < Ps < 100),

ai     = Arbitrary weighting factors (a0 = 0, ai>0 = .312),

Nws = Number of workstations supported by system , 

Nm  = Number of modality units supported by system ,

Np   = Number of PACS devices excluding workstations,

Pd    = Daily image production rate in GB,

Ra   = Average data transfer rate in Mbps (calculated as (Pd * 3)/t  where t is the length of a day in seconds, assuming a 5 hour day to average out peaks).
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Figure 10.  Hospital PACS Based on a Shared File System

The weighting factors, ai ,  are arbitrarily chosen so that individual parameters have comparable value ranges.  As indicated above, a single constant is normally chosen. It is possible, however,  to vary the weighting factors so that specific parameters are high-lighted.

Using this metric it is possible to plot system scale as a function of system cost (in this case standard cost or development cost, not end-use price).   Figure 11 illustrates such a plot. Based on commercial experience with the several customer sites indicated by the labeled points, the shaded area has been determined as the region of viability for WSU based shared file system PACS. 
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Figure 11. PACS Architectures as a Function of System Scale

Summary  


The image throughput performance of PACS components is determined more by the speed of storage devices, system buses, and network interface cards than by the physical signaling rate of the network used to connect  them.  The overhead of conventional LAN protocols and implementations that place this overhead on relatively low performance host processors is also a significant contributor to reduced performance.


Two approaches to high speed image communication have been presented. In both cases care was taken to eliminate the performance bottlenecks in all attached nodes so that high signaling rate networks could result in real throughput improvements. 


The Berkom project was successfully completed in 1992.  The ATM gateway successfully connected two high speed disk systems directly across a high speed WAN.  All but the application layer of the communication protocol was  implemented in the gateway to remove host performance limitations.  


The Shared File System architecture utilizes a standard LAN for control traffic and a proprietary fiber optic image distribution system to distribute images. The central Working Storage Unit is made to appear to each attached device as if it were a local disk with the fiber distribution system acting as a high speed disk interface cable.   Such a system avoids communication bottlenecks by making all image transfers from high-speed disk to RAM, over a dedicated fiber.  Only a minimal ack-nak protocol is used on the fiber to minimize overhead.  This is possible because the LAN is used to set up a dedicated circuit between the storage system and the image source or sink.


In both examples given above high performance image communication was achieved, essentially by brute force.  A lot of expensive hardware is used to remove performance bottlenecks.  In the next chapter a different approach will be explored. Can expert systems be used to anticipate the need for images and thereby allow more time for background transfers?
CHAPTER V

IPE: a Prototype Expert System for Prefetch of Correlative Radiological Examinations from a PACS Archive


In current hospital practice, when a radiologist reads a case he or she usually has the patient's entire master folder of previous radiological images available. From this folder the radiologist may select one or more images to compare with the new data. In a digital system the equivalent of the patient master folder can equate to more than a gigabyte of data.  


PACS networks and workstations can not efficiently support the current radiological practice of  providing all  previous images of a patient as reference material when a new examination is analyzed.  It is relatively straightforward to implement a database search or browse function followed by a transfer request  in a digital system,  but the time to retrieve images that are in long term archive (possibly off-line) may be arbitrarily long.  It is currently not practical to transfer all old patient information to a workstation and store it locally.  It has been argued (Dutch Ministry of Health Care, 1990;  Bakker, 1990) that what is needed is a way to determine which old images are relevant, and which workstation is most likely the one the radiologist will use, so that the selected images may be transferred to the workstation in advance and be available for fast access .



The project reported here is the initial phase of development of an expert  system to support image prefetch and automatic image routing in a PACS.  The goal of the Image Prefetch Expert  (IPE) is to determine the correlative information needed during primary diagnosis, based on a description of the current examination.  If this determination is successful,  only a small subset of a patient's previous examination information would be selected for review at a workstation. Given a high success rate in choosing the correct subset of correlative information,  such a system can provide an increase in efficiency for the radiologist over the current time consuming practice of manually sorting through a large patient film folder.



The development of a general solution to both prefetch and autorouting is problematic. What percentage of the rules governing these two activities are specific to a particular institution? It is assumed here that the guidelines of common radiological practice dictate a level of commonalty across institutions of the definition of relevant correlative information.  It should be possible, therefore,  to develop a Common Practice Knowledge Base that will deal with a high percentage of the image prefetch problem in any clinical setting. This knowledge base must, of course,  be easily modified and customized for the specific details of each site.  No such simplification may be applied to the autorouting problem, however. Routing is totally dependent on the specific network topology and business rules of each institution. 


In a shared file system based architecture where all images are available to all workstations, it is sufficient to determine the proper subset of patient information to move from archive to working storage. In this context it is not practical for economic reasons to provide sufficient high speed storage to support retrieval of all patient data from the archive.  The prefetch and autorouting problem is simplified, however, because all images placed in central storage are available at all workstations so the routing component is removed.  Routing is only a problem in a PACS based on a distributed architecture. 


The scope of this initial phase of development has been limited  to a consideration of the problem of image prefetch from archive to short-term storage. The prototype has been implemented in such a way that its accuracy can be  readily evaluated by  clinical experts.  

The Image Prefetch Problem



Prefetching of images from low speed storage into high speed storage was first proposed by Bakker and his colleagues at BAZIS (van Rijnsoever et al., 1984).  Since then several groups have concurred that image prefetch, in conjunction with high speed networks and image compression, is an essential component in a clinically successful PACS (van Poppel, 1989; Irie, 1990;   D'Lugin, 1990).  Put simply,  the problem is to find a way to determine which previous examinations are relevant to the interpretation of a current radiological case. Levine and Fielding (1990) proposed that an expert system could be developed to automatically make this determination. 


Two definitions of prefetch appear in the literature.  To some authors, prefetch implies the process of moving selected images from remote to local storage, e.g.,  from an archive to a workstation. In other instances prefetch refers to the process of migrating images from long-term archive to short term storage. To avoid this confusion the problem will be partitioned into two components: image prefetch and automatic image routing. Image prefetch is defined as the process of determining the appropriate archived information needed to support the analysis of a new examination and the migration of this information from long-term archive to short-term storage. Automatic routing is defined as the determination of the most likely workstation on which the new examination will be read and the automatic transfer of both new and historical images to that workstation. 



Haynor and Saarinen (1989) examined the proposition that simple heuristic rules could be derived from an analysis of current film based practice. They reviewed 278 cases read at the University of Washington Hospital.  Although their findings indicate that the rules are fairly complex (particularly for cross-modality correlation),  they were able to suggest some useful heuristics.  Table 5 summarizes the set of heuristic rules derived from the Haynor and Saarinen study.

Table 5. Haynor and Saarinen Heuristic Rules for Image Prefetch 

IF exam body part = new exam body part


AND exam modality = new exam modality


AND exam date < all other exams of same body part and modality

THEN fetch exam

IF exam body part = new exam body part


AND exam date < all other exams of same body part

THEN fetch exam

IF exam date < all other exams 

THEN fetch exam

IF new exam body part = Chest 

    AND new exam modality = Plain Film

THEN fetch previous Chest Film that is at least 1 week old

    AND previous Chest Film that is at least 1 month old



A key problem is to determine the set of parameters that characterize an examination for the purpose of migrating that examination in a storage hierarchy.  Bakker et al. (1987) explored this problem and attempted to develop a deterministic algorithm for selecting a subset of a patient's historical images and deciding when to migrate this subset from archival storage to a magnetic cache. They proposed that the following parameters were appropriate: type of examination,  requesting service,  examination date,  a  condensed summary of the associated report, examination status, indication of previous use of the associated images, patient admission status, patient appointment status (outpatient clinic, radiology), treating service and diagnosis.  Bakker et al. also developed heuristic rules for image prefetch from archive. These are summarized in table 6.

Table 6. Bakker et al. Heuristic Rules for Image Prefetch

IF patient = inpatient

   AND there exists an old exam < N years old

THEN fetch most recent exam of the same type

IF patient = inpatient

    AND result NOT = normal

    AND there exists an old exam < N years old

THEN fetch most recent exam of the same type

    AND fetch one older version

IF patient = outpatient

   AND there exists an old exam < N1 years old

   AND there exists an old exam ordered by the treating service

THEN fetch most recent exam of the same type that was ordered by the

            treating service

IF patient = outpatient

    AND result NOT = normal

    AND there exists an old exam < N1 years old

    AND there exists an old exam ordered by the treating service

THEN fetch most recent exam of the same type that was ordered by the

            treating service

    AND fetch one older version



The Bakker algorithmic approach was tested in a conventional film based department at the Leiden University Hospital (Van Poppel et al., 1991).  The Leiden experiment  reached the conclusion that all exams from the last 54 months must be prefetched. For a digital system this would be impractical due to the storage required if each patient has a significant clinical history.  

Prefetch for Clinical Use



An association between a new examination and historical examinations required for primary diagnosis is only one aspect of the prefetch problem. In particular this only accounts for historical data used in radiology. Throughout the hospital, clinicians require access to previous exams for purposes other than primary radiological diagnosis.  A hospital-wide PACS must support the data access requirements of these non-radiology users. The folder paradigm can be extended to deal,  in a general way,  with prefetch outside radiology.



It is possible to define useful groupings of historical images that need to be available in short term storage for specific classes of patients.  Given the basic database schema defined previously (Chapter III) it is possible to support access to these image groups by defining views of the database.  These views can be reflected in the user interface of clinical workstations using the clinically relevant metaphor of a folder.  On a workstation, the clinical user would be presented with a worklist of folders for the relevant subset of the patient population.



Using structured interviews with a selected group of medical experts (see discussion of knowledge acquisition below) it  is possible to identify classes of patients and associated general groupings of images that will support  normal clinical routine operation.  Two basic classes of patients who require special consideration are in-patients and out-patients who attend specific clinics.  



All in-patients need a basic patient history.  A Clinical History Folder can be automatically maintained for each patient. This folder contains the last N recent exams (where N is small for efficiency), plus a selection of images that are particularly indicative of the patient's clinical history. These selected images must be manually included by a radiologist as part of  primary diagnosis.  



For clinic patients (normally outpatients) it may be sufficient to retrieve only the Clinical History folder. However, some clinics may need more detailed information. For example,  an orthopedic surgeon may require all previous skeletal exams.  Organizing historical data into organ system folders permits prefetch of selected image sets. 



Key data elements are required in order to trigger clinical prefetch. These elements differ from those required to fetch relevant historical data for primary radiological diagnosis.  Patient identification elements are necessary.  Patient admission status (in-patient/out-patient) and ward location are also critical discriminators.  For outpatients, the scheduled clinic must be identified so that relevant organ specific exams can be included.  This type of data is normally known only  to a Hospital Information System.  In particular,  the ADT and patient scheduling packages must be accessed either directly or through an intervening RIS-HIS interface.



Depending on the PACS image distribution architecture it may also be necessary to transfer the relevant images to a workstation or storage device outside of radiology.  The folder-view based approach to defining relevant image sets to prefetch can be extended as well to deal,  at least in part, with this particular subset of the autorouting problem.  Given that the information is available in the PACS database to support a view or worklist for the clinical destination,  a software daemon can be constructed to monitor this worklist and automatically transfer prefetched information to the appropriate destination (e.g., a ward workstation or storage server).



By organizing patient image data into a Clinical History Folder and several Organ Folders it is possible to satisfy the prefetch needs of clinicians outside radiology.  These new folders can be constructed as views of the database defined in Chapter III and so become user interface constructs on clinical workstations.  These same views can be used by a prefetch daemon to determine  the relevant information for retrieval from the archive.

 Knowledge Acquisition


 To develop the knowledge base that is the core of IPE, a series of structured interview sessions were conducted with a radiology domain expert  over a one year period.  Dr. Paul Keller of Iowa Methodist Medical Center, Des Moines, Iowa was chosen as the primary domain expert. Dr. Keller, a long-time friend and colleague of the author, is both a practicing radiologist and a biomedical engineer. His engineering background proved invaluable in expediting the knowledge acquisition process.



In addition to the knowledge acquisition task for the IPE knowledge base, a set of interviews were conducted to determine heuristic rules for prefetch requirements in non-radiology, clinical applications.  A panel of experts were used for this part of the study. The panel included Professor David Allison, Chairman, Department of Radiology, The Hammersmith Hospital, London; Dr. Eliot Siegel, Chairman, Department of Radiology, Veterans Administration Hospital, Baltimore, Maryland; and Maj. Donald Smith,  radiologist,  Madigan Army Medical Center, Tacoma Washington.  All panel members are participants in the Siemens PACS User Steering Committee, which  was chaired by the author during 1992.



A central question in the development of an image prefetch solution is the determination of the criteria needed to identify examinations.  An initial analysis of the problem indicated that the appropriate criteria could be determined during the knowledge acquisition process.  It was, therefore, assumed that the criteria necessary to classify both old and new examinations would be a by-product of the knowledge acquisition process.  


A  protocol for interview sessions was established following, in a general way, the knowledge acquisition methodology described by McGraw and Harbison-Briggs (1989). The technique of hierarchical decomposition by subsystems was used to guide the interview sessions and permit estimation of the scope of the problem.  Interview sessions were recorded on audio tape for later review.  To permit estimates of certainty,  Dr. Keller was required to rank order a set of fuzzy modifiers.  These modifiers were used consistently and their ranking was used to estimate certainty factors.  


In addition to structured interview sessions,  Dr. Keller was asked to record specific information about  cases that he read for a period of two months (April, 22, 1992 to June 19, 1992).  During this period he recorded information on 26 cases  including a description of the new examination being read,  the historical examinations available for comparison, and which of these he actually used. The information recorded for each case included:  patient id,  study date, procedure type, organ system,  and imaging modality.  This information was used both as validity check for the interview sessions and as a source for test cases.


After the initial interview, an estimate of the total size of the knowledge base was computed. A depth first search was made of an average element at each level of the hierarchical decomposition. Based on this initial decomposition tree it was possible to estimate the size of the total problem. Assuming three rules and rule variants at each leaf node approximately 5184 rules would be needed for the complete IPE knowledge base. This is sufficiently large that a pure production rule approach would be difficult to maintain.  An  approach that combines a basic object-oriented structure with production rules was chosen.


To implement the IPE knowledge base a commercial expert system shell was selected. The selection criteria for choosing a development environment for IPE had to take into account both an interactive prototype and a final embedded system.  The chosen shell has to support an object  based approach and  be able to effectively deal with a large  knowledge base.  To be useful in a production system,  the knowledge base and inference engine has to be portable to common medical imaging platforms (e.g.,  Macintosh, Sun, VAX) and support an interface to common relational database products.  For easy development, a Macintosh platform was chosen so the shell must provide adequate development tools in this environment.  After a review of the market, Nexpert Object (Neuron Data Inc., Palo Alto, California) was selected. 


Nexpert Object provides an excellent graphic user interface for development in the Macintosh environment.  It supports pure object based implementations, pure production rule based implementations and implementations that use both approaches simultaneously (Neuron Data, 1991a).  The Nexpert Database Bridge product (Neuron Data, 1991b) supports direct SQL access to a number of commercial relational database products.  Once a knowledge base has been constructed, it can be encapsulated, along with the inference engine, into a subroutine and incorporated into an existing application program. With the exception of one or two minor bugs, Nexpert Object has proven to be a powerful, flexible and efficient tool for expert system development.

Software Architecture


Image prefetch for primary diagnosis is dependent on information that is known to an external information system (RIS or HIS).  IPE must have access to the databases of both RIS and PACS. The result produced by IPE must also be translated into requests to retrieve images from the PACS archive. Figure 12 is a data flow diagram that illustrates the software architecture of an Information System Interface in which IPE will ultimately be embedded.


The primary function of the Information System Interface is to exchange information with an external information system (shown here as a Radiology Information System, but this may also be a Hospital Information System).  For current purposes the only information of interest is an order entry message. This message is triggered whenever a new examination is ordered by the hospital staff. The exact content of the message is currently indeterminate. It must contain information to identify the patient, the type of exam being ordered and the scheduled time the new exam will be performed. 


The patient identification information permits a query to be issued to the Information Management System. This query results in a description of all previous examinations for this patient.  IPE takes both the new examination description and the list of previous examinations as input and determines one or more exams to be prefetched. The identification of these exams is returned to the Information System Interface process, which causes them to be moved from the archive to a magnetic disk cache (short term, higher speed storage). In the final implementation, IPE also returns the network address of the workstation at which a radiologist is most likely to read the new exam. This information is used to direct a move operation to transfer the prefetched exams to the workstation. This entire process is scheduled, using the information provided in the order entry message, so that it is complete before the new exam arrives at the workstation.
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Figure 12. Image Prefetch Data Flows

Given the requirement to interface with a PACS database the design of IPE can be approached in two ways.  IPE could have been designed to  accept as input a new exam description and infer from this a set of needed old exams. Based on this list of exams,  an SQL select statement could be constructed to search the PACS database for exams that are available and that are contained in the set of needed exams. The result of this query would be a list of exam ids. 


Alternatively, IPE could have been constructed to accept as input both a new exam description and a list of available exams generated by a simple SQL select statement that lists all existing exams for the specified patient.  In this approach IPE can then take short cut actions to return null if no exams are available,  reason based on the list of available exams,  and  output a list of needed exam ids.  This second option was chosen. 


To facilitate development and validation, IPE was designed to be interactive and independent of any particular PACS database.  A simple flat file database was created using the Nexpert Object NXPDB file format (Neuron Data, 1991b). This replaces the PACS database for purposes of development and testing.  A simple set of changes can be made to the knowledge base to replace this simple database with direct SQL access to most common commercial DBMS systems. 



Due to a software problem in Nexpert that prohibits random access to  NXPDB files, it was necessary to partition the test database into two tables (files). The first table contains a list of new exam descriptions. This table was read sequentially. A second table contained descriptions of all available old exams organized by patient.  Because this table could not be searched, it was read during initialization  into a set of available exam objects. These  objects were used as an internal database. This work-around is only appropriate for a prototype implementation.  



The basic structure of IPE is illustrated in Figure 13.  The knowledge base was constructed on two planes:  an object plane and a rule plane.  Two sub-classes of radiology  examination  objects  were defined:  Available  Exams and 
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Figure 13. IPE Knowledge Base Structure
New Exams. Within the sub-class Available Exams,  two additional sub-classes were defined: Old Exams and Required Exams.  Meta-rules and domain rules were used to manipulate objects in these classes.  The goal of the system was to identify the relevant subset of old exams for a given patient that should be retrieved,  create from these a set of Retrievable Exams, and output this set to a log file.


A single object of the New Exams class (Cur_New_Exam) is used to store the description of the new examination under consideration.  As discussed above, on initialization, all available old examinations are read from the database into objects of the class, Available Exams.  


A looping structure is implemented by a set of meta-rules that  sequentially read a new examination from the database and control the inference process so that all needed old examinations  are determined and output to the log file before reading the next new examination.  Within each loop the patient id of the current new examination is used to select the available examinations for that patient and create a set of objects of the class Old Exams.  Meta-rules are also used to detect an end of file condition when reading new examinations and the absence of available old examinations. The core meta-rules that control IPE are listed in Table 7.  The syntax presented in Table 7 has been simplified for clarity.


The next step in the inference process is to apply rules to classify the current new examination.  In each instance the relevant subset of available parameter values are tested in order to conclude the hypothesis: New exam of type X.  An example of  an identification rule (labeled ID_) is given in Table 8.  

Table 7.  IPE Core Meta-Rule Structure

RULE :   Meta_Begin 

If  there is evidence of Begin

And Retrieve "IPE_PAT_DB.nxp" |Available_Exam|
Then  Init_DB is confirmed.

And Reset curs_obj.cursor

And Execute SUGGEST  Read_Nxt_Case

RULE :   Meta_Get_New_Exam_from_DB 
If  there is evidence of Init_DB

And Delete Object |Old_Exams| 

And Retrieve "IPE_New_Exams.nxp" Cur_New_Exam 

Then  Read_Nxt_Case is confirmed.

And New_Pat is set to TRUE

And Init_DB is set to FALSE

And Execute SUGGEST Old_Exams_Available

RULE :   Meta_Find_Old 
If there is evidence of New_Pat

And curs_obj.cursor is greater than 0

And <|Available_Exam|>.Patient_ID is equal to Cur_New_Exam.Patient_ID

Then  Old_Exams_Available is confirmed.

And Execute Write "New Exam Input " Cur_New_Exam 

And Create Object <|Available_Exam|> |Old_Exams|

And Execute SUGGEST No_Old_Exams 

RULE :   Meta_Exclusion_rule
If there is evidence of New_Pat

And LENGTH(<|Old_Exams|>) is less than or equal to 0

Then  No_Old_Exams is confirmed.


And Delete Object |Old_Exams| 

And Execute Write "No Previous Exams"

And Init_DB is set to TRUE

And Execute SUGGEST Read_Nxt_Case

RULE :   Meta_Do_Old_Exist

If there is evidence of New_Pat

And LENGTH(<|Old_Exams|>) is greater than 0

Then  Found_Pat is confirmed.

And Delete Object |Retrieve_Exams| 

And Found_Needed_Exam is set to FALSE


For each new examination type there are a set of retrieval rules that are used to determine which of the Old Exam objects should be reclassified as Required Exams.  Table 8 also contains examples of this type of rule (labeled. Retrieve_).  


Based on the type of new examination,  it  may  be necessary to prune the required examinations set.  For example,  if only the most recent old examination of a given type is required,  any additional examinations of that type should be removed from the required examinations set.  This is illustrated in Table 8 in the clause:  And MAX(<|Old_Exams|>.Stdy_Date) is equal to <|Old_Exams|>.Stdy_Date (rule  Retrieve_Fluoro_Motion_RG).  In some instances it was also necessary to deal with the problem of related anatomy,  e.g.,  an examination of the elbow is anatomically similar to an examination of the upper arm.  Extensive use was made of pattern matching in sets of parameter values. This is illustrated in Table 8 in the clause:  And Cur_New_Exam.Organ is "Skull", "Facial_Bones",  "Mandible",  "Knee",  "Ankle", "Wrist", "Elbow", "Hip", "Spine", "Pelvis", "Foot" (rule Retrieve_Fluoro_Motion_CT).


Pattern matching of a different type was used extensively to identify subsets of a class of objects that meet a particular set of criteria. The formalism of surrounding a class name with the characters: <| |>,  causes the Nexpert shell to search the class for objects that match the given criterion, retain the resulting list and apply subsequent clauses of the given rule only to this list.  Subsequent rule clauses may result in the list being further reduced. 


Inference priorities were assigned to each rule.  The inference engine uses these priorities to determine the order of evaluation of rules on its agenda.   

Table 8.  Example IPE Domain Rules

RULE :   ID_New_Fluoro_Motion 

If there is evidence of Found_Pat

And Cur_New_Exam.Modality is "Fluoro"

And there is no evidence of Cur_New_Exam.Contrast

And Cur_New_Exam.Procedure is "Motion Study"

Then New_Fluoro_Motion is confirmed.

And Execute SUGGEST Found_Needed_Exam

Inference Priority = 1000



RULE :   Retrieve_Fluoro_Motion_RG 

If there is evidence of New_Fluoro_Motion

And <|Old_Exams|>.Modality is "RG"

And <|Old_Exams|>.Organ is equal to Cur_New_Exam.Organ

And MAX(<|Old_Exams|>.Stdy_Date) is equal to <|Old_Exams|>.Stdy_Date

Then Found_Needed_Exam is confirmed.

And Create Object <|Old_Exams|> |Retrieve_Exams|

And Execute Write "Found Needed RG Exam"

And Init_DB is set to TRUE

And Execute SUGGEST Read_Nxt_Case

And Execute Write |Retrieve_Exams|

Inference Priority = 1



RULE :   Retrieve_Fluoro_Motion_CT 

If there is evidence of New_Fluoro_Motion

And <<|Old_Exams|>>.Modality is "CT"

And <<|Old_Exams|>>.Organ is equal to Cur_New_Exam.Organ

And Cur_New_Exam.Organ is  "Skull",  "Facial_Bones", 

        "Mandible",  "Knee", "Ankle", "Wrist", "Elbow", "Hip", "Spine", 

        "Pelvis", "Foot"

Then Found_Needed_Exam is confirmed.

And Create Object <<|Old_Exams|>> |Retrieve_Exams|

And Execute Write "Found Needed CT Exam"

Inference Priority = 500



The larger the inference priority value the higher the priority given to the rule to which it applies.  All meta-rules were given priorities of 30,000.  Identification rules were given priorities of 1000.  For each old examination type one retrieval rule was given a priority of 1 while all other retrieval rules have a priority of 500. The low priority rule will,  therefore,  be evaluated last.  This rule is given the task of writing the list of retrievable examinations to the log file and triggering a loop back to read the next new examination description.


It was not necessary to develop a special user interface for exercising the prototype version of IPE. The Nexpert "Session" dialog window  in combination with the "Transcript" and "Show Conclusions" windows were sufficient both for development and validation.  To operate the system it is necessary to create a file with the name: "IPE_PAT_DB.nxp" containing the database of available examinations and a second file with the name:  "IPE_New_Exams.nxp" containing the list of new examination descriptions.  Both files contain ASCII text.  To start the system it is simply necessary to  "volunteer" a value of TRUE for the object, Begin. The system automatically reads the two database files,  determines the set of required examinations and writes the results to the file: "IPE_output.log."  The "Transcript" and "Show Conclusions" windows are dynamically updated while IPE is processing.  These two windows provide an explanation of the reasoning being followed by IPE and the conclusions that are drawn. 

Preliminary Results 


Validation of IPE is a three step process.  First it is necessary to validate that IPE accurately reflects the judgment of the expert upon whose expertise it was constructed. The next step is to validate the good clinical practice assumption by testing against a cross section of radiologists.  The final test is a field trial with a real PACS database in a clinical environment.  Only the first phase of validation has been completed to date.


Once the basic meta-rule structure was put in place,  a rapid-prototyping methodology was employed to develop and test the domain rules.  As new rules were added, the external database was extended and the system exercised. In this way as each new segment of the knowledge base was added a regression test was performed on the previous work while testing the new addition.


The set of 26 test cases that were prepared by the radiologist expert were used both for testing and to determine new knowledge that did not come to light during the interview process.  In two cases out of 26, additional or different examinations were chosen by the human expert in actual practice than would have been predicted by the rules determined during the interview process. This resulted in three additional rules being added to the system.  In nine cases the expert did not choose in actual practice one or more examinations that would have been predicted. This was assumed to be normal and acceptable. 


Generating a log file containing the results of IPE's determinations proved to be an invaluable tool.  The output file could easily be compared to the input data provided by the radiology expert and successive runs could be compared.


The run-time performance of IPE slowed in direct relation to the number of rules in the knowledge base.  This was due, in part, to the fact that a full transcript was printed to the screen in addition to writing the log file.  The performance degradation was also due, in part,  to the structure of the knowledge base itself.  Since all retrieval rules link to the same hypothesis (Found_Needed_Exam ) they are all evaluated during each pass.  The average run time per case was approximately 30 seconds.


Based on the hierarchical decomposition and subsequently generated rules it was possible to identify the set of parameters that are necessary for identifying an examination.  It was discovered that different parameters are required for old examinations than for new ones.  The basic parameters parameters common to all examinations are:  Patient ID (Patient Name), Organ System,  Procedure,  Modality, and whether or not a Contrast agent was used.  New examinations require one additional parameter, Clinical Indication, while old examinations require the addition of: Study Date, Exam ID and Clinical Finding.   


Clinical Indication is a short description of the reason for performing the new examination.  In some cases the indication may indicate that an abnormality was seen on a previous examination, e.g. a fluoroscopy examination is performed because an abnormality was seen on a previous ultrasound examination. In these cases, the previous examination with the abnormal finding is required for comparison.


Clinical Finding is a short description of the result of the examination. Usually this is limited to the values Normal and Abnormal.  It is used in conjunction with the Clinical Indication.  The  date of an examination is used frequently in IPE to prune the list of retrievable examinations.  Normally, if multiple old examinations of the same type are present, only the most recent is required.   There are several variations on this theme, including cases where only the oldest is required, or the most recent two and the oldest.  Examination ID is included as an attribute of old examinations to act as the key for retrieval.


These parameters are comparable to the descriptive information that is currently used in film based practice at the University of Washington in Seattle (Name, Modality, Date and Body Part) (Haynor, 1990).  Sheng and her colleagues (Wang et al., 1990) proposed a similar list from their preliminary study but also included: patient age, patient sex, section, medical history, procedure number and age of films. This last item, age of films,  eliminated the need for procedure date and time.

Summary  


The problem of image prefetch must be solved if PACS are to become clinically useful. Even if a system with sufficient storage capacity and image distribution performance can be constructed,  image prefetch is still a requirement since the goal of PACS must be to improve the efficiency of the radiologist. 


Prefetch can be divided into two problems: prefetch for primary radiology diagnosis and prefetch for clinical use.  Of these the requirements for primary diagnosis are far more demanding.  IPE is designed to address these requirements. The concept of clinical image prefetch is only beginning to be explored.  The basic set of heuristic rules:  Clinical History Folder for all in-patients and Clinical History Folder plus appropriate Organ Folder for clinic out-patients, greatly simplify the problem.  An experiment to test the validity of these heuristics must performed in an appropriate clinical field trial. 

The IPE knowledge base is not complete.  The field of nuclear medicine, including positron emission tomography, has not been dealt with. This was due to Dr. Keller's relative unfamiliarity with the field.  Nuclear medicine is often a separate specialty within radiology.  This deficiency must be remedied.


The fact that the results of the interview process and the process of recording actual cases gave somewhat different results was troubling.  Dr. Keller has agreed to generate a second set of test cases using the same procedure of recording the old examinations that he actually uses during diagnosis.  The results of this follow-on study will be compared with the predictions of IPE.


Once IPE is complete and validated relative to the expert upon whom it is based, the next step is to determine the extent to which IPE is generally applicable.  To accomplish this, the set of test cases generated by Dr. Keller will be given to a panel of radiologists. They will be given the description of the new examination and the list of available examinations and  asked to select those old examinations that are likely to be of interest during primary diagnosis. These results will be compared to the predictions of IPE.


The final step in IPE validation is incorporation into a functioning PACS for field trials.  Given the requirements determined from such a field site, extensions to IPE to support automatic routing can also be developed. 

CHAPTER VI

 Conclusions and Future Direction


Considerable work has gone into the design of Picture Archive and Communication Systems,  but viable,  fully filmless hospitals do not as yet exist. This is in part due to issues of data organization in storage components and the performance of image distribution.  For the filmless radiology department to become a reality, much additional work is required in the areas of information storage and retrieval.  PACS are unique in their potential for amassing huge quantities of digital data.  Effective management of this data is a key to its success.

In this dissertation several important design problems have been resolved, including:

•  a mechanism to communicate image association rules;

•  a generic PACS database  structure;

•  a mechanism to compress and decompress PACS databases;

•  an analysis of communication bottlenecks for image transmission;

•  two high performance image distribution architectures;

•  an expert system to prefetch clinically relevant images from archive.


Data stored in a PACS archive must be organized to permit efficient retrieval.  Different data organization mechanisms are employed by imaging modalities, thereby making the structure of a generic PACS database difficult. A solution may be derived by analogy from film based systems.  Images and other data objects may be organized, by application of modality and site specific rules, into electronic folders.  Folders, in turn may be organized into a patient master folder or user defined reference folders.  Such an organization provides an easily understood user access model for information stored in PACS archives.


By expanding the folder concept to include database entities, it is possible to design a schema for a PACS database server that simulates the data organization currently used in radiology.  By the use of both the folder as database entity and as data object, it is possible to deal with the potentially massive growth potential of PACS databases.


Due to the architecture of most workstations and storage systems, throughput is often an order of magnitude or more lower than the signaling rate of contemporary LANs. By careful analysis of the performance of a communication protocol tailored for medical image exchange, it was possible to identify factors which limit throughput. With the addition of an intelligent network interface unit, the system architecture of  PACS workstations and storage nodes can be optimized to eliminate the bottlenecks found in conventional systems. Both  ISDN-B and a shared file system architecture were explored. 


The preliminary results from the IPE prototype are encouraging. The concept of using an expert system in the solution to the image prefetch problem has proven to be feasible. The initial decomposition of the problem appears reasonable to radiology experts and sufficiently general.  


The ability to select only the relevant images from a patient's folder and present these to the radiologist when they are needed is the type of value added function that can distinguish a PACS from a manual system.  This will remain true even when communication technologies permit immediate access to long-term storage systems.

Significance


Much of the material in Chapter II was first presented at the annual meeting of the International Society for Optical Engineering in Newport Beach, California in 1989 (Prior and Nabijee, 1989a; Prior and Nabijee, 1989b).  This was one of the first papers to demonstrate the significant and unique database problem inherent in PACS. The major contributions of this work to medical imaging are the delimitation of the image retrieval problem and the presentation of a storage metaphor that not only facilitates retrieval but also provides a mechanism for segmenting the PACS database and archiving inactive segments.  This bidirectional transformation from a relational database schema to a compound data object and subsequent storage of these objects on an optical archive as a mechanism for managing large databases represents the principle contribution of this work to computer science.  


The importance of the folder concept to PACS information management was first established by this work.  The concept of a folder by value was first introduced by the author to the ACR-NEMA standards committee (National Electrical Manufacturer's Association, 1989b) in 1989. In February 1990 the concept was presented to a meeting of the TELEMED project in Berlin (Prior, 1990) and a variant of the idea, a folder by internal reference, was incorporated into the PAPYRUS file format  (Ratib et al., 1990).  Folder by value is now widely accepted in Nuclear Medicine information systems.


The material of Chapter III has also been published (Prior et al., 1990; Glicksman et al., 1992a; Glicksman et al., 1992b).  The 1990 paper was originally presented at the annual meeting of the International Society for Optical Engineering in Newport Beach, California. The analysis of the current limitations of LAN technology and common medical imaging computer platforms for image communication is the primary contribution of this work both to the medical and computer science communities.  The high speed communication interface described in this work is one of the earliest published accounts of the use of broad band ISDN technology for medical applications. The Shared File System architecture is of major importance to the realization of the goal of a fully digital hospital.  This architecture is by no means the sole creation of the author.  The author was one of a small team of systems engineers who defined the Shared File System architecture for Siemens.


The Image Prefetch Expert promises to be the most significant contribution of the entire body of work. It represents an application of expert system technology to overcome the limitations of local area networks in communicating medical images.  By capturing the knowledge implicit in the "art of study comparison" (Keller, 1991) in a knowledge base and then using this to select only the small subset of a patient's historical exams which are actually needed by the radiologist,  IPE permits a PACS to offer a value added that conventional systems are not capable of supporting.  All the information that is needed to support the current diagnosis can be preselected, associated with the new exam, and made instantly available to the radiologist at the appropriate workstation. IPE represents both an intelligent interface between two information systems and an expert system approach to managing network loading.


A draft report on the development of IPE is in preparation for publication.  The prototype is currently being evaluated for inclusion in a commercial PACS for field trials and customer evaluation.  Based in part on the analysis of required data elements needed to classify examinations, which was accomplished as part of IPE development,  and on an analysis of a particular RIS-PACS configuration based on the "Marburg Model" an implementation model for a RIS-PACS interface has been developed (Reynolds et al., 1993).  This interface would support the inclusion of an IPE module for archival prefetch.

Future Research

A truly useful, full hospital PACS is still a future dream.  The research reported here represents useful steps toward the goal.  Many additional steps still remain.


PACS information management systems need to evolve toward a fusion with Radiology Information Systems.  The PACS database schema defined in Chapter III has proven to be a useful starting platform for such a fusion. A preliminary step toward the expansion of this schema to incorporate basic RIS functionality has been reported (Prior, 1992).  Ongoing work in RIS-PACS interfacing and functional integration is required. 


Continuing research is needed to improve the performance of PACS information management systems and ease of integration with external information systems.  Extending the work presented here into a distributed database model is a logical next step. The application of Object Oriented DBMS and distributed object environments are promising  avenues for future PACS research.


High speed image distribution systems seem to be a reality. Low cost, high performance RAID storage servers are becoming commercially available.  The missing piece, however,  continues to be the lack of a network (LAN)  protocol that is optimized for images. 


Several steps remain in the evolution of IPE.  The validity of the Common Practice Knowledge Base approach has not been fully tested.  In particular, differences between the U.S. and Europe need to be explored.  Ultimately, IPE must be placed into a clinical setting and its performance evaluated.


To be useful in a LAN based architecture, IPE needs to be expanded to deal with the problem of automatic routing to an appropriate workstation. This will require additional knowledge acquisition steps in a clinical environment.


Finally, to make IPE truly useful it needs to have the capacity to learn and adapt to changing user needs and practices.  Adding a learning component is a challenging  new research topic.  IPE has demonstrated that embedded expert systems can be practical in a PACS environment. Other problems such as image prearrangement on workstations, default image formatting on networked film printers,  and automatic storage management  are potential future expert system applications. 
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