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CS726 – Information Retrieval Techniques  

SOLUTION 

 

Question NO. 01: 

Compute variable byte and γ codes for the postings list (777, 17743, 294068, 31251336). 
Use gaps instead of docIDs where possible. Write binary codes in 8-bit blocks. 

 

Question NO. 02: 

Can spelling correction compromises document level security? Consider a case where 
scheme is based on document in which user does not have excess to? 
 

You can control access to data within an index by adding field and document level 
security permissions to a role. Field level security permissions restrict access to 
particular fields within a document. Document level security permissions restrict access 
to particular documents within an index.  
 
A role can define both field and document level permissions on a per-index basis. A 
role that doesn’t specify field level permissions grants access to ALL fields. Similarly, a 
role that doesn’t specify document level permissions grants access to ALL documents in 
the index. 
 

 

 

Question NO. 03:  

Calculate total memory usage for terms where idf, tf, DocID is given and total no of terms are 
500000? 

NO Solution – See 1st assignment Solution  

Question NO. 04: 

Wildcard word sh*pi* is given and we have to show all steps to find the word? 
Answer 

Consider the wildcard query sh*pi*. We are seeking documents containing any first 
term that begins with sh and second term with pi. Accordingly, we run the Boolean 
query $sh AND pi$. This is looked up in the 3-gram index and yields a list of matching 
terms such as relive, shopping and shipping. Each of these matching terms is then 
looked up in the standard inverted index to yield documents matching the query 
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Question NO. 05: 

If you wanted to search for s*ng in a permuterm wildcard index, what key(s) would one 
do the lookup on? 
 

 

 

Question NO. 06: 

From the following sequence of γ-coded gaps, reconstruct first the gap sequence and 
then the postings sequence: 1110001110101011111101101111011. 
 

 
 

Question NO. 07: 

Consider the postings list (4, 10, 11, 12, 15, 62, 63, 265, 268, 270, 400) with a 
corresponding list of gaps h4, 6, 1, 1, 3, 47, 1, 202, 3, 2, 130i. Assume that the length of 
the postings list is stored separately, so the system knows when a postings list is 
complete. Using variable byte encoding:  
 

(i) What is the largest gap you can encode in 1 byte? 
(ii) What is the largest gap you can encode in 2 bytes? 
(iii) How many bytes will the above postings list require under this encoding? 

 
(Count only space for encoding the sequence of numbers.) 
 

 
 

Question NO. 08: 

A little trick is to notice that a gap cannot be of length 0 and that the stuff left to encode 
after shifting cannot be 0. Based on these observations:  
 

(i) Suggest a modification to variable byte encoding that allows you to encode 
slightly larger gaps in the same amount of space. 

(ii)  What is the largest gap you can encode in 1 byte? 
(iii) What is the largest gap you can encode in 2 bytes? 
(iv) How many bytes will the postings list in Exercise 5.6 require under this 

encoding? (Count only space for encoding the sequence of numbers.) 
 

 

Question NO. 09: 

Estimate the space usage of the Reuters-RCV1 dictionary with blocks of size k = 8 and  
k = 16 in blocked dictionary storage. 
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Question NO. 10: 

Unary code is not a universal code in the sense defined above. However, there exists a 
distribution over gaps for which unary code is optimal. Which distribution is this? 
 

 
 

Question NO. 11: 

Give some examples of terms that violate the assumption that gaps all have the same 
size (which we made when estimating the space requirements of a γ-encoded index). 
What are general characteristics of these terms? 
 

 
 

Question NO. 12: 

Consider a term whose postings list has size n, say, n = 10,000. Compare the size of the 
γ-compressed gap-encoded postings list if the distribution of the term is uniform (i.e., 
all gaps have the same size) versus its size when the distribution is not uniform. Which 
compressed postings list is smaller? 
 

 
 

Question NO. 13: 

(i) Show that the size of the vocabulary is finite according to Zipf’s law and infinite 
according to Heaps’ law.  

(ii) Can we derive Heaps’ law from Zipf’s law? 
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Question NO. 14: 

If we were to stem jealous and jealousy to a common stem before setting up the vector 
space, detail how the definitions of tf and idf should be modified. 
 

 
 

Question NO. 15: 

Compute the vector space similarity between the query “digital cameras” and the 
document “digital cameras and video cameras” by filling out the empty columns in 
Table. Assume N = 10,000,000, logarithmic term weighting (wf columns) for query and 
document, idf weighting for the query only and cosine normalization for the document 
only. Treat and as a stop word. Enter term counts in the tf columns. What is the final 
similarity score? 
 

 
 

Question NO. 16: 

 
 

Question NO. 17: 
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Question NO. 18: 

Can the tf-idf weight of a term in a document exceed 1? Explain 
 
ANSWER: 
YES, the tf-idf weight of a term in a document exceed 1 
 
TF-IDF is a family of measures for scoring a term with respect to a document (relevance). The 
simplest form of TF (word, document) is the number of times word appears in document. 
TFIDF can be 1 in the naive case, or to add the IDF effect, just do it log(number of 
documents/number of documents in which word is present). 

 

Question NO. 19: 

 

 

Question NO. 20: 

 
 

Question NO. 21: 
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Question NO. 22: 

 
 

Question NO. 23: 

 
 

Question NO. 24: 
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Question NO. 25: 

 

 

Question NO. 26: 

 


