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SUMMARY

During the past year, several major events happened. First, after one year of clinical
operation, our hospital-integrated PACS was ready to be transferred to the department for its
continuing operation and upgrade. On April 1996, a clinical PACS team was formed to oversee the
daily operation. This team is composed of some original members of the laboratory and some new
recruits. Most of the laboratory staff members continue their research on future PACS development
and other related topics. Second, in September 1996 we received two major contracts from the US.
Army Medical Research and Development Command and the HPCC Program, National Library of
Medicine (NLM). The Army contract entitled "Full-Field Direct Digital Telemammography" allows
us to research one of the unsolved problems in PACS, namely, how to include breast imaging in
PACS. The NLM contract on "Medical Image Infrastructure for Collaborative Health Care"
provides us with the opportunity to investigate the utilization of the large amount of data in the
existing PACS database. Both research topics are derived from our past experience in PACS
research and implementation which will hopefully set the trend for our future research direction.

This report summarizes the current status of PACS and image informatics research in our
laboratory including image processing, PACS, workstation design, integration of database, data
and knowledge extraction, and image compression. It contains preprints of papers which will
appear in the Proceedings of International Society for Optical Engineering, SPIE Medical Imaging
1997: volumes 3031, 3035, Newport Beach, California, February 22-28, 1997. This report also
contains selected reprints published during the last year; abstracts and presentations from the 82nd
RSNA, November - December, 1996 and the Preface and Table of Contents of the new book:
PACS in Biomedical Imaging, 1996 by Bernie Huang.
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Medical workstation design: Enhancing graphical interface with 3-D anatomical atlas.
Kent Soo Hoo, Jr., Stephen T.C. Wong, Ellen Grant (KSH, Univ. of California, San Francisco/Berkeley, CA

94143) (STCW, Philips Research Palo Alto and Univ. of Califoria, San Francisco, CA 94143) (EG, Univ. of
California, San Francisco, CA 94143)

The huge information archive of the UCSF Hospital Integrated Picture Archiving and Communication
System (HI-PACS) gives healthcare providers access to diverse kinds of images and text for diagnosis and
patient management. Given the mass of information accessible, conventional graphical user interface (GUI)
approach overwhelms the user with forms, menus, fields, lists, and other widgets and causes “information
overloading.” This article describes a new approach that complements the conventional GUI with 3-D
anatomical atlases and presents a clinical application.

We constructed a neuroimaging workstation with an object-oriented GUI to collect and display a wide
variety of information, e.g., images, text, and video, from PACS, RIS, HIS, and other data sources. The user
can register and visualize different brain images, extract image and text content, and organize the processed data
into databases of a content server. Two observations are made. First, as data content grows, more icons,
menus, fields, and widgets are added. This makes the GUI less intuitive to use and intimidates the users.
Second, the clinicians focus on image-oriented widgets in their usage. Thus, we integrate a 3-D anatomical
brain atlas into the GUI to serve as the primary user interface element. The user can rotate, segment, and walk
through the 3-D atlas to specify any region of interest. By selecting an anatomical region of the brain, the user
dynamically triggers the creation of the appropriate graphical widgets on the fly to query and display
multimedia data.

The neuroimaging workstation has been used in the surgical planning of epilepsy and diagnosis of multiple
sclerosis (MS). Clinicians compose queries, visualize the images, segment anatomical structures, quantitate
volume, metabolic activity, and glucose uptake, and correlate the resulting data among MRI, MEG, PET, and
MRS. Their productivity is improved with the 3-D GUIL

3-D atlas augmented GUI provides more efficient access and presentation of multimedia medical data than
conventional GUL It combines the conventional use of graphical widgets and forms-based user interface with
3-D anatomical atlases and enables the user to dynamically customize his GUI environment. This research
successfully applied this new technique to epilepsy and MS applications.



Mammography display station and its application
in a digital teaching file

Fei Cao, H.K. Huang, Edward A. Sickles
Department of Radiology, The University of California, San Francisco, CA 94143-0628

ABSTRACT

We implemented a high resolution display system for viewing digitized mammograms at real-time speeds.
This display system has been utilized at the UCSF to develop a digital breast imaging teaching file.

The mammography display station is built on a Sun workstation and Pixar processing hardware. It is
capable of real-time 2K image display and manipulation, and serves as a basic platform for our digital
mammographic teaching file. The teaching file is designed on a sophisticated computer-aided instruction
(CAI) model, which simulates the work-up sequences used in imaging interpretation. Our CAI model not
only provides answers to questions, but also allows user’s detection of imaging abnormalities by pointing
at the image. We also developed a software tool with an easy-to-use user interface to manage patient
images and related information, and manipulate the large quantity of digital mammograms.

The display station is found to be adequate for fast display of high resolution digital mammograms. Our
sophisticated CAI model integrates the vast image and textual data with visualization software into an
interactive mammographic teaching file. This teaching file can be used as a real teaching tool for training
radiology residents in mammography.

Keywords: digital imaging, mammogram, display station, interactive teaching file, computer-aided in-
struction

1. INTRODUCTION

Routine screening with physical examination and periodic mammography has been proved to be effective
for early detection of breast cancer and in lowering its death rate among women in the United States.!-2
Because of the manpower shortage in interpreting breast imaging due to insufficient training resources and
facilities, there is a need to develop an alternate method to supplement or replace the current film-based
method of training. A digital breast imaging teaching file can alleviate this shortage since a digital teaching
file can be duplicated easily and disseminated widely for continuing medical education. This will help to
improve the quality of breast imaging interpretation and thereby facilitate mass screening with
mammography and problem-solving imaging evaluation of screening-detected abnormalities.

There is still no digital mammographic teaching file currently adequate for clinical use. That is due in part
to the lower resolution of currently affordable display monitors and the slower speed in manipulating large
digital mammograms (10MByte each). The basic requirement for general use of mammography display
station is the ability to show an entire breast with such fine detail that tiny structures are readily visible.
Furthermore, since routing mammographic interpretation involves four images of a current examination
compared with four images from a prior examination, digital display workstations must be able to utilize
monitors so that two or more whole-breast mammograms are displayed per monitor and can be manipu-
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lated at nearly real-time speeds. Computer-aided instruction for mammogram teaching file has been ap-
plied to radiology also with limited success because of the difficulties in handing the required images and
in simulating an interactive teaching session.

We use a high resolution (50pm spot size) laser film digitizer for mammogram digitization and a high reso-
lution 2,000 by 2,500 line multi-monitor display workstation for viewing digital mammograms. The qual-
ity of the digital images produced and subsequently read meets the standards laid out by the American Col-
lege of Radiology (ACR)? and is found to be adequate for clinic applications#-3. We also developed a
sophisticated CAI model to simulate a real teaching session. With carefully structured questions, each user
can be prompted to respond by making his/her own observations, assessments, and work-up decisions
just as if the patient were being examined at that time. This effectively replaces a “show-and tell” teaching
experience with the interactive, response-driven type of instruction that currently must be taught in person.

In this paper, we describe our high-resolution mammographic display station for viewing mammograms
and the interactive mammographic teaching file implemented on this display station.

2. MAMMOGRAPHY DISPLAY STATION
Our 2K mammography display station is sketched in Figure 1. The 2K station is based on a Sun Sparc

470 workstation, two 21” diagonal 2K MegaScan monitors, Pixar image processing hardware and a 7
GByte fast storage disk.

Pixar
25Kx2k [25Kx2k Sun Imaging
monitor §monitor .

Wockstation Hardware
|
Film ;
F
el ast Disk

Figure 1. Configuration of mammography display station.

The Sun 470 workstation (64MB system memory) serves as a platform for the display station. Each of
two gray scale monitors is able to display 2048 pixels by 2560 scan lines with 10 bit resolution. The Pixar
image processing system can directly access the digital image stored in the Fast-disk. A 10MB digital
mammogram takes less than 2 seconds to retrieve from the Fast-disk and display on the 2K monitors. The
Pixar hardware also comes with two 32MB frame buffers and the optimized image processing routines.
That makes it possible for four mammograms (<10MB each), in a typical display mode, to be easily ma-
nipulated on screen in a nearly real time. The 7 GB Fast-disk is capable of storing 1,000 digital mammo-
grams for fast retrieving by the Pixar system.

The laser film digitizer is provided by Abe Sekkei, Inc. in Japan.6 It is a high-resolution scanner specially
designed and developed for mammograms, with a 50pm spot size, a 50pm sampling distance and 12Bits
resolution. This scanner also has the capability of minimizing scanning artifacts due to grid lines. An 8” x
10" mammogram will yield 2000 x 2500 x 2byte = 10MB image with 100pum sampling distance or 4000 x
5000 x 2 byte =40MB image with 50um sampling distance. In our teaching file, the mammograms, de-
pending on their original film size, were digitized in either S0m or 100pm resolution to fit the 2K display
monitors.



Routing mammographic interpretation requires displaying four or eight images. A special display mode is
therefore developed for the digital teaching file. The display mode takes advantage of the fact that most
breast images can be fitted into a narrow rectangle. Thus, we can split the 2K x 2K monitor into two 2K x
IK display areas. A standard setting is shown in Figure 2, where the left monitor is for LCC and RCC
(Cranio Caudal view of Left and Right breast) and the right monitor for LMLO and RMLO (MLO:
Mediolateral Oblique view of Left or Right breast).

#1 #2 #3 #4
L-CC R CC LMLO | RMLO
left Monitor right Monitor

Figure 2 Display mode for four mammograms on the two 2K monitors. Each screen is split into
two 2K x 1K regions to accommodate two mammograms.

A toggle button is used for alternative display of current or past four mammograms. Total of eight mam-
mograms can then be shown and examined.

3. TEACH FILE DATA COLLECTION

The UCSF film-based breast imaging teaching file has been in constant use since 1976 by radiology resi-
dents and fellows. The teaching file consists of over 1,000 pathologically proved cases, each of which
begins with a screen-film mammography examination no more than 7 years old. The case material demon-
strate the various problem-solving imaging approaches available in reaching accurate imaging diagnoses.
1,000 cases from this teaching file have been selected and will be converted to a digital imaging file.

Figure 3 summarizes the processes for image digitization and teaching file data collection. Mammograms,
as well as breast ultrasonographs, CT and MRI (if they are included in the case) are digitized with the
high-resolution film scanner connected with Sun Workstation #1. Related medical information and image
description textual data are inserted into the header record of the image files. The digitized images are then
send via network to our mammography display station #2 where they are decoded, processed and then
stored in the fast-disk ready for retrieving. Meanwhile, the image information are extracted from the raw
image header file and well indexed for later uses in image retrieving and in the digital teaching file. The
digitized images are currently formatted to an ACR/NEMA 2 standard and backed up in 14GB Extrabyte
tape drive. They can be reformatted to DICOM 3 standard later and sent to our PAC system for permanent
archiving.

It is a tedious task to input 60,000 questions and answers, 10,000 digitized images (2K x 2K) and regions
of interest (ROI) for a large teaching file of 1,000 cases. The interactive, response-driven type of CAI for
imaging work-up of all cases also has to be specified. In order to input this voluminous data, it is neces-
sary to develop a simple teaching file script (TFS) integrating this data with the CAI.

The TFS is similar to but much simpler than the Hypertext Markup language used in the Web Home page.
It is simply an ordinary text file together with tags that tell the computer how to identify each of elements in
the teaching file, how to query and display images, and how to response to user’s actions. A navigation
browser is developed and then used by the users on the mammography display system to read and
navigate through the TFS file, simulating an interactive and response-driven type of teaching session.



Radiologists indicate that the TFS is simple enough for them to learn quickly and create their own teaching
sessions. The TFS is a plain text file, easy to update and to port to the other systems. All tags used in the
TFS are listed in Appendix A, while the GUI of the teaching file navigation browser is shown and

explained in Section 5.
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Figure 3. Sketch for digitization process and teaching file database establishment

4. COMPUTER-AIDED INSTRUCTION MODEL

Our CAI model specifies the sequence of questions, image display, instructions, and explanations of cases
dynamically based on the user response during the interactive teaching session. It not only provides an-
swers to questions and image visualization, but also provides follow-up questions and allows user's de-
tection of imaging abnormalities by pointing.

Figure 4 shows the general control flow of this model and imaging work-up sequences. At the start of
each case, the system presents to the user a set of initial screening mammograms. After examination of
those images, the user will be asked to use mouse pointer identifying on the 2K monitors the mammo-
graphic abnormalities. The user’s selection is compared with the pre-recorded ROI data. If the user suc-
ceeds in identifying the ROI, he/she will proceed to a multiple choice or true/false type of question that is



relevant to his/her findings, or the user has to try again. If the user still can not mark the abnormality after
three tries, the system will display the ROI on the 2K monitor with an explanation and then proceed to the
question item. Based on the user response to the question item, the computer system will call up different
work-up sequences, defined in the CAI model as illustrated in Figure 4. The system will provide the in-
struction and answers, guiding the user towards the next question. Whenever necessary, addition images
will also be shown.

Often, there is more than one suitable approach to working up a specific breast imaging problem. The
questions and instruction sequences built into the digital teaching file system support this by accepting
more than one correct choice and allowing different follow-up questions, as illustrated in Figure 5.

True/False
“Multiple
chonce A-E

ROI Correct que'5-
select tlon

 Exam |
images:

Incorrect
' Incorrect

“Explanation
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& Answer

< 3 times

que;tlon

m- s

Figure 4 A general algorithm for the CAI model and the basic work-up sequences
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Figure 5. An example of nested building blocks and different work-up sequences for the same



Marking the abnormality, multiple choice and true/false questions are three basic building blocks of our
interactive teaching file. They can be nested together to create an effective teaching session as what
radiologists want.

5. GRAPHICAL USER INTERFACE (GUI)
An easy-to-use graphical user interface is well designed for our interactive teaching file. It responses dy-
namically to every user’s action with detailed instruction. Combined with an on-line help, the GUI makes

the user easy to manipulate the digital mammograms and navigate through the teaching session.

The teaching file starts with a login screen as displayed in Figure 6. The login process will capture the
user’s profile that will be used later in performance evaluation and statistics analysis.

UCSF
Mammographle Teaching Flles

Click Here to Start

COMMENT?)
i EXIT )

Figure 6. Screenshot of the login screen.

After the user clicks the start button, the teaching session begins with the GUI shown in Figure 7. The
“START HERE” button on the top-left corner presents the user with a choice of starting a new session, re-
suming the previous session or jumping to a specific case. On the left and the left-bottom of the screen,
there are an array of image tools which allow the user to do Window-Level adjustment, image
magnification, measurement, and image shifting (Up/Down and Left/Right). On the right-bottom corner,
there is a depiction of three-button trackball. It is necessary to use the three buttons especially in
manipulating an individual image on the two 2K monitors. Brief description of trackball button usage will
be displayed dynamically during the session. The “Info” window displays the case/question number, the
number of correct/wrong answers and the total elapsed time. The user navigation buttons are located on
the middle of the control screen. The user will be asked to click these buttons making choices, answering

10



questions, initiating the pointer for marking abnormalities on the 2K monitors. In the “text window”, the
questions/answers and the system instructions are shown dynamically according to user’s actions.
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Figure 7. Screen shot of the main control screen of the interactive teaching file.

6. SUMMARY

We implemented a high resolution display system for viewing digitized mammograms at real-time speeds.
This display system, combined with a sophisticated computer-aided instruction (CAI) model, has been
utilized to create an interactive teaching file as a real teaching tool for training radiology residents in mam-
mography.

A mammography display has to be able to portray the entire breast with such fine detail that tiny structures
are readily visible and in a near real-time speed. The quality of digital mammograms is dictated by the film
digitizer and display system while the speed of image display and on-screen manipulation is determined by
the system hardware architecture and the imaging processing software. In this paper, we described our
2K display station and high resolution film digitizer. The image quality of the digitized and displayed
mammograms is found to be adequate and acceptable to clinic applications. The Pixar image hardware
with two large frame buffers and the optimized processing software, combined with the fast retrieving of
images from the fast-disk, makes nearly real time mammogram reading and on-screen manipulating
possible. We also developed a special display mode to directly show on the two 2K monitors a set of four
mammograms or eight if toggled with. Such display mode is necessary and needed in a mammography
interpretation.
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Using the high resolution display station, we create a large interactive mammographic teaching file. The
teaching file is designed on a sophisticated computer-aided instruction ((_IAI) model to simulate the real
mammography work-up sequences. Development of the teaching file script (TFS), which integrates vast
teaching file data with the CAI, makes it easy for breast imaging experts to create a digital teaching file. All
of those in conjunction with an easy-to-use graphical user interface make our interactive teaching file as a
real and powerful tool for training radiology residents in mammography.
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APPENDIX: TEACHING FILE SCRIPT (TFS)

The TFS file is an ordinary text file together with tags that tell the computer how to identify each of ele-
ments in the teaching file, how to query and display images, and how to response to a user’s action.

Tags are generally written as
<tag_name augmentl (argument2 argument3 ...)> Affected text .

Note: any keywords in brackets () are optional.
So to make a question item you would mark it like

<Question 2> Which ONE of the following choices BEST describes the location of the mammo-
graphic abnormality in this case?

Two Special Symbols < > and { }

< > Angle brackets are a special default to identify the tags or keywords.
{ } Braces: are used to contain a block of physicians/programmers’ comments. The computer will
skip any text enclosed in { }.

Tags and Keywords

<Section number> text:

---identify the beginning of the ‘number’th case, followed by the ‘text’ description of the case history
if any. e.g. <Section 89> for 89th case.
Note: this tag must be the first one for each case.

<Patient>text

---optional tag: identify a patient’s name and ID. ‘text’ contains any useful information about the pa-
tient. A suggested format:
<Patient> lastName, First 8-digit-ID-number others
Note: this tag is purely for physicians/programmers’ purpose. The patient ID and names will not be
shown to a user.

<Question number> text:
---identity the ‘text’ as the ‘number’th question. e.g. <Question 3>

<Image numberl (number2) (yes)> (pointers to images):

---display images.
‘number|’ (maximum of 4) is the number of images to be shown.
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‘number2’ (maximum of 4) is the number of images to be toggled with if any.
‘yes’ : if this keyword is specified, the images will not be shown until a correct answer is given.

pointers to images: image file names will be read in automatically from an image data file. Nor-
mally, you don’t have to specify the image names. However, if one wants to show the images in a
previous question or case, one has to specify the pointers to the images, which can be one of the
following two formats

#l-num! g-num?2 l-num3
#l-numl filename

where ‘I-num1’ is the ‘number’th of current images to be loaded in, ‘q-num2’ and ‘1-num3’ are the
previous question number and the ‘number’th image which ‘I-numl!” points to, ‘filename’ is any
image file name. e.g.

<Image 2 2 yes>

#221

#3 credo/case2/CC_30:09:94_02:12:02(R)#100#.spl.fd

Show four images (<Image 2 2>) after a correct answer (‘yes’). The first (#1) and forth (#4) im-
ages are read in automatically from the image data file. The second image (#2) is the same as the
first image in Question 2 (#2 2 1). The third image points to the image file--—-credo/case2/CC....

<A (yes) (x)> text:

<B (yes) (x)> text:

<C (yes) (x)> text:

<D (yes) (x)> text:

<E (yes) (x)> text:

---Answers to the multiple choices (A)-(E).

---The keyword ‘yes’ is used to identify the correct answer. e.g. <B> is for wrong choice while <B
yes> is used for the correct answer.

---The keyword ‘x’ indicates an existence of a follow-up question specified by the tag <Xstem>.
Note: maximum choices of 5 from (A)-(E).

<T (yes) (x)> text:

<F (yes) (x)> text:

---Answers to the TRUE/FALSE questions. The keyword ‘yes’ is used to identify the correct choice.
e.g. <T> for an incorrect answer and <F yes> for a correct answer.

---The keyword ‘x’ indicates an existence of a follow-up question specified by the tag <Xstem>.

<Mouse (no) (x)> textl:

<Mouse yes (x)> text2:

---Answer to the question, which requires a user to identify the predetermined region on an image. The
answer ‘text2’will be shown if the user selects the right region on the display, or ‘textl” will be
shown. e.g. <Mouse> or <Mouse no> for an incorrect answer and <Mouse yes> for a correct an-
swer.

---The keyword x’ indicates an existence of a follow-up question specified by the tag <Xstem>.

<Xstem numberl number2>

---follow-up question, which stems out of Question ‘numberl’ and Answer ‘number2’.
‘number2’ = 1,2,3,4,5 for multiple choices A, B, C,D.E respectively; or
‘number2’ = 1, 2 for TRUE/FALSE choices T and F; or
‘number2’ = 1, 2 for <Mouse yes> and <Mouse no>.
See an example and its control flow chart for <Xstem> in Figure 5.
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Abstract

PACS pitfalls are mostly created from human error, whereas bottlenecks are due to imperfect
design in either the PACS or image acquisition devices. These drawbacks can only be realized through
accumulated clinical experience.

Pitfalls due to human error are often initiated at imaging acquisition devices and at workstations.
Three major errors at the acquisition devices are entering wrong input parameters, stopping an image
transmission process improperly, and incorrect patient positioning. The error occurring most often at the
workstation happens when the user enters too many key strokes or clicks the mouse too often before the
workstation can respond. Other pitfalls at the workstation unrelated to human error are missing location
markers in a CT or MR scout view, images displayed with unsuitable look-up-tables, and white boarders
in CR images due to x-ray collimation. Pitfalls created due to human intervention can be minimized by a
better quality assurance program and periodic in-service training, and by interfacing image acquisition
devices to the HIS/RIS.

Bottlenecks affecting the PACS operation include network contention; CR, CT, and MR images
stacked up at acquisition devices; slow response from workstations; and long delays for image retrieval
from the long term archive. Bottlenecks can be alleviated by improving the system architecture, re-
configuring the networks, and streamlining operational procedures through a gradual understanding of the
clinical environment.

We have identified most of the pitfalls and bottlenecks discussed above in our hospital-integrated
PACS based on the past two years of clinical experience. This paper categorizes some of these problems,
illustrates their effect on PACS operations, and suggests methods for circumventing them.

Keywords: PACS operation, image acquisition, workstations, human errors, pitfalls and bottlenecks

1. INTRODUCTION

PACS pitfalls are mostly caused by human error and operator intervention with imaging acquisition
devices and various PACS components. Bottlenecks are due to design imperfections in either the PACS or
image acquisition devices. These problems can only be realized through clinical experience [1-4]. This
paper categorizes some of these problems, illustrates their effect on PACS operations, and suggests
methods of circumvention [5].
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2. PITFALLS

Pitfalls due to human error are often initiated at imaging acquisition devices and at workstations. Three
major errors at the acquisition devices are entering wrong input parameters, stopping an image
transmission process improperly, and incorrect patient positioning.

Human Errors at Imaging Acquisition Devices

Two most commonly occurring errors at the computed radiography (CR) acquisition are using the wrong
imaging plate ID card at the reader and entering the wrong patient's ID, name, accession no., or birthday,
and invalid characters at the scanner's operator console. These errors can result in a loss of images,
images assigned to a wrong patient, the patient image folder containing other patient's images, orphaned
images, and acquisition computer crashing due to illegal characters. Routine quality assurance (QA)
procedures checking the CR operator log book or the radiology information system (RIS) log file against
the PACS patient folder normally can discover these errors. If discrepancy detected early enough before
images are sent to the workstation (WS), the PACS manager can perform the damage control by manually
editing the PACS database to 1. correct for patient's name, ID, etc., and other typographical errors; 2.
delete images not belonging to the patient and 3. append orphaned images to the proper patient image
folder. Lost images in a patient's folder can usually be found in the orphaned image directory. If images
have already been sent to the WS before the PACS manager has a chance to do the damage control
described earlier, the PACS coordinator should alert the users immediately.

Procedure errors at Imaging Acquisition Devices

Procedure errors can be categorized in CT/MR and in the CR during image acquisition. In CT/MR, there
are three most common errors: 1. terminating a scan while the last images are being transmitted, 2. the
operator manually interrupting an image transmission process, and 3. the technician realigning the patient
during scanning. These errors can result in CT/MR image file missing images, images out of order in the
sequence, and crashing the scanner due to the interruption of the image transmission. In CR, the most
common error occurs when the technologist places the imaging plate under the patient in the wrong
direction during a portable examination. The result is a wrong image orientation during the display.

Another pitfall during CT acquisition which is not due to human error is in the coronal head scan
protocol. In this protocol, the image appearing on the CT display monitor will have the left and right
direction reversed. If film output is used, the technologist manually inputs the orientation as annotation on
the screen which is then printed on the film with the image. In the PACS such an interactive step is not
possible because graphics on the CT display console are not included in the DICOM image header. A
method to circumvent this shortcoming is to detect the scanning protocol from the DICOM image header
and automatically annotate the orientation on the image during its display on the PACS workstation.

Errors due to manually interrupting the transmission procedure can be alleviated by using the
DICOM communication protocol for automatic image verification and recovery during the transmission.
Images archived out of order in the sequence can be manually edited during the QA procedure. Wrong CR
orientation during display can be detected by an algorithm with automatic rotation [6], or manually rotating
during the QA procedure.

Pitfalls created due to human error can been minimized by scheduling regular in-service training

and continued education for technologists. However, the most effective method is to use a direct HIS/RIS
interface between the image acquisition device and the PACS components which in essence eliminates the
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human interaction for inputting patient related data. Currently, there is a CR interface to the RIS available
for direct patient data input [7]. However, direct interface from RIS to CT/MR is still not available.

Errors at the Workstation(WS)
Human Error

Two human errors occur often at the WS. First, the user enters too many key strokes or clicks the mouse
too often before the WS can respond to the last request. As a result from this error, the WS does not
respond properly or it crashes. When the WS response is slow, the impatient user enters the next few
commands while the WS is still executing the last request, it can either crash unexpectedly or hang.
Another possible result is that the WS continues executing the next few commands by the user after the
current one is completed. Since the user may have forgotten what commands he/she had entered, an
unexpected display may appear on the screen which will cause confusion. Second, the user forgets to
close the window of a previous operation. In this case, the WS may not response to the next command. If
the user gets panic and enters other commands, similar errors described in the first case may occur.

Two remedies can be used. The WS can provide a big visible timer on the screen for the user to
know that the last process is still in operation. This process will minimize the impatient user's error. A
better solution is to have an improved WS design to tolerate this type of human error.

System Deficiency

Four system deficiencies at the WS are no localization markers on a CT/MR scout view, incorrect look up
table for CT/MR display, orientation of the CT head image in the coronal scan protocol discussed earlier,
and white boarders in CR due to X-ray collimation. No localization markers on a CT/MR scout view can
be remedied by creating the localization lines using the information from the DICOM image header. The
use of an incorrect look up table for a CT/MR display is case dependent. Correct look up tables for CT can
be generated by using the histogram technique. There are still some difficulties in obtaining a uniform
correct look up table for all images in a head MR sequence. Sometimes it is necessary to investigate every
image individually by using the histogram method. Correction for CT head coronal scan has been
discussed previously. White boarders in CR due to X-ray collimation can be corrected using an automatic
background removal technique [8].

2. Bottlenecks

There are three major bottlenecks in the PACS: network contention, slow response at the WS, and slow
response from the long term archive. This section summarizes what causes these bottlenecks and methods
of remedy.

Network Contention

Network contention will cause many bottlenecks. First, CR/CT/MR images could stack up at the image
acquisition computers. The result would cause the computer disks to overflow and eventually lose some
images. Another effect is that it will take the image file a long time to collect all images at the PACS
controller which can delay the transmission of the file to the WS for review. Network contention can also
cause a long delay for image retrieval from the long term archive, especially when the retrieved image file
is large.

Methods of correction can be divided into general and specific. In the general category, it includes
redesigning the network architecture, using a faster network, and modifying the communication protocols.
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An example of redesigning the network architecture is to separate the network into segments and subnets
and redistribute the heavy traffic routes to different subnets. For example, CT/MR acquisition and CR
acquisition can be divided into two subnets. Assign priorities to different subnets based on the use and
time of day is one way to address the user's immediately need.

Using a faster network can speed up the image transfer rate. If the current network is conventional
Ethernet, consider changing it to Ethernet Hub or fast Ethernet. If optical fibers are available, consider
upgrading the network to asynchronous transfer mode (ATM) technology [9]. Conventional network
protocols were designed for small file transfer. Changing some parameters in the protocol may speed up
the transfer rate, for example, enlarging the image buffer size.

In the specific category, it depends on the operational environment. Methods of correction may
involve changing the operational procedure in the radiology department. Consider two examples: CR
images stacked-up at the CR reader, and CT/MR images stacked up at the scanner. Most CR applications
are for portable examinations and are mostly performed in the early morning. A most obvious method of
correction is to rearrange portable examination schedule at the wards. CT/MR images stacked-up at the
scanner may be due to a design fault in the communication protocol at the scanner. There are two methods
of correction. First, use DICOM auto-transfer mode to "push" images out from the scanner to the PACS
controller or the WS. At the PACS controller or the WS, design the database to update the image file as
each image arrives from the scanner. Second, from the PACS controller or the WS, use DICOM to "pull”
images from the scanner.

Slow Response at the WS

A slow response at the WS is mostly due to bad WS local database design, and not sufficient image
memory. An example of bad WS database design is when the database allocates a large image file in the
local disk for image storage. During the initial configuration, this storage space is contiguous. As the WS
starts to accumulate and delete images while it is being used, this space becomes fragmented. Fragmented
space causes an inefficient I/O transfer rate rendering a slow response bringing images from the disk to the
display. Insufficient image memory in the WS requires continuous disk-memory swap slowing down the
image display speed. This is especially problematic when the image file is large.

Several methods for correcting a slow response at the WS are possible. First, is to increase the
memory size so that the memory can accommodate a complete image file which will minimize the
requirement for memory-disk swap. The use of redundant array of inexpensive disks (RAID) technology
is one way to speed up the disk I/O for fast image display. A better local database design at the WS is
necessary to speed up the image seeking and transfer time.

Slow Response from the Long-term Archive

A slow response from the long-term archive can be caused by slow optical disk search and read/write
procedures, patient images scattering in different optical disk platters, and many simultaneous requests.
Optical disk read/write normally is about 400-500 Kbytes/sec. When many large image files are requested
which scatter in many platters, the seeking time and disk I/O will be slow. This will cause a slow response
from the long term archive.

There are two possible methods of correction. First, an image platter manger software can be used
to re-write scattered images to contiguous optical disk platters. This mechanism will minimize the seeking
time for platters. Another method is to use the image prefetch mechanism which anticipates what images
will be needed by the clinician for a particular patient. A combination of both mechanisms will speed up
the response from the long-term archive.
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SUMMARY

Pitfalls and bottlenecks are two major obstacles hindering a smooth PACS operation after its installation.
We have identified most of these problems based on our clinical experience with the hospital-integrated
PACS during the past two years and clinical experience from other centers. We have also suggested
methods to circumvent these pitfalls and minimize the occurrence of bottlenecks.
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ABSTRACT

The purpose of this presentation is to point out the issues of incorporating digital
libraries (DL) technologies into picture archiving and communication systems (PACS).
The DL technologies can be used to increase the knowledge content and utilities of PACS
and associated medical information systems in providing a broader range of medical
services. We further illustrate certain potential application areas with examples from a
research prototype developed on top of the hospital-integrated PACS of UCSF.

1. INTRODUCTION

Health care delivery systems are progressively transforming into digital media for
better and more cost-effective communications. The trend is accelerated by the current
environment of managed care and wide spread availability of digital imaging modalities.
Digital communication and management in radiology is particularly challenging owing
to large image size and high quality requirement. Over the past decade, PACS has evolved
to be the predominant means for acquisition, storage, and communication of digital
medical images for softcopy review. The technology of PACS is still maturing rapidly, but
the fundamental knowledge of PACS is reasonably well defined. Medical imaging vendors
are now offering turnkey or customized PACS solutions to achieve filmless radiology.

A digital library, on the other hand, is viewed as an electronic version of a paper-
based public library, with the major differences in storage in digital form, direct
communication to obtain material, and copying from a master version [l]. The objective
of a digital library is to provide a single port of entry to the online documents of
distributed library sites over the Internet. These documents are inherently multimedia,
consisting of text, images, video, and audio. Coordinated national effort in DL research has
recently been initiated with joint funding by NSF, APRA, and NASA, and new conferences
and journals dedicated to the DL activities are also organized (see Web sites of these
agencies and digital library project homepage at http://www.dlib.org).

Although addressing different applications, the observation is that the emerging
digital library (DL) technologies can be deployed to enrich the knowledge content and
utilities of current PAC systems in providing a broader range of medical services than
softcopy review. This article describes potential applications and technical issues of the
interplay bewteen DL and PACS and proposes areas of research to address these issues.
When appropriate, we provide illustrative examples taken from our research prototypes.

The rest of the paper is organized in the following manner. Section 2 lists certain
potential extensions to PACS, which will enlarge the functional scope of PACS for
radiology and other medical specialties.  The section also raises several unresolved
research questions to these extensions. Section 3 discusses the system architecture of
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PACS DL while Section 4 provides some examples of utilization. Section 5 concludes this
presentation.

2. DL ISSUES OF PACS

A number of issues arise in the contexts of developing, maintaining and using PACS
and its associated databases as a digital clinical library to support on line search and
decision aids. Some are technical in nature, others are managerial. Many of the issues
present rich opportunities for research.

Issue 1: Two-Tier Versus Three-Tier Architecture?
The major factors that impact this issue include the size of the medical databases, the
number of actual and prospective users, and the types of services that are performed.

Traditional PACS is based on the two-tier client-server architecture. Even the recent
development of PACS, so-called second generation PACS, still consolidates related textual
information from Radiology Information System (RIS) and Hospital Information System
(HIS) into one centralized archive [2]. The main advantages of the two-tier architecture
are its simplicity and lower costs of development.

The two-tiered approach, however, may not always be scalable for systems distributed
in different departments or hospitals, owing to the complexity in data acquisition and
data modeling, the escalating storage cost, and the potential of forming a bottleneck in
light of large numbers of query transactions. Moreover, data in such data warehouse
cannot be independently updated by users, but rather is refreshed on a periodic basis by
data extracted from various established data sources. This incurs a penalty for real-time
applications.

The concept of three-tiered architecture has long been introduced in digital library
systems to manage information in their heterogeneous and distributed computing
environment. Major middleware standards include the Common Object Request Broker
Architecture (CORBA) from Object Management Group (OMG) and Microsoft’s Distributed
Component Object Model (DCOM) [3]. Effort in adapting CORBA for medical community, i.e.,
CORBA-MED, is also underway. The main advantages of the three-tiered architecture are
faster response times, better data consistency, and the ability to custom design data for
each type of user community. The question is whether the advantages of a three-tiered
architecture justify the additional cost and complexity in software development and
maintenance.

Issue 2: Retrieval by Artificial keys or by Image Content?

The original intent of PACS is to support softcopy review, and thus images are
retrieved based on artificial key, such as patient name or hospital identifier. The image
document management is based on flat files. The advantage 1is simple design of data
modeling. This approach, however, lacks the capability to search and index the large
PACS data repository by content, i.e., image features or relevant keywords. It greatly
hinders the usefulness of PACS for other clinical operations, such as online references
and outcome studies.

Content based image retrieval (CBIR) has been a key activity in digital library
research. Certain techniques developed in DL community may be adaptable for PACS [4].
Most of the existing techniques, however, deal with two-dimensional (2D) images and are
concerned with searching through generic image features such as color, shape, texture,
or a combination of these. For the medical imaging domain, more application-specific
algorithms for feature extraction and more expressive data models for multimedia medical
data must be developed to take advantage of the rich information content of PACS DL.
Further, it appears that the practical approach is to supplement the CBIR with textual
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keywords which can be entered by manual annotation or extracted from textual reports
and image file headers.

Issue 3: Fat PACS Stations versus Thin DL Clients?

Current PACS stations are based on high-end client workstations with multiple high
resolution monitors. They are used to retrieve image data directly from the PACS server
and are customized to provide quality image viewing and consultation. The application
programs of these workstations are rather complex and large in size. Subsequently, the
price of a PACS station is high, at the range of $20K and up. The question is whether to
redesign these rather expensive stations in order to support new DL utilities for image
browsing and decision supports.

In contrast, rather than wusing dedicated workstations, DL systems of other non-
medical imaging domains use the World Wide Web (WWW) as the primary means to
disseminate information over the Internet. The Web browsers are originally designed for
the client computers to navigate and display hypermedia documents and image bitmaps
stored at the server machines on the Internet. Many Web based health systems have been
developed based on the WWW paradigm. Recent introduction of Web programming
languages, in particular, Java, further increases the computing power and platform
independency of Web based systems. Whether the Web based PACS stations can match the
functions of high resolution image display stations has yet to be seen. Their advantages
are ubiquitous means for image browsing and retrieval, low costs, and simple
maintenance.

Issue 4: 2D Display versus Volume Visualization?

The design of PACS is to support various modes of 2D image display that can simulate
the conventional review of films using the alternators. The added features of digital
image display include the support of cine loop, zoom and pan, and window and leveling.

Meanwhile, there is a trend of 3D visualization of medical images due to recent
advances made in 3D graphics hardware and languages. Visualization techniques
currently being applied for the analysis of biomedical data include: surface rendered
anatomical displays with rotation and shading, volume rendered cut-outs with enhanced
emphasis of particular objects, transparent surfaces within surfaces with color shading
and rotation, superimposition of multiple image datasets about the same organ, and
reprojection  techniques wusing various weightings of pixels of interest, such as
maximum-intensity projection (MIP) and weighted-integrated projection [5]. Most of
these functions, however, are performed off-line on powerful graphics stations.

The question is whether there is a need to provide on-line volume visualization in
PACS. One argument is that the radiologists are trained with the ability to reconstruct the
image volume in 3D space mentally from 2D image slices. The complex and time
consuming process of volume visualization does not add any new values and may even
lower their reading efficiency. Another school of thought is that the need for on-line
visnalization is critical for the combined interpretation or correlation of 3D anatomic and
physiologic or metabolic data and for real time operations of image-guided therapy and
surgery procedures. The challenge is due not only to the large size of medical images but
also to the complexities of the relationships among the different data.

The implementation of visualization capabilities in PACS would likely be a strategic
decision of whether one should expand the services of the system to other disciplines.
One operational model is to add a high power visualization server in the middleware of
the three-tiered architecture and transmit the visualization results to the client stations
via high speed networks. The advantage of this configuration is to reduce the
computational burden of client stations.
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Issue 5: How Should the Security of Digital Images be Ensured?

Making medical information available to legitimate external parties in a timely
fashion while protecting the privacy of patient data is likely to become an important
issue in the coming of digital hospitals. The current practice of data security is rather
simplistic, mostly involving the user authentication using passwords. With the PACS DL,
medical images and associated patient data will become widely used in diagnosis,
consultation, and research. Thus, there is a need to make them available outside the
medical department or institution where they were initially generated and processed.

Security measures go beyond point-to-point image transmission, i.e., in PACS and
teleradiology, these can be achieved through the use of encryption [6]. The past three
decades of civilian research have generated many robust encryption algorithms that are
freely available in the public domain and are strong enough to warrant government
concerns [7]. The question is how to integrate these encryption algorithms properly into
the networked medical environment with minimum overhead and intervention to
existing operations.

Query screening or filtering is often implemented in digital library systems to limit
the types of query allowable for the particular user group. This approach can certainly
be extended to PACS DL applications. However, because queries are an inclusive, not
exclusive selector of information content, the more difficult issue is how to screen the
results of queries. For example, how to ensure that users do not retrieve unexpected or
unauthorized patient information through a sequence of carefully designed but related
queries to PACS DL. This still is an open area for research. Further, closely related to the
issue of query screening is how to protect from people redistributing or reusing image
data without permission.

Issue 6: What is the Best Economic Model?

How can content and value-added providers of PACS be assured that they have a
reasonable chance to recover their investment if they distribute their information asset
over the hospital network or the Web? This is especially important in this climate of
managed care and shrinking resources. Should the development and maintenance costs
be paid by hospital information departments or shared by participating departments and
organizations?  Or, should the users be charged by monthly subscription, by session, or
by document? To sustain electronic distribution of medical images and records, the system
must accommodate a workable economic model and to understand the requirements of
digital image distribution.

3. SYSTEM ARCHITECTURE

The UCSF HI-PACS, as with many existing PACSs, is originally designed to serve
softcopy readings of radiologists only. With the technologies for storing and sending a
large amount of image data readily available, we investigate the adaptation of digital
library (DL) methodologies for creating and managing content of PACS multimedia data
and disseminating such contents to serve a broad range of clinicians and radiologists.

Figure 1 illustrates the three-tier architecture of PACS DL. The function of each layer
is briefly discussed as follows [8]:

Layer 1: Data Sources

They include databases of PACS, associated medical information systems such as RIS
and HIS, other legacy clinical systems, and external files from outside hospitals. The types
of information include images as well as patient demographics, medical history, still and
moving images, diagnostic reports, voice dictation, and other clinical data. Most of these
data are archived as flat files, such as PACS images, or in non-relational textual databases,
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such as hierarchical data model used in most hospital information systems (HIS). These
data can be archived and shared using recognized data exchange standards and protocols,
such as DICOM (Digital Imaging and Communication in Medicine) for medical images and
HL7 (Health Level 7) for clinical text. The availability of raw images and other medical
information in digital media permits the post-processing, creation, and presentation of
image contents to serve new classes of multimedia applications in medical imaging.

MULTIMEDIA MULTIMEDIA MULTIMEDIA
APPLICATION 1 APPLICATION 2 1o APPLICATION N
Image Database Server | |Knowledge Base
Server
Visualization | I | |
Server Fl - WWW
mage Processing S srvEs
Server
PACS Image Archive Legacy Databases External Data

Figure 1. PACS Digital Library Architecture (three-tier).

Layer 2: Middleware Servers

A collection of servers that enable image database management, data visualization,
image processing, World Wide Web access, and decision supports. These servers may not
necessarily reside in the same physical machine. In our implementation, they are
distributed over computers interconnected with 155 Mbps ATM and 10 BaseT networks of
UCSF HI-PACS.

The image database server manages a metadata repository of underlying PACS and
patient data. It merges the quantitative image features extracted from the image
processing server with textual patient data into an anatomical based data model to support
content based indexing. The content of a medical image includes three levels of
abstraction: (i) features or attributes, such as the texture pattern of an organ, the shape
of a breast tumor, and the signal strength of brain metabolites; (ii) structural objects,
such as image segments corresponding to anatomical regions; and (iii) semantic
information, such as the types of relationships between two objects.

In Figure 2, we illustrate the operational steps that the PACS DL takes to extract image
and textual features from the underlying patient data. The feature extraction is based on
the a priori approach, rather than the dynamic and automatic feature extraction during
user query.
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Figure 2. The workflow of extracting image and text features into a data model for subsequent
content-based indexing in PACS DL. Rules are used to aid the query and navigation.

The extraction and composition of textual data from the diagnostic reports and the DICOM
(Digital Imaging and Communications in Medicine) header fields can be automatic, whereas the
segmentation and extraction of medical images often are done interactively. The image
features are further divided into primitive and logical. Primitive features are directly obtained
from the medical images, such as volume, shape, and texture of certain organs in CTimages or
metabolic activities of brain tissue in PET scans. Logical features are abstract representations
of images at various levels of detail and deeper domain semantics. For example, whether the
volume of an anatomic structure is normal or whether certain brain tissue is hypometabolic in
reference to an established data. These logical features are synthesized from primitive ones
and additional domain knowledge. All extracted features and keywords are entered into object
attributes defined in a metadata model to facilitate subsequent information query by content.
Note that the original image data are still stored in PACS.

Layer 3: Client Workstations
Each client workstation provides a graphical user interface (GUI) for the local user to
request applications of the PACS DL to perform information retrieval, manipulation, analysis,
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and update. A client workstation may also contain simple image processing capabilities, such
as thresholding and filtering, but accesses the IDBS for more sophisticated database services.

Our current client front-end workstations include Motif, Tcl/Tk, Java, Gain Momentum and
Web browsers. The underlying object-oriented database contains the objects that allow the
client applications to access, manipulate, or present the underlying multimedia data in the
server. Web browsers are efficient hypermedia navigation tools for "public domain" file
documents. To allow complex, hierarchical representation of database information, however,
we have to incorporate new software tools, such as JDBC and CGI-Perl, with extensive
multimedia querying capabilities into the web browsers.

4. APPLICATION EXAMPLES

To understand the requirements of incorporating DL capabilities into PACS, we have
been steadily implementing applications with clear clinically-driven goals for the past
four years to demonstrate the usefulness of this new development of PACS. The multi-
tiered system architecture allows rapid prototyping of new applications by leveraging
existing information infrastructure of storage and communication infrastructure. In
addition to general image browsing and retrieval, we briefly illustrate representative
applications in clinical practice, education, and research being investigated at UCSF. For
details please refer to [9].

Read inthe questionand
associated breast images
from PACS DL according
to the question sequence

Multiple choice
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Figure 3. Using PACS DL for Breast Imaging Education.
4.1 Education (Breast Imaging Teaching File)
The objective of this application program is to provide an interactive learning
environment for breast imaging teaching file on the World Wide Web [10]. Figure 3 shows

the generic algorithm used in the PACS DL to support the digital breast imaging teaching
file. The implementation of this algorithm separates program control from medical data.
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Figure 4. Snapshots of Web-Based Breast Imaging Teaching File.

The computer-aided algorithm is implemented as an application-specific module in
the knowledge base server. The visualization server allows the manipulation and
visualization of digitized breast images. It has the PolyMap routines that enhance the
users ability to "interact" with the software by making predefined regions of interest on
the image "clickable." For example, a region of an image that is predefined using the
Polymap will become outlined in blue when the user passes over it with the mouse. This
region can be linked to a “close-up” image, providing the user with a enhanced view of
that specified region. Figure 4 shows certain snapshots of the imaging teaching file.

4.2 Clinical Research (Temporal Lung Nodule Analysis)

The objective of this application is to track and analyze progression of lung nodules
over time using spiral CT (Computed Tomography) scans such that the results can be used
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to determine the effectiveness of a treatment plan [11].

The image processing server of PACS DL contains a suite of image processing tools to
segment and quantitate features of lung nodules from 3D CT images semi-automatically.
These features include volumes, locations, surface areas of nodules, and the total number
of nodules. The quantitation accuracy of the algorithms was calibrated with phantom
studies and validated by two independent radiologists. The extracted data are classified
and organized in a temporal data model of the image database server for on line analysis.

Figure 5. (a) Display of two consecutive CT image slices stored in the temporal chest
imaging database of PACS DL (segmented nodules are marked). The user can use the GUI to
query the imaging library for other study attributes. (b) The left popup window displays
the segmentation results. The top right window shows consecutive slices of the selected
nodule within the same region of interest. The bottom window allows the correction of
the segmentation result.
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. In Figure 5, we show certain GUI displays. Figure 5.a illustrates two consecutive CT
image slices retrieved (lesions are marked). The lower right window shows the list of
nodule parameters extracted from this CT image dataset, e.g., patient ID, study number,
nodule coordinates, volume, surface area, and nodule that it associates with in the
previous study and following-up study. Figure 5.b shows the GUI developed to allow the
user to correct the segmentation result on pixel-by-pixel bases; a pixel can be included or
excluded simply by a mouse click.
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Figure 6. History of the patient nodule number and the total nodule volume. The
volume is measured in mm?® (from [11]).

Figure 6 illustrates a patient case of lung metastases to demonstrate the usefulness
of the PACS DL for temporal image data analysis. This female patient is diagnosed with
breast cancer that has subsequently spread out to her chest. The horizontal axis marked
the periods of the five spiral CT scans she took. Below the horizontal axis, we draw two
lines to denote the intervals during which the patient is under different treatment
plans. One can see that total nodule number is tripled during the early drug treatment
procedures. This triggered a change of treatment protocol to a combination of radiation
therapy and chemotherapy, that was proved to be effective. The total volume of the
cancer reduced by a factor of 5 from its peak value near March 1995. The system also
provides the capability to track the progression of individual nodules over time.

4.3 Clinical Practice (Non-invasive Epilepsy Surgical Planning)

The current gold standard for evaluating surgical candidates of medically refractory
epilepsy is intracranial electroencephalography (EEG) recording. An intracranial EEG
study requires invasive surgery to place electrodes for recording brain electrical activity
during spontaneous seizures. The purpose of this DL application is to provide accurate,
noninvasive localization of epileptogenic tissue for surgical resection using multimodal
imaging techniques and to resolve discordant or inconclusive imaging evaluations [12].
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The image processing server contains a suite of image processing tools for 3D co-
registration, image segmentation, and extraction of functional and structural
information of brain regions of interest. These features include volumes, glucose
uptakes, neurochemical spectra, and dipole locations. Segmentation of fine anatomical
structures such as hippocampus, is done interactively. The image database server
organizes PACS image indices, annotated pictures, extracted features, clinical text, and
outcome data into a metadata model for epilepsy diagnosis. The visualization server
provides 3D construction of medical images for better understanding of neuroanatomy
and neurophysiologic pathway.

Figure 7 illustrates the registration of MSI (Magnetic Source Imaging), PET (Positron
Emission Tomography), and EEG for on line planning an epilepsy case. Figure 8 shows a
3D view of combined MRI (Magnetic Resonance Imaging) and PET for a temporal epilepsy
case. Such 3D views are useful for the non-radiologists to appreciate clinical significance
of registration findings.
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Figure 7. Left: scalp EEG recording of patient’s epileptiform spike activity recorded over the
left temporal region; middle: T2 weighted coronal MRI slice with dipole sources (triangles),
which correspond to EEG spikes, localized adjacent to a focal area of increased T2 in the left
middle temporal gyrus; right: coregistered FDG-PET slice reveals focal relative
hypometabolism (white arrow) in the same region of the left middle temporal gyrus (Data
courtesy, Departments of Radiology and Neurology, UCSF).

Figure 8. Visualization of a mesial temporal epilepsy case. Top: PET viewed on the cut
surface of registered 3D MRI volume. Arrow 2 indicates hypometabolism in the left
temporal lobe region. Bottom: The corresponding MRI coronal slice shows subtle
structural atrophy of hippocampus within the left mesial temporal lobe (arrow 1).
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5. CONCLUSIONS

This article points out a new direction of PACS development. It describes how the DL
technologies can be adapted and integrated into PACS to increase the usefulness of the
image management system in medicine. In specific, we present the multi-tiered DL-PACS
architecture, discuss certain operational models, and describe new capabilities of such
systems. Incorporating the emerging DL technologies into PACS will have the potential to
lead to new services and markets of PACS. In this presentation, we identified some of the
requirements for such systems and provided solutions to these requirements based on our
prototyping experience on the UCSF HI-PACS.
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ABSTRACT

Image communication between PACS applications and radiologic imaging equipment has
always been difficult due to the proprietary communication protocols and data formats used by the
individual manufacturers. With the introduction of DICOM, image communication among PACS
components and radiologic imaging devices becomes feasible. We have integrated our PACS into
a DICOM-compliant system that facilitates the communication of radiologic images between
individual PACS components and radiologic imaging equipment.

The image communication software implemented in our PACS was based on the
Mallinckrodt's central test node (CTN) software with several enhanced features. These features
included dual network interface support, adjustable TCP buffer size, prioritizing job control, and
computer host verification. The enhanced DICOM-based communication software has
demonstrated a reliable yet efficient transfer for images in a PACS environment. This paper
describes our implementation strategy of adapting DICOM to the UCSF PACS and the utilization
of DICOM in the PACS operation.

KEY WORDS: Digital imaging and communications in medicine (DICOM), data encoding,
transmission control protocol/Internet protocol (TCP/IP), PACS infrastructure, asynchronous
transfer mode (ATM), DICOM Query/Retrieve Service Class.

1. INTRODUCTION

One major effort in the early development of the UCSF PACS!!) in 1993 was to interface
the existing radiologic imaging equipment to acquire radiologic images into the PACS. These
imaging equipment, which generated images that did not comply to DICOM!?! or ACR/NEMA
standard, required the development of sophisticated image acquisition software based on the
proprietary communication protocols and data structures that were used by the individual
manufacturers. Our goals in integrating these imaging equipment into the PACS included: (1)
providing reliable communication for images between the imaging equipment and the PACS
components such as the acquisition computers, the archive server, and the display stations; (2)
archiving the multi-vendor, multi-modal radiologic images to long-term storage devices in a unified
data format that would comply to DICOM standard once DICOM becomes available.
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In February 1994, we successfully connected four magnetic resonance (MR ) imagers, three
computed tomographic (CT) scanners, two computed radiography (CR) systems, and one laser
film digitizer to our PACS. Images acquired from these radiologic imaging equipment were
archived to an optical disk library for future retrieval and routed to the designated display stations
for clinical review.

2. METHOD

2.1 Implementation Strategy

We applied a three-phase implementation strategy in adapting DICOM to the UCSF PACS.
These three phases of implementation, which ensured a smooth transition of integrating the PACS
into a future DICOM-compliant system, were as follow:

Phase One: Adapt the ACR/NEMA standard¥]
Phase Two: Migrate from ACR/NEMA to DICOM
Phase Three: Integrate DICOM into PACS
2.2 Three Phases of Implementation
Phase One: Adaptation of ACR/INEMA Standard (1993 - 1994)

The major effort in Phase One was to develop interface software to acquire digital
images from a wide variety of existing radiologic imaging equipment in the radiology
department. These images, after acquired, were converted to ACR/NEMA 2.0 format for
archiving and distribution. The following paragraphs provide the details of the
implementation.

Image Acquisition and Data Encoding: An image acquisition process running
on a PACS computer communicated with the radiologic imaging device using the
manufacturer's proprietary communication protocol. Pixel data and relevant
information were then extracted from the acquired images and converted to
ACR/NEMA format via a reformatting process. This process performed the following
tasks:

» Extracting header information and pixel data from an acquired image based on
the manufacturer's proprietary image file structure

» Converting extracted header and pixel data to ACR/NEMA format

» Preserving manufacturer's raw header in the ACR/NEMA header as a shadow
group

+ Packaging slice images from one CT or MRI scan into a single file for
archiving

Image Storage: All images were archived to the optical disk library in
ACR/NEMA format on a per-scan-per-file (CT and MR images) or per-exposure-per-

file (CR and Digitized images) basis®).
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Image Communication:  Tansmission of images between individual PACS
components such as the acquisition computers, the archive server, and the display
stations were handled by UCSF's proprietary TCP/IP-based client/server

communication softwarel6 71,

Phase Two: Migration from ACR/NEMA to DICOM (1995 - 1996)

In Phase Two, we developed a DICOM converter to translate ACR/NEMA images to
the DICOM 3.0 format. In addition, the Mallinckrodt CTN software was modified and used
for transfer of DICOM images to any DICOM-compliant systems. The following describes
the Phase Two implementation.

Image Acquisition and Data Encoding: All images acquired from the radiologic
imaging equipment were converted to ACR/NEMA file format (No change from Phase
One).

Image Storage: All images were archived in ACR/NEMA file format (No change
from Phase One).

Image Communication: Transfer of images between individual PACS components
in Phase Two was handled by two types of client/server communication software, the
UCSF proprietary communication software and the Mallinckrodt CTN-based
communication software.

The UCSF proprietary communication software was used for the transfer of
packaged ACR/NEMA images between individual PACS computers (no change from
Phase One). On the other hand, the DICOM converter, capable of translating
ACR/NEMA images to DICOM format, incorporated the Mallinckrodt CTN-based
communication software to distribute the packaged ACR/NEMA images as individual
DICOM images to the DICOM-compliant systems.

Phase Three: Integration of DICOM (Current Implementation)

In Phase Three, we are focusing on a full integration of DICOM into our operational
PACS. Our basic goals include:

* Acceptance of both DICOM and non-DICOM images from the radiologic
imaging equipment

* Archiving images in DICOM file format

* Supporting DICOM standard Query/Retrieve services such as C-FIND, C-
MOVE, and C-GET in the retrieval of images

We have modified Mallinckrodt's CTN software by adding several enhanced features
to facilitate the communication of radiologic images between individual PACS components
and radiologic imaging equipment (see Section 2.3). Currently, we are implementing
DICOM's Query/Retrieve Service Class in the archive system to support online retrieval of
images system-wide. The data encoding software for both DICOM and non-DICOM images
have been developed and are illustrated in Figure 1 and Figure 2, respectively.
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Figure 1. Data encoding of DICOM images. A PACS acquisition computer communicates with the
DICOM-compliant imaging device and acquires the digital images using standard DICOM communication
protocol. The acquired slice images from one CT or MRI scan are packaged into a single file for
archiving. After archiving, these slice images, when retrieved, are unpacked from the multi-slice image
file and transmitted individually to the requesting station.
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Figure 2. Data encoding of Non-DICOM images. A PACS acquisition computer communicates with the
imaging device and acquires the digital images using the manufacturer's proprietary communication
protocol. The acquired images are converted to DICOM via the DICOM encoder. The manufacturer's raw
headers are preserved in the corresponding DICOM headers as shadow group 0019. Slice images from
one CT or MRI scan are packaged into a single file for archiving.
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2.3 Software Enhancement

The enhanced features implemented in the modified version of the Mallinckrodt CTN
communication software include dual network interface support, adjustable TCP buffer size,
prioritizing job control, and computer host verification. What follows is a description of the
functionality of these features.

Dual Network Interface Support:

The enhanced DICOM communication software allows a server or a client host system to
be configured with dual network interfaces such as the high-speed asynchronous transfer mode
(ATM) network and the tradition Ethernet network. There are two advantages of the dual network
configuration. First, a DICOM server can accept multiple transmissions of images simultaneously
over both the ATM and Ethernet networks. Second, Ethernet can be used as a backup for the
ATM. Failure of the ATM automatically triggers the host system to reconfigure the communication
network so that images will be transmitted over the Ethernet.

Adjustable TCP buffer size:

The TCP buffer size used in the communication software for transmission of images can be
adjusted to achieve better network throughputs. This is important because the optimal buffer sizes
for ATM and Ethernet are different.

Prioritizing Job Control:

The job control mechanism implemented in the communication software allows images to
be transmitted according to different priority levels or re-transmitted in the event of connection
failure.

Computer Host Verification:

Verification of a remote DICOM client system from the DICOM server system provides
data security and patient confidentiality for the PACS. The verification is based on the IP address,
host name, and the supported DICOM Service Classes of the client system.

3. RESULTS AND DISCUSSION

We have integrated our PACS into a DICOM-compliant system that facilitates the
communication of images between individual PACS components and radiologic imaging
equipment. The image communication software implemented in our PACS was based on the
Mallinckrodt's CTN software with several enhanced features. These features include: (a) dual
network interface support, which allows images to be transmitted over both the ATM and Ethernet
networks; (b) adjustable TCP buffer size, which allows data transmission to be optimized; (c) a
job control mechanism, which allows images to be transmitted according to different priority levels
or re-transmitted in the event of connection failure; and (d) computer host verification, which
provides data security and patient confidentiality for the PACS.

The enhanced DICOM-based communication software has demonstrated a reliable yet

efficient transfer for images in a PACS environment. Our PACS infrastructure currently provides
DICOM connectivity for multi-vendor equipment. The system accepts both DICOM and Non-
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DICOM images from the radiologic imaging equipment, and distributes images in either
ACR/NEMA or DICOM format.

Utilization of DICOM communication protocol and data format in PACS requires overhead
which tends to slow down the processing and transmission of the radiologic images. On the other
hand, DICOM provides interoperability between individual PACS components and radiologic
imaging equipment, but does not guarantee reliable transmission of images on the network.
Therefore, much effort in software integration is necessary in order to increases operation
efficiency and data integrity of a PACS that will comply to DICOM standard.
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ABSTRACT

Surgical treatment of temporal lobe epilepsy (TLE) requires the localization of the epileptogenic zone for surgical
resection. Currently, clinicians utilize electroencephalography (EEG), various neuroimaging modalities, and psychological
tests together to determine the location of this zone. We investigate how a multimedia neuroimaging workstation built on
top of the UCSF Picture Archiving and Communication System (PACS) can be used to aid surgical planning of epilepsy and
related brain diseases. This usage demonstrates the ability of the workstation to retrieve image and textual data from PACS
and other image sources, register multimodality images, visualize and render 3D data sets, analyze images, generate new
image and text data from the analysis, and organize all data in a relational database management system.

Keywords: PACS, workstation, multimedia, epilepsy, surgical planning
1. INTRODUCTION

Epilepsy is a condition characterized by recurrent seizures. Approximately 0.5 - 1% of the United States population
suffers from epilepsy, and 20% of these people do not have their seizures controlled by anti-epileptic drugs. Of this 20%,
one-half are candidates for surgical treatment because the candidates must have partial (focal) seizures. In surgical treatment
the epileptogenic zone (focus) is localized and resected. Invasive intracranial interictal and ictal video EEG monitoring is
considered the gold standard for localizing the epileptogenic zone and involves the implantation of depth electrodes and/or
placement of subdural grids to monitor the brain for epileptiform activity. This procedure is both costly in terms of money
(530,000 - $50,000/exam) and patient morbidity, so noninvasive methods of localization are being pursued in hopes of
expediting the surgical treatment of larger populations of epilepsy patients [Laxer 93].

Two thirds of all surgeries undertaken for intractable seizures are temporal lobectomies [Engel 87]. In fact, the
structures of the mesial temporal lobe of the brain are of particular interest because depth electrode recordings from patients
with intractable temporal lobe epilepsy have revealed that seizure onset is usually in the mesial temporal lobe [Wieser 91].
Mesial temporal sclerosis (hippocampal sclerosis) is the most common underlying pathology in temporal lobe epilepsy and
primarily involves the amygdala and hippocampus. This pathology exhibits certain anatomic and pathophysiologic traits
which are detectable by various noninvasive neuroimaging modalities.

At the UCSF Northern California Comprehensive Epilepsy Center, the anatomy and pathophysiology of the
amygdala and hipﬁpocampus is assessed in TLE patients using the following neuroimaging modalities: magnetic resonance
imaging (MRI), “fluorodeoxyglucose positron emission tomography (FDG-PET), magnetoencephalography (MEG), and
magnetic resonance spectroscopic imaging (MRSI). MRI provides unsurpassed anatomic detail of brain structure and is the
principal imaging technique for evaluating patients with partial epilepsy. MRI reveals gross structural abnormalities such as
hippocampal atrophy in patients with partial seizure disorders. However, a substantial fraction of TLE patients have non-
concordant MRIs with less optimum surgical outcome. Also, some patients suffering from partial seizures sometimes
exhibit normal anatomical images.

Further author information -
K.S.H. (correspondence): Email: hoo @lri.ucsf.edu; WWW: http:/Iri.ucsf.edu/~hoo; Telephone: 415-502-4288; Fax: 415-502-
3217
S.T.C.W.: Email: swong@Iri.ucsf.edu; WWW: http://Iri.ucsf.edu/~swong
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FDG-PET scanning is employed to measure the localized cerebral glucose metabolism in the temporal lobe. The
incidence of temporal lobe hypometabolism (focal reduced glucose uptake) varies from 60% to 90% of TLE patients [Laxer
93]. MRSI exploits the principal that every chemically distinct nucleus in a compound resonates at a slightly different
frequency. MRSI measures the concentration of metabolites in brain tissue, and the epileptogenic zone has decreased levels of
N-acetyl-aspartate (NAA), phosphocreatine, and adenosine triphosphate and increased levels of inorganic phosphate, lactate,
and hydrogen. MEG uses three-dimensional dipole localization methods to analyze weak magentic signals generated by
neuronal electrical activity. MEG can noninvasively pinpoint the source and time sequence of electrical activities in the
brain.

Currently, the fusion of all the above image information to localize the epileptic focus is placed squarely on the
shoulders of the clinicians. Each imaging study must be reconstructed mentally by the clinician to correlate the pathologic
findings of each respective image set. This task is complicated by the fact that the output of each imaging modality differs
with respect to resolution, acquisition plane, and parameter measured. The purpose of this paper is to demonstrate the
utilization of a multimedia PACS workstation that provides enhanced software utilities to enable the combination and
correlation of this diverse information offered in the four neuroimaging modalities in the surgical planning of TLE patients.

The organization of this paper is as follows. Section 2 briefly describes the epilepsy surgical planning procedures
followed at the UCSF Northern California Epilepsy Center. Section 3 presents the workstation system architecture, and
section 4 describes a typical workup scenario of evaluating the neuroimages with the workstation. Lastly, sections 5 and 6
present our preliminary results and conclusions.

2. EPILEPSY SURGICAL PLANNING

In the past three years, we have been designing and developing a multimedia client workstation on top of UCSF
PACS for neurosurgical planning [Wong 95]. This work reports the utilization results of the multimedia PACS workstation
in supporting the analysis of neuroimages as part of the general surgical planning in epilepsy at UCSF. The patients
involved in this study come from the population of epilepsy patients followed at the Northern California Comprehensive
Epilepsy Center. The image and text data of 40 patients have been analyzed by neurologists, nuclear medicine clinicians, and
neuroradiologists using the multimedia workstation.

Medically Refractory Patients

;

Non-invasive Tests

EEG VET MRl |[——®| Invasive Tests
MRS PET MEG Intracranial EEG
Neuro-psych monitoring from
1 surgically implanted
(+) electrodes
(+) - positive findings
+ -
+) ) () - negative findings
MRS, PET, MEG -
Surgery Not Surgery additional modalities
Candidates Candidates in proposed research

Figure 1 outlines the general diagnostic workup for presurgical epilepsy diagnosis. Patients entering this protocol
are medically refractory; their seizures are not controlled by anti-epileptic drugs, or the side-effects from such drugs are
intolerable. The successful finding of concordance among the non-invasive imaging modalities precludes the necessity to
perform invasive intracranial EEG monitoring from surgically implanted electrodes. The tools provided by the multimedia
workstation increase the likelihood of obtaining positive findings from the non-invasive tests.
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3. WORKSTATION ARCHITECTURE

Our strategy of multimedia workstation development is to use, modify, and integrate off-the-shelf computing
hardware and software to enable rapid prototyping and to better focus on user interface design. The capabilities of this
workstation include on-line access to the image and textual data from PACS and other image sources by patient name or
hospital identification (ID), automatic image registration, 2D and 3D visualization, image processing, and persistent storage
of extracted data. The workstation must be easy to use because this design feature ultimately determines its usefulness and
acceptance to the clinicians and therefore its ability to aid in supporting the localization of the epileptogenic zone.

Multimedia PACS Relational
Workstation Database

UCSF PACS
Central Archive

Figure 2. The distributed system architecture of the multimedia PACS workstation.

First generation PACS have been the prevalent means for acquisition, storage, communication, and display of digital
medical images [Huang 96]. The recent development of the second generation PACS [Huang 93, Osteaux 92] has included
the integration of PACS with heterogeneous information systems like hospital information system (HIS) and radiological
information system (RIS). The hospital-integrated PACS implemented at UCSF acquires digital images from various remote
scanners, as well as patient records from RIS and HIS, and consolidates them into a central data store. Accessing this large
data repository overcomes many administrative and technological barriers in collecting the necessary multimodal patient data
files for this work. Every image dataset acquired is complemented with the textual reports that describe the qualitative
diagnostic findings about the image set and medical history of the patient.

The workstation’s basic computing platform is an SGI Onyx Workstation (Silicon Graphics, Inc., Mountain View,
CA) running Irix 5.3 and containing two Reality Engines for rapid image visualization. The workstation’s software routines
access the centralized archive of the UCSF PACS by patient name and hospital ID and contain three dimensional (3D) image
visualization and processing packages: 3DVIEWNIX (University of Pennsylvania) and Volumetric Image Display and
Analysis (University of Iowa), a set of automated image registration (AIR) programs based on Wood’s algorithms [Woods
93], and region of interest (ROI) analysis tools from Lawrence Berkeley National Laboratory. All of the above disparate
software components are integrated into an easy-to-use multimedia workstation user interface based on the object-oriented
Gain Momentum Multimedia User Interface (Sybase, Inc., Emeryville, CA). This graphical user interface (GUI) utilizes
graphical widgets to present information, launch 3DVIEWINIX and VIDA, make calls to registration algorithms, and manage
data contained in the relational database managed by a SQL server (Sybase, Inc.) on a 4-processor SUN SPARC 690MP
running Solaris Operating System.
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4. WORKUP SCENARIO

When a clinician sits down at the workstation to initiate an analysis session, the first step is to retrieve image and
textual data from PACS and other data sources. Figure 3 shows a screenshot taken during the retrieval of image and textual
information from the PACS to the workstation. In the upper left, the patient name is entered and sent to the PACS (the
patient name has been changed to maintain privacy). The PACS returns descriptions of the imaging studies corresponding to
the specified patient name, and these items are displayed as rows in the upper scroll widget. Clicking on a row triggers the
retrieval of the diagnostic report from the PACS, and clicking on the “Retrieve Image” button triggers the retrieval of the
selected image dataset and storage on the local workstation hard drive in a user-specified UNIX file. The PET, MEG, and
MRS image datasets are retrieved via file transfer protocol from the respective scanners. After retrieval the images can be
visualized by launching either 3DVIEWNIX or VIDA from the GUL

Figure 3. A screenshot taken from the multimedia PACS workstation showing the textual information retrieval from the
PACS central node.
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Figure 4. A screenshot taken from the multimedia PACS workstation showing the registration of PET to MRIL.

With the imaging studies now reside on the workstation, biomedical information is quantitated, extracted, and
combined in various ways to aid in the localization process. First, the nonbrain structures, e.g. scalp and skull, are
interactively segmented from the MRI dataset, and then, a transformation matrix is generated using the AIR package to co-
register the PET with the newly processed MRI dataset. Several registration parameters such as sampling, iterations,
thresholds, and initialization files can all be set via the GUL

Exploiting MRI’s excellent anatomic detail, the hippocampus and amygdala are interactively segmented using the
ROI utilities of VIDA (see Figure 5). The resulting segmentation parameters are combined with the transformation matrix
and PET sinogram files to yield glucose counts for these mesial temporal structurcs. Such quantitative data, volumes and
glucose counts, cannot be obtained by conventional workups and are important in determining the suitability of patients for
surgical treatment. MRSI registration is done prospectively before each data acquisition. A coordinate transformation from
the MEG space to the MRI space allows the projection of all or parts of the reconstructed dipole pathway into a multislice or
three dimensional MR image of the patient. With the temporal lobe structures of the amygdala and hippocampus now
segmented and analyzed for volume, metabolic rate, electrical activity, and metabolite concentration, the epileptogenic zone
can be lateralized and localized if there is sufficient concordance of pathological findings.
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Figure 5. A screenshot taken from the multimedia PACS workstation showing the interactive segmentation of temporal lobe
structures from MR images.

After the workup, the clinician saves all the analyzed results into the relational database for future reference. This
includes not only the final numerical values of volume, glucose counts, electrical spike magnitude and location, and
metabolite concentration, but also the scalp-less MRI, segmentation parameters, and transformation matrix that were
generated at the workstation. This data can then be accessed again at a future date for reference purposes, allowing the
assessment of the accuracy of segmentation and findings and comparison to new cases. The database can manage and store the
analysis work of multiple clinicians on multiple patients. Figure 6 shows a GUI to the relational database.
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Figure 6. GUI to relational database. Queries on image features and textual keywords is supported. Clicking on thumbnails
triggers retrieval of full MRI dataset. Textual data is displayed in text widgets below.

The power of organizing the analyzed data in the database is the ability to do on-line analytical processing of the
collccted data. The database can be queried on any number of keys ranging from patient name to image features to report
keywords. Complex queries can be exccuted such as “Find female patients age over 21 years with right hippocampal atrophy
> 10% and corresponding depletion of N-acetyl-aspartate > 15%.” Matching patients are returned to the workstation, and full
image datasets can be retrieved by clicking on the thumbnail images. The textual information is displayed in a variety of
lists, entry fields, and textboxes. Thus, not only is it possible to index into the textual data, but also into the images
themselves and the quantitative data they contain. The workstation expands the utilization of PACS data beyond radiologic
soft-copy display and also augments the knowledge basc of PACS by storing the results of analysis, segmentation of image °
features, quantitated image features, registration parameters, and textual reports.

5. RESULTS

The workstation has been utilized to analyze brain images of 40 patient cases. In cases where there were no
hippocampal abnormalities on MRI, the co-registered MRI was used to increase the ability to interpret subtle lateralized
abnormalities on PET. In all of 7 cases lateralized relative hypometabolism was identified concordant with ictal EEG
findings. In preliminary results, missed abnormalities and false interpretations of independently interpreted high resolution
FDG-PET were correctly identified with co-registration to MRI, allowing both an increase in sensitivity and specificity in the
detection of hypometabolism in patients with partial epilepsy of mesial and neocortical temporal origin.



The following example demonstrates the identification and correct interpretation of focal hypometabolism only after
co-registration on the workstation. Figure 7 shows an FDG-PET scan from a patient with right neocortical temporal lobe
epilepsy. The scan was originally interpreted as “probably normal”. Although intracranial ictal EEG recordings were non-
localizing, interictal data from MEG spike source localization an intracranial EEG suggested that the epileptogenic zone was
located in the right lateral temporal region. MRI in this region as well as mesial temporal structures was normal. After co-
registration of MRI, interpretation of focal hypometabolism on PET in the posterior superior lateral temporal region became
unequivocal. Confidence from co-localization of the local PET abnormality and focal neurophysiologic disturbance directed
surgery leading to a seizure free outcome for the patient.

Figure 7. MRI-PET-MEG co-registration to detect a focal electrophysiologic and metabolic interictal disturbance. Left-—M!EG spike
dipole source localization (white triangles) overlaid on selected co-registered coronal MRI slices from the temporal IOPBS--dlpOEC
sources correspond to an active disturbance of epileptiform activity recorded bipolarly over the right temporal lgbe with scalp-
sphenoidal EEG (sharp waves maximum at T4); the MRI is normal. Right--corresponding FDG-PET slices with ove}'layed contours
from MRI anatomy--focal hypometabolism is present in the right superior temporal gyrus, remarkably colocalized with M_EG splke
sources. Pathologic examination cortical resection confined to the superior temporal gyrus and superior bank of the posterior middle

temporal gyrus revealed hamartomatous dysplasia. Co-registration was performed with AIR®,
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Direct comparison of quantitative data between different metabolic imaging volumes of interests can be done on the
workstation. In figure 8 two types of metabolic data--the concentration of NAA (a marker for neuronal cell density) and
glucose uptake (a measure of synaptic activity)--are calculated for the same volume, in this case a single voxel within the
hippocampus. Further application afforded by co-registered MRI anatomy is the ability segment the MRSI voxel such that
only the contribution from hippocampal or parahippocampal grey matter is sampled in the metabolite signal analysis.

FDG-PET

Figure 8. MRI/MRSI-PET co-registration for direct comparison of [NAA] and specific activity of glucose uptake. 1H-MRS
spectra from voxel in left hippocampus on MRI (left inset). Same voxel is placed on coregistered FDG-PET (right inset).
The normalized [NAA] (using water as an internal standard reference) for this region of the hippocampus can be directly
compared to the normalized specific activity of glucose uptake (or actual metabolic rate of glucose metabolism if arterial
blood flow curve of FDG is available) of this same region. Co-registration was performed with AIR©. Spectroscopy
courtesy of Gabriele Ende (Central Institut of Mental Health, Mannheim, Germany, 1995).

Results of our preliminary image data analysis indicates that dipole sources of interictal spikes were able to be
estimated in 19 of 40 patients. Twelve of the patients have had their outcomes assessed while the remaining patients will be
reported in the future. All twelve patients had a MEG study, and eleven had a PET study. The imaging results and outcomes
of the these twelve epilepsy patients are given in Table 2. Seven of the twelve patients had localizing MEG studies, and 6 of
eleven patients displayed hypometabolic activity lateralized to a specific lobar region. The six patients who had both
localizing MSI and PET all localized to the same lobar region; four were in the medial temporal lobe and 2 in the lateral
temporal lobe. Five of the six patients had sublobar region of seizure onset agreement. Case C0028 is exceptional because
both ictal EEG and MRI provided no localization information. The PET scan was originally interpreted as normal by blinded
nuclear medicine specialists. Only with co-registration to the MEG spike sources were clear focal hypometabolism in the
corresponding region revealed. In the group as a whole correlation of MSI with final localization of the epileptogenic zone
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was higher than either video EEG, MRI, or high resolution PET. MSI and PET provided the highest correlation of any

combination of non-invasive modalities.

Case |[Ictal EEG |MRI PET EEG/MEG Surgery Outcome
no. (months)
C0003 LT L hipp atrophy NL not done/neg. LTL Sz. free (5)
C0015 |LT L hipp atrophy & focal |- FP1,F7,F3,SP1/LMT |LTL Engel II (15)
increase T2
C0026 |LT Normal LMT F7,T3/LMT LTL Engel II (15)
Cc0029 |LT L hipp atrophy LT neg/neg LTL Sz free (15)
C0039 |LT Normal LMT SP1/LMT LTL Sz free (5)
C0075 |RT Normal NL neg/neg RTL Sz free (8)
C0081 |RT R hipp atrophy & RMT neg/neg RTL Sz free (8)
increased T2
C0088 |RT R hipp atrophy & focal |RT F8,T4/RLT RTL Sz free (9)
increase T2
C0091 |RT Rt. hipp atrophy RT neg/neg RTL Sz free (7)
C0096 |LT L hipp atrophy & focal [LMT SPI/LMT LTL Sz free (5)
increase T2
C0028 |NL (SDE) Normal RLT T4/RLT RSTG/MTG Sz free except some
(focal) topectomy SPS (10)
C0055 |NL (SDE) L lateral temporal focal [LLT T3/LLT LLT Sz free (4)
increase T2 (focal) lesionectomy
and additional
AILT resection
Table 2. Patient Clinical Features and Epilepsy Evaluation. These patients have either Mesial Temporal Lobe

Epilepsy (MTLE) or Neocortical Epilepsy

Table legends:

Ictal EEG

LT = Left Temporal
RT = Right Temporal
NL = Non-Localizing

SDE = Subdural Electrodes

Surgery

PET

LMT = Left Medial Temporal
NL = Non-Lateralized

RLT = Right Lateral Temporal
- = study not done

AILT = Anterior Inferior Lateral Temporal

EEG/MEG

LLT = Left Lateral Temporal

LMT = Left Medial Temporal
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RLT = Right Lateral Temporal




LLT = Left Lateral Temporal

LTL = Left Anterior Temporal Lobectomy
MTG = Medial Temporal Gyrus

RSTG = Right Superior Temporal Gyrus
RTL = Right Anterior Temporal Lobectomy

6. CONCLUSION

The multimedia PACS workstation enables clinicians to more effectively evaluate epilepsy patient data from PACS
through the use of registration, 3-D rendering and visualization, ROI analysis, and database management. It also enables better
understanding of the epileptogenic process itself and promises to facilitate multimodality investigation of brain functions and
anatomy in other brain diseases such as multiple sclerosis. The intuitive GUI frees the clinician to concentrate on the clinical
aspects of the case, and its integrated software utilities expand the utilization of PACS to clinicians outside the radiology
department. By storing the extracted image and text data in the relational data model, the workstation increases the knowledge
base of PACS. This knowledge augmentation increases the power of PACS for clinical applications.
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Computed Radiographic(CR) Image Post-processing in Picture
Archiving and Communication Systems(PACS)
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Abstract

This paper present the key post-processing algorithms of CR images used in our second generation
PACS and its software implementation based on the algorithm features, fault tolerance and multilevel
adaptive control in order to achieve the benefits of image processing, get good performance and results on
post-processing speed and reliability.

Key words: Computed radiography, PACS, post-processing algorithms, and adaptive process
control.

1. Introduction

As digital imaging becomes more important in daily radiology practice, the need of converting
images from projection radiography to digital format becomes apparent. CR system is one of digital
methods which aim to replace the present screen/film system of analog X-ray[1]. It uses portable imaging
plate(IP) as X-ray sensor which stores X-ray energy in latent image form. After laser scanning the IP, the
optical image generated from the latent image is converted to a digital format.

Digital-based picture archiving and communication systems have gradually replace conventional
film-based operations in radiology departments. The CR imaging subsystem in PACS can be considered to
involve three modules, image acquisition, image archiving, and image display. Raw images generated by
CR systems must be post-processed in many complex computational steps before archiving into PACS or
transmitting to remote display workstations. This kind processing involves a sequential operations of
intertwined computational procedures, including image reformatting, automatic background recognition and
removal (ABRR)[2], orientation correction(OC)[3], automatic lookup table adjustment(ALUTA), and image
encoding. Some processes (e. g., ABRR) are irreversible, and some are hardware related or input
parameters dependent (e. g., ALUTA, OC). The quality of processed images, the performance and results
of these processes, and speed and reliability of image delivered are relied on the algorithm features, the
strategy of their software implementation in PACS environment. In this paper, we present the key post-
processing algorithms of CR images used in our PACS and its software implementation based on the
algorithm features, fault tolerance and multilevel adaptive control in order to achieve the benefits of image
processing, get good performance and results on post-processing speed and reliability.

2. Data flow of CR images in PACS

The department of radiology at UCSF operates two CR systems(Fuji 9000 and Fuji AC-2)
generating about 1.2 gigabits of image data daily. Figure 1. shows a diagram of data flow of CR images in
PACS. The patient information coming from RIS/HIS is used for identifying specific study and encoding
image format to DICOM.
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Figure 1. A diagram of CR data flow in PACS

There are seven processes involved in the CR acquisition and post-processing. The functions of
these routines are as follow: (1) DASM_server process acquires images from a Fuji system; (2)
communication process transfers data between acquisition and post-processing workstations; (3)
reformatting process converts and formats the acquired image data from different sizes to an uniform 2K
x 2K dimension for next step processing; (4) automatic background recognition and removal
process eliminates redundant background signals in the acquired CR images caused by X-ray collimation;
(5) orientation correction process aligns and rotates the CR image to a position suitable for viewing in
display stations; (6) automatic lookup table adjustment process modifies the default lookup table to
enhance the visual quality of aligned images; and (7) header encoding process converts the image from
Fuji proprietary format to the standardized DICOM 3.0 .

These seven processes are independent daemons running in the background of the two SUN
SPARC workstations. Processing of CR images is sequential through these steps and follows the FIFO
model(first in first out). The conventional processing model of this stream line daemon procedure is
illustrated in Figure 2.

B R s

queue quene
i+1 +2

queue X et
i-1 !

Figure 2. A diagram of the stream line procedure of CR post-processing

3. CR key post-processing algorithms in PACS

3.1 Reformatting

Previous purpose of reformatting the image of various sizes to a standard size is for displaying
because our old display system only can display image in fixed size(2K x 2K). Currently, most commercial
display workstations can deal with different sizes of images with DICOM standard format. The reasons we
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still do reformatting on CR images are: (1) old display systems still keep running in clinics; (2) the
algorithms of next processing steps need fixed image format.

In reformatting process, images from different IP sizes(8" x 10", 10" x 12", 14" x 14", 18" x 24",
and 24" x 30") are reformatting to a standard size (2K x 2K pixels). If the size of an incoming image is
larger than 2K x 2K, the reformatting takes two steps: first a 2D bilinear interpolation is performed to shrink
the image in both directions; second a suitable number of blank lines is added to extend the size to 2K x 2K.
I1:101' ﬁl?yes that produce pixel matrix sizes smaller than 2k x 2K, the image is extended to 2K x 2K by adding

ank lines.

3.2 Automatic background recognition and removal

Under normal operation conditions, CR images contain unexposed areas due to X-ray collimation.
In CR images, unexposed areas appeared as white in a display monitor is called background as marked by
arrows in Figure 3. The purpose of background recognition and removal is to convert the background
pixels from white to black.

There are four steps to remove CR background[2]. In first step, a statistical approach of CR
background description is applied to CR images to calculate a specific parameter(called background score in
this context) for a pixel and find the relation of this parameter with the background probability of pixel.
Figure 4 shows the relation curve between the background score and its background probability of a pixel.

In second step, the signal processing methods, e. g., sampling, filtering, and angle-resolved
recognition, are used to recognize those pixels which may be at the background edges of a CR image.
Figure 5 gives the background edge recognition results for the CR image as shown in Figure 3. There are
four peak signals in Figure 5 corresponding to four edges of the CR image.

In third, in order to achieve high successful ratio of full background removal meanwhile make this
removal much more reliability, a peak threshold adaptively controlled by the total score of one side as
shown by the curve in Figure 6 determines whether to fit lines which are coincided with background edges.

Finally, three consistently reliable estimation rules are applied to the background removal operation
to make sure no valid information being removed. Figure 7 is the background removed image of Figure 3.

3.3 Automatic orientation correction

Since CR cassette can be placed at various orientations to accommodate the examination condition in
clinics, orientation of CR images displayed in PACS display workstations becomes one of the quality
assurance problems that has to be addressed before a workstation can successfully run in clinics. Therefore,
it is necessary to implement a computerized algorithm to orient CR images to a proper direction in CR post-
processing procedure.

The orientation correction method used in the CR post-processing is based on recognizing
anatomical features of different types of images[3]. First, the anatomical information of an image is taken
from the image header, then the analysis on the image is performed in three steps( using chest as example):
(1) the orientation of the spine within the image is determined; (2) a function searches for upper extremities
and sub diaphragm; and (3) the lungs are extracted and their areas are compared to indicate whether the
image needs to be y-axis flipped. These three steps set the value of three parameters on the basis of which
the final rotation angle is determined.
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In order to get high successful ratio of correct orientation, the orientation recognition algorithm
should be assigned to the image only rather than to the image and its background combined. So, the result
of ABRR on original CR images determines the performance of the automatic orientation correction in our

post-processing procedure.

3.4 Automatic lookup table adjustment

CR image readers(IRD) usually have built-in sensitivity/image range automatic setting mechanism to
control the imaging characteristics so as to realize image density stability, i. €., modifying the image density
instability due to over- or under- exposure during X-ray imaging. For most clinical CR images, there are
other factors affecting the image visual quality on PACS display workstations: (1) most CR images have
background due to X-ray collimation and automatic setting mechanism in IRD only adjusts image density
for whole image, not specifically for anatomical areas; (2) some CR images need gradation processing to
enhance specific anatomical features; and (3) CRT-based monitors usually do not produce a linear response
across the full range of pixel values, and this kind nonlinear response is quite different between monitors.

For providing visual quality of CR soft copy competitive with hard copy and getting consistent
output among display monitors, we apply lookup table correction operation on both CR raw image data and
monitors.

In software processing, automatic lookup table adjustment process recalculates the histogram of
anatomical parts of CR images by using the results of ABRR and gets correct display parameters (e. g.,
window/level), then extracts anatomical information from the image header and adjusts pixel values to do
gradation processing according to related gradation processing curves[4] as shown in Figure 8. This
processing significantly improves the image visual quality.

In hardware, we choose Dome display boards with 10 bits Digital/Analog conversion (Md2/PCI for
1K x 1K NT-based display workstation, Md5/Sbus for 2K x 2K UNIX-based high-resolution workstation)
to support display monitors. Use a calibrator to do Gamma correction by adjusting DAC lookup table and
get the linear relation between digital pixel value input and luminance output. Figure 9 shows the relation
curves between the luminance output and pixel value input in a 1280 x 1600 portrait monitor before and
after gamma correction. This hardware correction guarantees that finally image processing results mentioned
above can be properly presented on screens.

4. Adaptive process control for CR post-processing

In CR post-processing, some processes run slower than others, causing computational bottleneck.
Subsequently, this delays the transmission of images from the CR system to display stations, like in the
ICU for which the quick response to user query is critical. Furthermore, some of these processes
manipulate images based on the header information entered by the operators. However, illegal parameters,
software bugs, or system errors often crash the processes. We develop a control theory and a fault tolerance
algorithm to circumvent such problems.

4.1 Control theory

The idea of the control theory is based on the fact that all the CR processes have equal priority in
accessing the CPU of a multitasking operating system(as UNIX, or NT). Suppose that there are m

processes running in a multitasking computer and f, is the clock speed, or processing frequency of this
computer. Let us further denote that the processing frequency of the ith CR daemon process is f; and the
number of computer cycles required by this process in finishing one job is §;. Every process’s frequency is
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assigned by the CPU and the sum of all process’s frequencies is roughly equal to the CPU frequency or
clock speed, so we have the equation described by the following:

fo=fi+ ot tf, (1)
The processing time required by the ith process is S/ f,. Assuming the CR processes occupy most

of the CPU time, the total processing time to process one image by m daemon processes, T, can be
approximated as follows:

T=S8/fi+58/fi+.+5/f 2)
Our purpose is to attain the minimum 7 by adjusting f, for i = 1, 2, ..., m. Since f, is a constant,
Equations (1) - (2) now become an extreme value problem under certain conditions. With the solution of

extreme value under conditions developed in mathematics, we find the frequency of ith process assigned by
CPU should be given by the following formula:

=13 o
Jj=1
In time period AT, assuming that the number of jobs done by the ith process is #,, the unit time
spent for one job by the this process then is AT /n,. This should be approximately equal to S,/ f,. That is:
AT In. = §1f, (4)

Substituting Equation (3) into Equation (4), we have:

coifielza]

Since S, can be pre-determined, f,, is a constant and AT is same for all processes, we can attain the

statistical minimum of the total processing time required by all processes to handle a CR image by
controlling the number of jobs done in every process specified by Equation (5).

4.2 Fault tolerance algorithm

Some illegal parameters in the image header can be predicted while some cannot. To recognize the
latter errors, an algorithm is developed to guarantee that an image that causes a process crash will not be
processed again. Every medical image has its own identification information, such as the serial number and
the scanning time. We use these parameters to recognize those images which cause processes to crash.
Suppose Di {d1j, d2j, ..., d]i} is a vector representing the identification of the ith medical image and dj; is
its jth branch vector. We define that d;j does not correlate with djk if <dji,dx>=0, i.e., dji#dji. Thus, if
image i does not correlate with image k, then their identification

(Di, Di)=0 (6)

Otherwise, we say that image i correlates with image k.
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Now, we apply the correlative recognition algorithm developed above to all the processes in order to
identify the images which cause process crashing. After getting a job from a queue_in, a process must
compare the image identification parameters with the previous image according to Equation (6). If these two
images correlate with each other, it means that this job has been processed more than one time but was not
completed. Then, the process removes this job from its queue_in and gets the next job in the queue.
Implementing this algorithm in the multilevel processing structure which we will describe, will guarantee
that all jobs are processed no more than one time in every process.

4.3 Implementation of control theory and fault tolerance

To make the job control mechanism and the fault tolerance algorithm work together, an
event-driven, multilevel processing structure is developed as shown in Figure 7.1. There are three process
levels: monitor_server, parent, and child. The major tasks and functions of these three levels have been
described following.

monilor server

event

queue i- ] qqu i m queuc i+2

queue i+
Figure 10. The diagram of multilevel adaptive process control structure

For the monitor server, apart from controlling the number of jobs of each process, it also monitors
parent processes and the system environment. For example, it makes sure whether all parents are alive and
whether there is enough memory space for parents to generate children. It receives events from child
processes and transfers error messages to the central monitor in order to notify the system administrator.

The major functions for parent processes are: (1) check their queue_ins to detect if there is a job
available; (2) generate a child process to perform desired functions; (3) monitor the processing time of the
child process generated. If the child takes too long time to process a job, the parent will kill the child
process. Because all these functions have nothing to do with the image data, the parent processes would not
be effected by any illegal parameters or software bugs.

Every child process is composed of two parts. The first is the fault tolerance algorithm developed in
Section 4.2, and the second is its image processing functions. The functions for a child are as follows: first,
after being generated by its parent, it gets a job from its queue_in and applies the fault tolerance algorithm to
this image. If it fails the fault tolerance criterion, i.e., the image has been processed before but not
completed, the child process removes this job from its queue_in with an error message and then exits.
Second, the child process reserves the image identification vector parameters in a special file in order to
correlate with the next job. Third, it performs its assigned image processing function. Fourth, after
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completed the processing, the child moves the job into its queue_out. Finally, it deletes the job from its
queue_in with the success message and then exits.

5. Results

We have implemented the CR image processing and fault tolerance algorithms with event-driven
multilevel process control structure in the post-processing procedure of hospital integrated PACS at
UCSF[5]. Since our CR processing algorithms are much more efficient and their software implementation
is delicate, the performance and results of this processing is very acceptable in the PACS. Following, we
gave some results about these algorithms implemented with adaptive process control structure in a PACS.

For ABRR, we sampled 330 consecutive CR images over a period of 5 days, of which 246 have
background and 84 do not. Table 1 shows the result after applying ABRR to these images.

Table 1. Measure of success of the automatic background recognition
and removal algorithm
(Total images = 330, With BKGD = 246, No BKGD = 84)
Recognition of BKGD 243(BKGD) 87(no BKGD) 99.0%

Full Removal 223 91.0%
Partial Removal 21 8.8%
No Removal 2 0.2%
Removal of valid inform 0 0.0%

For orientation correction, we acquired 268 CR images over a period of 3 days, 179 of which have
incorrect orientation, and 89 have correct orientation. We measured the performance of orientation
correction before and after applying ABRR to these images respectively. Table 2 lists the result of this
measurement.

Table 2. Measure of success of the orientation correction algorithm

(Total images = 268, with correct orient. = 89, with incorrect orient. = 179)

Before ABRR After ABRR
Rotated correctly 102 (38%) 228 (85%)
Rotated incorrectly 156 (62%) 40 (15%)

For multilevel adaptive process control and fault tolerance algorithm, the measurement of their
performance is given by Table 3.
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Table 3. Measure of the multilevel adaptive process control
and fault tolerance

single level without controlling multilevel with controlling
Total processing time 4 min. 2 sec. 2 min. 56 sec.
for one image (testing
20 CR images)
standard deviation 1 min. 37 sec. 34 sec.
crash (monitoring six once/week None (acquired 12561
months) images, 272 errors, no

crash, no image lost)

Figure 11 shows post-processed pediatric CR images displaying on a pediatric Intensive

Care Unit display workstation.

6. Conclusions

The image processing algorithms are very useful in improving CR image visual quality and can

enhance the performance of PACS in clinical environment. With the implementation of the event-driven,
multilevel adaptive process control structure in CR acquisition and post-processing, the processing speed is
increased and downtime is reduced while the quality assurance time and user intervention are decreased.
The CR post-processing is an important step contributing to the implementation of automatic soft copy
display in PACS and teleradiology.

[1].
[2].

[3].

[3]
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Figure 11. After passing through post-processing procedure, the CR images
displayed in a pediatric ICU workstation.
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ABSTRACT

Full-field direct digital mammography has many advantages over the conventional film/screen imaging
detector. Among these are larger dynamic range, lower scattering noise, and the possibility of using it for
telemammography applications to alleviate the shortage of expert mammographers. We are in the process of
developing a full-field direct digital telemammography imaging chain to investigate its usefulness for telediagnosis,
teleconsultation, and telemanagement.

This paper describes the first phase of a three-year research program to set up a full-field direct digital
mammography (FFDDM) imaging chain at the Breast Imaging Section connecting the University of California, San
Francisco Medical Center and the Mt. Zion Hospital in the San Francisco Bay area. The chain consists of two
FFDDM system (Fischer Imaging, Denver, CO), and two 2,500 (2K) line two-monitor workstations (VICOM,
Fremont, CA). An OC-3 155 Mbits/sec asynchronous transfer mode (ATM) communication network (Pacific Bell,
San Francisco, and FORE, Warrendale, PA) is used to connect the FFDDM and the two workstations. The
FFDDM is based on a slot scan CCD detector which can image a full breast with 3,100 x 3,870 pixels (12 bits),
and produce a direct digital image with 50 micron pixel size.

Preliminary results of the FFDDM demonstrate that it has a greater dynamic range and lower detector noise
than that of a film-screen detector, and that the scattered radiation is reduced without using a grid. However, the
spatial resolution is less than that of the conventional screen/film system. The 2K workstation can display
simultaneously any two or four full-view mammographic images by either scrolling or subsampling on the two
monitors. Display of an image takes about 1.5 seconds from the RAID disks. The ATM can transmit a 32 Mbyte
digital mammogram from the FFDDM to the workstation in 3-4 seconds.

This paper also describes the three research protocols in telediagnosis, teleconsultation, and
telemanagement.

Key Words: Digital mammography, teleradiology, high resolution display, asynchronous transfer mode, breast
imaging

1. BACKGROUND

Breast cancer is the fourth most common cause of death among women in the United States [1]. There is
no known means of preventing the disease, and available therapy has been unsuccessful in reducing the national
mortality rate over the past 60 years. Current attempts at controlling breast cancer concentrate on early detection
by means of mass screening, using periodic mammography and physical examination, because ample evidence is
now available to indicate that such screening indeed can be effective in lowering the death rate.

Film-screen mammography has certain technical limitations which reduce its effectiveness: the film
gradient must be balanced against the need for wide latitude and detection of microcalcifications. In addition,
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portrayal of the clarity of the margins of breast masses are reduced due to the presence of film noise in the
displayed image, film processing artifacts can degrade the mammographic image, and the day-to-day variability
inherent in automated film processors can produce suboptimal image quality.

Early digital mammography applications acquired data by digitizing conventional mammography films.
This approach severely limits the potential of digital mammography since the resultant images can contain no more
radiographic information than do the standard films from which they are produced. Indeed, most current digital
images are slightly inferior in quality to their corresponding parent films, accounting in no small part for the
general lack of clinical acceptance of digital mammography applications.

Direct digital mammography can overcome most of these problems, at the same time providing additional
features not available with standard mammographic imaging [2]. During the past several years, due to the
concentrated efforts from the National Cancer Institute and the United States Army Medical Research and
Development Command, some prototype direct digital mammography systems are being developed by the jointed
effort between academic institutions and the private industry. Some of these systems are ready for clinical
evaluation [3]. Our full-field direct digital telemammography research program utilizes one of these prototype
systems [4].

A major component in a digital mammography system is the image display. The basic requirement for
general use is the ability to portray the entire breast with such fine detail that tiny structures, such as malignant
microcalcifications, are readily visible. Furthermore, since routine mammographic interpretation involves four
images of a current examination compared with four images from a prior examination, digital workstations either
must include at least eight monitors or utilize monitors providing sufficiently fine detail that two or more whole-
breast mammograms are displayed per monitor [5]. The principal theoretical advantage of direct digital
mammography comes from decoupling image display from the image receptor. This permits the digital image to
be captured electronically, stored digitally, and then manipulated, analyzed, and displayed however, whenever,
and wherever it is needed.

Our research aims to explore teleradiology mammography, or telemammography applications. Electronic
transfer of digital images to remote viewing sites can be accomplished almost as rapidly as between the standard
display workstation and computer storage [6]. Numerous activities utilizing teleradiology have been devised,
many of which are clearly applicable to mammography practice [7]. Radiologists who work in several different
offices or hospitals will be able to monitor and interpret examinations that are carried out in a nearby or even at
distant location or locations. This will permit those radiologists with the greatest interpretive expertise to manage
and read in real time all mammography examinations, an operational procedure far superior to the alternative of
choosing between deferred interpretation by expert readers or real-time interpretation by general radiologists [8,9].
Real time is defined in this context as a very rapid turnaround time between examination and interpretation. In
addition, mammography screening in mobile units will be made more efficient, not only by overcoming the need
to transport films from the site of examination to the site of interpretation, but also by permitting image
interpretation while patients are still available for repeat or additional exposures. Furthermore, telemammography
can be used to facilitate second-opinion interpretation, in effect making world-class mammography expertise
immediately accessible to community-practice radiologists.

This paper describes the first phase of a three-year research program to set up a full-field direct digital
telemammography chain (FFDDM).

2. THE TELEMAMMOGRAPHY CHAIN

The first phase goal is to set up a telemammography chain at the University of California, San Francisco
(UCSF) Medical Center, between the comprehensive breast imaging service at UCSF-Mt Zion Hospital (MZH)
and the outpatient mammography service at the UCSF-Ambulatory Care Center (ACC), with the former as the
diagnostic center and the latter as the satellite site. Figure 1 shows the FFDDM telemammography. The
instrumentation of setting up a real-time telemammography chain are in two stages: stage 1 is to set up a real-time
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local area network (LAN) with asynchronous transfer mode (ATM) technology within MZH [10], using the first
full-field direct digital mammography (FFDDM) unit; stage 2 is to set up a real-time wide area network (WAN)
ATM between MZH and ACC with a second FFDDM unit via the existing picture archive and communication
system (PACS) infrastructure [10]. The distance between these two sites is approximately two miles.

MZH
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Figure 1 Systematic diagram of the real-time FFDDM telemammography chain

Full-Field Direct Digital Mammography (FFDDM)

We formed a collaborative research partnership with Fischer Imaging Corporation (Denver, CO). Fischer
provides the FFDDM units and engineering support and we concentrate our effort in the telemammography chain
including the system software, softcopy display, and patient research protocols. Table 1 shows the current

specifications of the FFDDM.

Image Data Base
FFDDM images in DICOM 3.0 format is managed by the mammography file server (MFS). The two MF
servers are in turn connected to an existing PACS centralized data base management system consisting of [10]:

1) An image archive system composed of an archive server (SUN SPARCserver 690MP, SUN
Microsystems, Mountain View, CA), with a 2.6 terabyte optical library (Cranel, Ohio).
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2) A mirrored relational data base server Sybase (Emeryville, CA), with a structured query language
(SQL) running on two SUN SPARCserver 10.

All FFDDM images acquired is managed by this centralized data base. Figure 2 shows the connection of
the two MF servers and the centralized data base.

Table 1 Specification of the Fischer FFDDM System

Image Area
Detector

Image Scan Time
kV Range

Tube Current
Focal Spot Size
Pixel Size

Image Matrix

Image Size

Spatial Resolution
Detective Quantum Eff.
Scatter-to-Primary

193 x 240 mm

Charge-coupled devices (CCD)

slot scan, 4.5 secs (nominal)

25-50 kVP

200 mA at 45 kVP

0.30 mm (nominal)

Nominal Mode: 62 x 62 microns

(High res.): 31 x 31 microns

3,100 x 3,870 pixels (nominal), 12 bits/pixel
24 Mbytes

8 lp/mm (nominal), 16 Ip/mm (High Res.)
less than or equal to 50% at f(0)

less than or equal to 0.15

2K Display Station at -t
MZH
* Centralized Database
Mammography File »
Server at MZH Sybase
Mammography File >
Server at ACC
2.6 Terabyte Optical
+ Disk Library
2K Display Station at <
. :%C e PACS Controller at
UCSF

Figure 2 Dataflow between the two mammography file servers and the

centralized database.

Image Communication between MZH and ACC
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We use the asynchronous transfer mode (ATM) OC-3 for both WAN and LAN with the T-1 and Ethernet
as the back-up networks. Table 2 shows the time required to send a 10MB (2K X 2.5K X 2 bytes) and 40MB
(4K X 5K X 2 bytes) FFDDM image from MZH to ACC using T1 and ATM. With this ATM communication
speed, the utility of real-time telemammography can be realized.

Table 2 Time Required to send an 10 MB, 40 MB FFDDM Image from MZH to ACC using T1
and ATM (OC3) (No Compression)

2K x 2.5K x 2 bytes 4K x 5K x 2 bytes
(10 MB) (40 MB)
One image One exam One image One exam
4 images 4 images

T1 (1.5 mbits/s)
realization 100 KB/s 100 sec 400 sec 400 sec 1,600 sec

(1.6 min) (6.7 min.) (6.7 min.) (26.7 min.)
ATM (155 mbits/s)
realization 60-70 mbits/s 1.3 sec 5.3 sec 5.3 sec 21.3 sec
(7.5 MB/s)

Image Display

The soft copy display is based on a two monitor 2K station by VICOM (Fremont, CA). This display
station was specially designed for mammographic soft copy display. We began to use this system for digital -
mammography teaching file display in September 1994 [11,12]. The hardware architecture is shown in Figure 3.
A digital mammogram can either be displayed as a subsampled 2K X 2.5K image or as a quadrant of the full-
resolution 4K X 5K image on each of the two monitors. Figure 4 shows the 2K system with four subsampled
images.

Megascan Megascan I ;
2560 x 2048 | | 2560x2048 || Sun4m70 || Sun4/470 Fomalld || Bhuarimage
monitor monitor monitor Workstation [ | Transfer Diskf | Processing
(7GB) Hardware

Figure 3 Architecture of the existing 2K display workstation used for this study [11].

Since this system uses five-year old technology, we are porting the software to the Ultra Sparc 2 platform with
two DOME MD5/SBX boards. Figure 5 shows the block diagram of this new display system.

64



Figure 4 The 2K Station Showing four Subsampled Mammograms

ATM
Megascan Megascan ;
2560 x 2040 | | 2560 x 2040 ol SO
Monitor Monitor ‘ RAID
MD5/SBX

Figure 5 Schematic of the new 2K mammography display workstation

Display Modes

A standard mammographic examination consists of a craniocaudal and mediolateral oblique view of each
breast, a total of four images per examination. For comparison purposes, four images from a prior examination of
similar views are also used. Therefore, an optimal display mode shows eight images in proper orientation with

one key stroke. Since two 2K image monitors is used for this study, we are developing display software to
partition the two monitors into the following two configurations shown in Figure 6.
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Configuration 1: Four Images per Monitor

Prior |y R cc L mlo Rmlo | Prior
exam exam
Current Lcc Rcc L mlo Rmlo | Current
exam exam

left monitor right monitor

L:left R:right cc:craniocaudal mlo: mediolateral oblique

Configuration 2: Two Images per Monitor with a Rapid

Paging Toggle Switch
Rcc I; cc R mlo L mlo
Current Current

Figure 6 Display Mode (1) Four Images Per Monitor; (2) Two Images Per Monitor

A disadvantage of the first configuration is that each image will be limited to 1K x 1K pixels. To remedy
this drawback we also developed a toggle switch in the display station allows the cursor-selected display of a 2K x
2K image on the other monitor that does not show the selected image in 1K x 1K format. A display program also
allows the use of a 2K monitor to display a portion of a 4K image by using a scroll function.

The second configuration takes advantage of the fact that most breast images can be fitted into a narrow
rectangle. Thus, we can split the 2K x 2K monitor in two 2K x 1K display areas. Four subsampled size images
with proper cropping can be displayed at one time. With the hardware configuration, we can develop rapid paging
software to switch current to prior examination images of the right or the left breast within 1.5 second. Again, an
option can also be used to scroll a 4K image.

Optimization of Visual Image Quality

Image pre-processing is necessary to optimize the presentation of both the spatial and gray level data
display on the display station. We developed three functions for special display of digital mammograms. The
first algorithm optimizes the default brightness and contrast of FFDDM images presented on the display station. A
preprocessing algorithm determines the histogram of each image. The 5% and 95% cumulative histogram values
is used to generate the initial mean and window for the display of these images.

The second algorithm blackens all pixels beyond the x-ray collimators and outside the boundaries of the
radiation field. An edge detection algorithm automatically delineates the boundaries of the radiation field. These
boundaries are tested to determine if any portion of the radiation field has been excluded based on gray value
deviation -- background is characterized by low deviations and the radiation field is characterized by higher
deviations. The third algorithm automatically corrects the orientation of the mammogram based on left versus
right side as well as specific mammographic projection.
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3. RESEARCH PROTOCOLS

Our research in telemammography investigates three protocols in telediagnosis, teleconsultation and
telemanagement. To complete these protocols will take three years. In this section, we summarize these protocols
with emphasis in case selection and the "truth" determination.

Telediagnosis
_ This protocol tests the clinical effectiveness of telemammography from image transmission of full-field
direct digital mammograms versus on-site interpretation of conventional film-screen mammograms.

Normal and abnormal cases are acquired from mammographic examinations done at MZH involving both
film-screen and full-field direct digital images. For abnormal cases, a study is considered to be the craniocaudal
and mediolateral oblique views of the abnormal breast (both the film-screen and full-field direct digital
mammograms) taken in a single procedure. For normal cases, a study is considered to be the craniocaudal and
mediolateral oblique views of one of the normal breasts (both the film-screen and full-field direct digital
mammograms) taken in a single procedure. Case selection is made by a highly skilled mammographer based on
the interpretation of bilateral film-screen mammograms by that mammographer. Putatively normal cases is
selected from a pool of current bilateral film-screen mammography examinations for which we also have normal
mammograms in our files from at least 2 years previously. An effort is made to select abnormal cases which in
the opinion of the mammographer are considered subtle. The "truth" of the abnormal and normal cases is
determined by subsequent pathologic diagnosis if biopsy is performed, or (for normal cases) by subsequent
demonstration of mammographic stability over the next 2 years.

A total of four hundred (400) cases will be collected, so that a range of 40% - 60% of normal-versus-
abnormal cases are included in the study. Comparison is made between interpretation of film-screen images and
interpretation of transmitted FFDDM images using either the monitor display or 4K x 5K laser-printed hard copy.
The procedure is as follows:

1. Film-screen mammograms is interpreted by general diagnostic radiologists at ACC.

2. At the diagnostic center (MZH), radiologists with expertise in mammography makes diagnoses of
transmitted full-field direct digital images using soft copy display and laser-printed hard copy. Neither group of
radiologist-interpreters has access to knowledge of the proportion of normal to abnormal cases in the test set.

3. Diagnostic results from both MZH and ACC is tabulated with respect to the known abnormal and
normal cases shown in Table 3.

Table 3 Comparison Between MZH Radiologists and ACC Mammographers' Performance

ACC MZH TRUTH
€))] - (2) Abnormal Normal
Frequency Probability |Frequency Probability

Abnormal Abnormal N1 P11 No1 Po1
Abnormal Normal Ni2 P2 No2 Po2
Normal Abnormal Ni3 P13 No3 Po3
Normal Normal N4 P14 No4 Po4
Total |4 1-mt
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Where Py is the probability of both ACC radiologists and MZH mammographers diagnosed the "true
abnormal” cases as abnormal; P2 is the probability of the ACC radiologists diagnosed the "true abnormal” cases

as abnormal, whereas the MZH mammographers diagnosed them as normals; etc.;

Pog4 is the probability of both ACC radiologists and MZH mammographers diagnosed the "true normal"
cases as normal; etc.

Once this table is set up, the sensitivity and specificity at ACC and MZH can be defined as
Sensitivity (ACC) = (P11 +Pj2) /=
Specificity (ACC) = (Po3 + Po4) / (1-1), and
Sensitivity (MZH) = (P11 +P13) /m
Specificity (MZH) = (Pg2 + Po4) / (1-10)

The null hypotheses to be tested are:
Hp: Sensitivity (ACC) = sensitivity (MZH) is equivalent to
Ho: P12 =P13, and
Ho: Specificity (ACC) = specificity (MZH) is equivalent to
Hop: Po3 =Po2

The chi-square test with 1 degree of freedom (d.f.) as described by Bennett [13]:

12 =(N12-N13)2/ (N12+N13) with 1 d.f. is to be used to test the null hypothesis that the two sensitivities are
equal versus the alternative that they differ. Estimates of sensitivity can then be calculated for MZH and ACC.

Similarly, the null hypothesis that the two specificities are equal can be tested with a chi-square test: %2 = (Ng2—
Np3)2 / (Ng2+N3) with 1 d.f.

This protocol tests the hypothesis that image interpretation by expert mammographers using
telemammography procedure is as effective, if not better, than conventional film-screen interpretation by general
diagnostic radiologists.

Teleconsultation

This protocol tests the efficacy of the previously validated image transmission and display procedure
discussed in telediagnosis, used for remote consultation on problem cases. The aim here is to evaluate the
ability of telemammography to facilitate real-time consultation between on-site general diagnostic radiologists and
remotely-located expert mammographers. Currently, such consultations are tedious, time-consuming, and
logistically complex, to the point where they usually are reserved for only the most confusing cases. If
successful, teleconsultation should enhance the consultative process such that it becomes much more widely
utilized, thereby bringing mammographic interpretive expertise to bear at the community practice level. Selected
mammography examinations from ACC are chosen by the general radiologist doing mammography interpretations
there, for second opinion by mammography specialists at MZH. The criterion for case selection is unresolved
problem(s) in interpretation or management that require additional consultation. Past experience at MZH with
non-teleradiology consultations from general radiologists at both ACC and community-practice settings, indicates
that at least 20% of cases are interpreted as normal or benign after MZH consultation. Review at MZH involves
transmitted full-field direct digital images from the affected breast, employing both monitor display and hard copy
display.

We assume that an expert mammographer will always be in attendance at the diagnostic center (MZH), but

that only general radiologists will be at the satellite station. Figure 6 shows the teleconsultation chain, which is
also used for telemanagement. The steps are as follows:
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1. Mammography cases for teleconsultation is selected by radiologists at ACC, once initial film-screen
image interpretation has been recorded. After completion of the film-screen mammography, informed consent will
be obtained from patients for two additional real-time full-field direct digital mammograms of the affected breast
(in the same craniocaudal and mediolateral oblique projections just used for film-screen mammography). These
images will be archived in the overall mammography data base. The data base is transparent to users in the sense
that it will provide the necessary images upon request regardless of the requested site.

2. An expert mammographer at MZH diagnoses the study, and results is to be appended automatically to
the film-screen study in the data base.

3. When a teleconsultation is requested, both sites will call up the same set of digital images
simultaneously and discuss the case using soft-copy display. During the consultation, both parties can move a
two-way cursor independently to highlight any suspicious sites. If necessary, a digital hard copy can be printed to
further aid the consultation at MZH.

4. Updated diagnoses will be appended in the data base and old diagnoses will be revised. A tag will be
added to the revised diagnosis for future reference.

5. The "truth" determination for cases selected for the teleconsultation study is in two stages for the
abnormal and normal. Radiologic-pathologic correlation will be done for all cases for which tissue diagnosis is
obtained. The "truth" for this set is therefore determined. The remaining cases, all interpreted as benign or
probably benign after teleconsultation, will be confirmed in two ways. First, all cases will undergo periodic
mammographic surveillance for 2 years, after which time mammographic stability will establish benignity or
interval change will have prompted tissue diagnosis, and therefore pathologic proof. Second, we will track these
cases retrospectively to determine if they are follow-up studies from existing over-2-year-ago examinations which
had been interpreted as benign. Thus, the "truth" of benignity of a case will be determined based on either
historical comparison or waiting for a period of 2 years starting from the date of examination.

Similar evaluation methodology described in Telediagnosis with the comparison between ACC radiologists
and MZH mammographers (Table 3) will be used.

Mammographic Mammographic
Procedure Procedure
Film Film
Digitizing Data Base Digitizing
and atthe and
Diagnosis Diagnostic Diagnosis
Center
Soft Copy/ Soft Copy/

Digitally < ® Digitally
Printed Film [€ # Printed Film

Figure 6 Teleconsultation Procedure
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Telemanagement

This protocol tests the efficacy of the previously validated image transmission and display procedure
discussed in Telediagnosis, but now used for remote real-time management and interpretation of
mammography examinations. The goal of telemanagement is even more ambitious than that of teleconsultation, to
completely replace the on-site general radiologist with remotely-located expert mammographers. To evaluate the
ability of telemammography to permit remotely guided interpretation and work-up, the accuracy of mammographic
interpretations made on site at ACC by general radiologists is compared with those made remotely but interactively
in real-time by expert mammographers at MZH. Unselected ACC mammography examinations (both screening
and problem-solving cases), acquired using conventional screen-film techniques, are read by the general
radiologist doing mammography interpretations there, according to normal operating procedure, including the
taking of any additional images that are thought to be necessary. Interpretations will be completed prior to
telemanagement. Informed consent then is obtained from patients for two additional real-time full-field direct
digital mammograms of one breast (in the same craniocaudal and mediolateral oblique projections just used for
film-screen mammography). The affected breast is studied if the film-screen interpretation was abnormal, one
breast is selected randomly if the film-screen interpretation was normal. Before each patient is sent home, the
digital images are transmitted to a mammography specialist at MZH, who decides either to interpret the
examination as submitted, or to request additional views to complete the mammographic work-up and then
interpret the examination. The MZH-based mammographer is blind as to the interpretation rendered by the ACC
radiologist and as to whether any additional images were requested by the ACC radiologist. The general
radiologist's on-site interpretation of film-screen images are compared with the mammography specialist's
interpretation of digitized transmitted, "tele-managed" images.

"Truth" determination for the cases for the telemanagement protocol is similar to that in teleconsultation.
Malignancy will be determined by radiologic-pathologic correlation after tissue diagnosis. Benignity is determined
either by radiologic-pathologic correlation after tissue diagnosis (if available) or by 2-year-old historical
comparisons and by subsequent periodic mammographic surveillance for 2 years. In both latter situations,
mammographic stability is used to establish the benignity of a lesion.

With the "truth” determined, similar evaluation methodology to that described in Telemammography will
be used, involving sensitivity and specificity tables comparing the performance of ACC radiologists and MZH
mammographers (Table 3).

4. SUMMARY

Current attempts at controlling breast cancer concentrate on early detection by means of mass screening,
using periodic mammography and physical examination, because ample evidence is now available to indicate that
such screening indeed can be effective in lowering the death rate. However, state-of-the-art mammography
utilizes film-screen recording systems, which have several technical limitations that reduce its effectiveness: the
film gradient must be balanced against the need for wide latitude and detection of microcalcifications. In addition,
portrayal of the clarity of the margins of breast masses are reduced due to the presence of film noise in the
displayed image, film processing artifacts can degrade the mammographic image, and the day-to-day variability
inherent in automated film processors can produce suboptimal image quality. Full-field direct digital
mammography promises to overcome most of these problems, at the same time providing additional features not
available with standard mammographic imaging [14]. Real-time Telemammography adds to these advantages the
utilization of expert mammographers (rather than general radiologists) as interpreters of the mammography
examinations.

The specific aim of FFDDM telemammography is to integrate the process of acquiring, storing,
communicating, visualizing, and managing digital mammography examinations within the operational
environment of an expert-mammographer diagnostic imaging center and a general-radiologist mammography
practice. We have described the first phase in setting up the telemammography chain as well as the three research
protocols in telediagnosis, teleconsultation, and telemanagement.
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To operate a digital radiology department requires a
hospital-integrated picture archiving and communica-
tion system (HI-PACS) and teleradiology. PACS is a
concept perceived in the early 1980s by the radiology
community as a future method of practicing radiology.
PACS and teleradiology consist of image acquisition de-
vices, storage archiving units, display workstations,
computer processors and database management sys-
tems. These components are integrated by a communi-
cation network system. During the past 10 years,
technologies related to these components became ma-
ture and their applications have gone beyond radiology
to the entire health care delivery system. As a result,
PACS and teleradiology for special clinical applications
as well as large scale hospital-wide PACS are being in-
stalled throughout the United States, European coun-
tries, and the world.

During the past 12 years, we have witnessed some
major contributions in advancing the PACS develop-
ment. Technically, the first laser film digitizers
developed for clinical use by Konica and Lumisys, the
development of computed radiography (CR) by Fuji
and its introduction from Japan to the United States
and Europe by Dr William Angus of Philips Medical
Systems, and the large capacity optical disk storage by
Kodak and others, all are critical. Others include the
parallel transfer disk technology, 2000-line and 72-Hz
display monitors, system integration methods developed
by Siemens Gammasonics and Loral for large scale
PACS, the DICOM Committee’s effort in standardiza-
tion, and the asynchronous transfer mode (ATM) tech-
nology for merging local area network and wide area
network communications.

! Fax: +1 415 5023217.

In terms of events, the annual SPIE PACS and Medi-
cal Imaging meeting in the USA, and the EuroPACS are
the continuous driving force for PACS. In addition, the
Computer Assisted Radiology (CAR) meeting every 2
years organized by Professor Heinz Lemke, and the
Image Management and Communication (IMAC) Con-
ference organized by Dr Seong K. Mun, provide the
forum for international PACS discussion. The In-
foRAD Section at the RSNA since 1993 organized by
Dr Laurens V. Ackerman with the live demonstration of
DICOM interface sets the tone for industrial PACS
open architecture. The annual refresher course in PACS
during RSNA organized first by Dr C. Douglas
Maynard and then Dr Edward V. Staab provide contin-
uing education in PACS and teleradiology to the radiol-
ogy community.

Professor Michel Osteaux’s 1992 edited book Second
Generation PACS provided a vision that PACS is mov-
ing towards a hospital integrated approach. Dr Roger
A. Bauman’s assuming the Editor-in-Chief position of
the then new journal, Digital Imaging, allows the con-
solidation of PACS and teleradiology research and de-
velopment publications. U.S. Colonel Fred Goeringer
instrumented the Army MDIS project resulting in
several large scale PACS installations which provide a
major stimulus and funding for the PACS industry.

This special edition of European Journal of Radiology
devoted to Towards the digital radiology department is
timely in reinforcing the importance of hospital inte-
grated PACS and teleradiology in the practice of radiol-
ogy in Europe.

0720-048X/96/$15.00 © 1996 Elsevier Science Ireland Ltd. All rights reserved
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EDITORIAL

Stephen T. C. Wong and H. K. Huang
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During an editorial advisory board meeting held in
Chicago RSNA (Radiological Society of North
America) in 1994, several members felt strongly
that informatics has become an emerging field of
importance in medical imaging and suggested that
several issues on various informatics topics should be
developed. Among the topics is medical image
databases. Professor Robert S. Ledley, the Editor-
in-Chief, asked if we would be interested in serving as
the guest editors since we are active in this area of
research. We were delighted to accept his offer and
would like to thank him for providing such an
opportunity.

This special issue on medical image databases
witnesses a new, evolving development of biomedical
imaging. Medical image databases are inherently
multidisciplinary. As Shiffman and Shortliffe have
stated in their foreword of this special issue, the
convergence of technologies of image management
and textual data management is leading to the
development of a new set of relationships between
the biomedical imaging and informatics commu-
nities. Shiffman and Shortliffe described the import-
ance of image information management for efficient
delivery of health care and the necessity and
opportunities in sharing data and applications
between imaging and clinical information systems.
Before all these, however, they pointed out that
efforts are required to stimulate collaborations, joint
training, and cross publications between medical
imaging and medical informatics communities. This
special issue vividly substantiates their observations.
The invited articles represent a synergy among
leading workers of the biomedical imaging, computer
science, and clinical communities in developing this
new kind of information system.

Medical image database are comprised of several
major components: system architecture, image and
data acquisition, feature extraction, data modeling,
content-based retrieval, query languages, and work-
station user interface. Among these components,
content-based image retrieval attracts attention from
every area of applications involving images. Content-
based image retrieval requires sophisticated image
processing. We witness that those works developed
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by many researchers since the early 1970s now bear
fruit for image database research. The IEEE Com-
puter Society Journal devoted a special issue to this
topic in September 1995. However, none of the
articles in that issue addressed requirements and
applications in biomedical imaging. This timely issue
provides a comprehensive view of current research
activities of image databases in medical imaging,.

The work reported in this special issue can be
broadly categorized into four areas: content-based
indexing; system design and architecture; data
modeling; and temporal image databases. Content-
based indexing constitutes one of the most important
challenges of medical image databases. Several
research groups are addressing this topic under a
variety of approaches. Orphanoudakis, Chronaki
and Vamvaka from Greece discussed a network of
servers that can provide content-based query services
through a World Wide Web server. They proposed
description types for the representation of image
content and presented performance results of a
description type implemented in their network.
Robinson, Tagare, Duncan and Jaffe of Yale
proposed a similarity measure and an indexing
mechanism for non-rigid comparison of -image
shape using KD-Tree algorithms. They tested their
shaped-based retrieval techniques on a database
containing 85 cardiac MR images. S.K. Chang
introduced the new concept of active index for
content-based retrieval of medical images. The
applications of the active index included image
prefetching and similarity matching. Bucci and
colleagues proposed a content-based search engine
for tomographic image databases based on the
Kahrunen-Loéve transform. They aimed to integrate
the search engine into a radiologic image databases
developed in the earlier European Union’s Telemed
effort for references and education purposes. Khan
and Yun from Hawaii presented a drastically
different mechanism. Rather than relying on sym-
bolic representation of image content to mediate the
search, they incorporated the concept of holographic
associative memory into computation form to facil-
itate image retrieval by content.

At the systems level, Thoma, Long and Berman
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described a client/server system prototype developed
at the National Library of Medicine for accessing
multimedia biomedical databanks through the ubi-
quitous Internet. The challenge is to provide access
to both the images, i.e. X-rays, CT and MR, and
associated data by a global community for broad
range of biomedical applications and research. Arya,
Cody, Faloutsos, Richardson and Toga described a
prototype database system developed at IBM to
query and visualize 3D spatial data, focusing on the
mapping of structural and functional relationships of
the brain. They listed the requirement of the
application, discussed the database design issues,
and presented timing results of their experiments.
Wong and Huang described their effort in designing
and implementing vertically integrated medical image
database systems. The approach they used is to
integrate content-based indexing and knowledge-
based techniques within the picture archiving and
communication systems to make the whole image
data useful in medicine. They discussed research
issues and provided examples from applications
implemented in the hospital integrated PACS envir-
onment at the University of California, San Fran-
cisco.

For modeling of medical image data, Adam,
Holowczak and Li advocated the object-oriented
approach and proposed the notion of object mani-
festations of medical image objects in a heteroge-
neous client computing environments. They provided
examples of how to apply constraints and rules to
represent data within objects and to cater for
variations in computer platforms, networks, and
user preferences. Aubry, Chameroy and Di Paola
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of INSERM, France, presented a more formal
specification for the logical design of medical image
databases, drawing on their experience in the
European MIMOSA project. They tested their data
model in two projects on medical image communica-
tion and image processing monitoring.

The ability to define and track temporal relation
in images and related data is becoming an essential
component of medical image databases. Cardenas
and his UCLA colleagues in the departments of
radiology and computer science presented a multi-
media medical database model to support timeline-
based presentation of information. A proof-of-
concept prototype was developed for thoracic
oncology and thermal tumor ablation therapy of
the brain. Zhu, Kim, Wong, Soo Hoo and Huang, on
the other hand, described a different model of
temporal image database system with the ability to
quantitate and monitor the progress of lung cancer of
a patient under therapy treatment. Even for similar
medical problems, it is interesting to observe that the
former project took the perspective of database
management while the latter emphasized the role of
medical image processing.

Medical image databases is a rapidly growing
field that has the potential to change the practice and
research of biomedical imaging and to improve the
efficiency of health care delivery in the coming
decades. This special issue serves as an initial effort
to bridge the gap between the biomedical imaging
and informatics communities in addressing this new
development. Finally, we would like to thank Mrs
Blaire V. Mossman, Managing Editor, for guiding us
through the process of getting this issue in order.
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Abstract—This paper presents a computer-aided classification algorithm to assist the radiologist in the
bone age assessment of pediatric patients. The classification is based on features automatically extracted
from two regions of Computed Radiography (CR) left hand wrist images: phalangeal region of interest
(PROI) and carpal bone region of interest (CROI). Due to imprecise nature of the bone age assessment
problem, a fuzzy classifier for both regions has been developed. After defining a membership function for
each region, features are processed yielding a matrix which maps the set of features to a year of age within
the predefined range. The grades of membership are described as membership function values in the
interval [0, 1]. A classification rule based on a max-sum operator, processes the matrix assessing the bone
age. Since both regions are analyzed independently, two bone age assessments are obtained. They reflect
the phalangeal and carpal bones maturity individually. In pathological cases the discrepancy between both

assessments may reach as much as 2 yr.

Key Words: Pediatric radiology, Skeletal age assessment. Feature selection, Fuzzy classifier

1. INTRODUCTION

Bone age assessment is a procedure frequently per-
formed in pediatric radiology. Based on a radiological
examination of skeletal development of a left hand
wrist, the bone age is assessed and then compared with
the chronological age. A discrepancy between these
two values indicates abnormalities in skeletal develop-
ment. However, there is no method accepted by radiol-
ogists as a standard. The most commonly used method
(76%) (1) is the atlas matching method by Greulich
and Pyle (2). Based on this method, a left hand wrist
radiograph is compared with atlas patterns. The pattern
which superficially appears to resemble the clinical
image is selected. Since each pattern is assigned to a
certain year of age, the selection assesses the bone age.
However. there is still concern about the deviation in
estimating the age. The disadvantage of this method
is a subjective nature of the analysis performed by
various observers with different levels of training. An-
other technique relies on a trained observer applying
the Tanner and Whitehouse (TW2) method (3). This
method uses a detailed analysis of each individual bone
which leads to its description in terms of scores. Unfor-
tunately. the complexity of this method prevents the
rate of its application from exceeding 20%. The above
presented remarks show that it is worthwhile to de-
velop a computerized system to assist the radiologists
in performing a more objective and accurate analysis.
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No attempt has been made so far to computerize
the bone age assessment. However, some efforts have
been made in the measurement field. Michael and Nel-
son (4) have described a model-based computer vision
system in which they have segmented-out specific pha-
langes and measured four parameters: perimelter. area.
length of the major and minor axis. Levitt and Hedg-
cock (5) have applied the Bayesian inference tech-
nique to extract edges, regions, vertices, and relevant
image features.

This paper presents part of a computer-aided bone
age assessment study. The analysis is performed on a
Computed Radiography (CR ) hand wrist image. In this
study three steps can be distinguished: preprocessing.
feature extraction, and classification. Preprocessing
(6) standardizes the image in terms of its background
and orientation. The background standardization (7)
removes parts of the image caused by blocking of the
collimator during the exposure. The orientation proce-
dure (6) rotates the image to a standard position
viewed by radiologists. Due to examination conditions
and the clinical environment, the standardization be-
comes a major problem. The CR cassette can be placed
at various orientations to accommodate the examina-
tion condition. A survey in the pediatric radiology (6)
shows that about 70% of images need the background
to be removed and between 35-40% of procedures are
not performed with a conventional image orientation.
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Fig. 1. Hand radiograph with anatomical structures of pha-
langes.

This shows the importance of this step before any com-
puterized image analysis can be performed. This stan-
dardized image is subjected to feature extraction pro-
cedures performed on two regions individually. The
phalangeal region of interest (PROI) containing epiph-
yses and metaphyses (Fig. 1) delivers epiphyseal and
metaphyseal measures (8—10). The carpal bones re-
gion of interest (CROI) includes carpal bones (capi-
tate, hamate, triquetrum, lunate, scaphoid, trapezoid,
and trapezium in Fig. 1) which are separated and de-
scribed in terms of features (11, 12). All features,
automatically extracted, are subjected to a classifier
(discussed in the paper) which assesses the bone age.
Due to the imprecise nature of the bone age assessment
problem and a possible mis-extraction of features, a
fuzzy classifier has been developed.

The fuzzy theory has already been applied in dif-
ferent pattern recognition studies. Cluster analysis,
based on partitioning a collection of data points into a
certain number of groups is one of the fields frequently
employing a fuzzy approach (13, 14). Since precisely
defined boundaries between clusters often do not re-
flect real data, a fuzzy environment yields to its better
description. A fuzzy approach has also been investi-

76

May—June/1995, Volume 19, Number 3

gated as a tool for the classification of systems de-
scribed by means of a decision tree (15, 16). Certain
pattern classes of a hierarchical structure can be de-
scribed by a formal grammar. Using fuzzy syntactic
pattern recognition, handwritten capitals have been an-
alyzed (17). Fuzzy algorithms have also been applied
in the voice recognition field (18).

This paper presents a classification method which
assesses the bone age based on features automatically
extracted from a hand radiograph. First, features them-
selves are briefly summarized. For details on their ex-
traction, the readers are referred to (8, 10, 11). Then,
an approach using fuzzy theory is described. Fuzzy
membership functions are defined for PROI and CROI
individually. This leads to obtaining two bone age as-
sessments: the phalangeal bone age (PBA ) reflects the
maturity of epiphyses and metaphyses, whercas the
carpal bone age (CBA) reflects the carpal bones devel-
opment. In pathological cases the discrepancy between
both assessments may reach as much as 2 yr. The goals
of this paper are: (i) to present a classification method
able to process features, automatically extracted from a
hand radiograph; (ii) to compare the bone age assessed
computationally with a radiological estimation; and
(iii ) to compare the bone age assessed on the basis of
two different hand wrist regions:

2. FEATURE SELECTION

There is no general approach to the problem of
feature selection. Features should provide an adequate
description of the pattern and be sensitive to the struc-
tural changes on the basis of which an image is classi-
fied. Thus, features applied to assess the bone age
should reflect the morphological changes which are
able to distinguish one developmental stage from the
other, for example, the increase in size of epiphyses,
tubular bones, or carpal bones. They may also point
out an object or a change of an object which appears
at a certain stage of development. The more accurate a
feature is able to describe the changes between certain
stages, the more reliable a classification result can be
obtained. If features do not reflect the structural
changes, no classifier of whatever sophistication can
yield a reasonable result.

On the other hand, the features have to be ex-
tracted reliably (i.e., with a high rate of correct extrac-
tion) and cannot require too sophisticated and time
consuming algorithms. It happens often that some fea-
tures of a high discriminant power do not meet the
above condition and cannot be extracted automatically.
A recognition of a developmental stage (distinguished
in the TW2 method (3)) in which the epiphysis caps
the metaphysis can serve as an example. The feature
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Fig. 2. CR hand wrist image with (a) automatically extracted diameters, marked on the II, III, and IV phalanx;
and (b) automatically extracted carpal bones superimposed on a hand radiograph.

selection step is then a compromise between the fea-
tures discriminant power and the ability and reliability
of their extraction. Therefore, the computerized ap-
proach often uses features which reflect the changes,
yet, which have not been implemented in the clinical
diagnosis.

In the phalangeal analysis three types of features
have been extracted. The first type includes the length
of distals, middles, and proximals. While applying the
standard phalangeal length table (19) each measure
can be assigned to a year of age. However, these mea-
sures do not appear to be reliable bone age indicators
and are only used for a rough maturity assessment (8).
The second type of features measures the diameters of
epiphyses and metaphyses (distances between vertical
lines in Fig. 2a). Since diameters themselves are sensi-
tive to the size of the hand and its rotation during the
examination procedure, their ratios have been calcu-
lated. This reflects to certain extent the classification
done by Tanner and Whitehouse (3) who compare the
epiphyseal size with the metaphyseal size. This is also
a finding compared by some radiologists while
applying the Greulich and Pyle method (2). In the
clinical approach it is not a quantitative finding, yet,
it is considered during the visual comparison of the

radiographs with the atlas patterns. Plots of features
clustered for each year of bone age (Fig. 3) show
their different sensitivity to the hand development. The
ratios of distal phalanges (Fig. 3a) are more sensitive
to the growth of the hand in an early stage (up to 11
yr of age). Later the sensitivity decreases. Whereas,
ratios of middle (Fig. 3b) and proximal (Fig. 3¢) pha-
langes appear to have a reasonable sensitivity up to 13
yr of age. At the age of about 14 or 15 the fusion of
epiphyses starts and the ratios do not change suffi-
ciently enough to classify successfully the hand image
and assess the bone age. The third type of the phalan-
geal features, again used only visually in the diagnostic
procedure. describes the stage of epiphyseal fusion. In
our study (20), this feature is quantified and assigned
to one of four classes (no fusion, early fusion, ad-
vanced fusion, fusion completed).

Carpal bones (capitate, hamate, triquetrum, lu-
nate, scaphoid, trapezoid, and trapezium) are another
source of information in different methods of bone age
assessment (21). Their development differs from the
long tubular bones. In the early stage they appear as
a dense pin point on a radiograph. While developing.
they increase in size until finally they reach their opti-
mal size and characteristic shape. In the developmental
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Fig. 3. Clustering results of diameters extracted from (a) distal, (b) middle, (c) proximal epiphyses and
metaphyses.

order of appearance (22) capitate and hamate are fol-
lowed by triquetrum and lunate. Then scaphoid, trape-
zoid, and trapezium occur. Finally, pisiforrn overlaps
the already existing triquetrum and hamate. The girl's
development is noticeably more advanced and may
differ from boy’s development as much as 3 yr.

In the early stage of development, the carpal bones
appear on the radiograph individually. Their separation
and description in terms of features is relatively simple.
However, at the age of 9—10 they start overlapping.
At this point, their separation becomes very difficult.
Moreover, medical studies (21) have shown, that, due
to the nature of carpal bone maturity, their analysis
does not provide accurate and pertinent information
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for patients older than 9-12 yr of age and development
the phalangeal features lead to more reliable results.
Kirks says (23), ‘“The more distal, the better.”” Thus,
the CROI analysis is performed for patients younger
than 9 yr of age. After separating the carpal bones
(Fig. 2b), their area, perimeter, and a ratio of a single
carpal bone area divided by the global area of all carpal
bones are found (11).

In the classification phase, both regions (PROI
and CROI) are considered individually. The PROI de-
livers nine features, namely, ratios of epiphyseal diam-
eter divided by metaphyseal diameter for distals, mid-
dles, and proximals of the II, III, and IV phalanx.
The number of features remains unchangeable for each
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radiograph. The CROI analysis yields three features
for each carpal bone. Since the number of carpal bones
increases during the developmental process, the overall
number of features changes.

3. BONE AGE ASSESSMENT

In the final stage of the analysis a classifier has
been developed to assess the bone age on the basis
of extracted features. The classifier has to meet two
conditions. Due to pathological changes, the features
may exceed the limits defined for each year of age.
Besides, all features have been extracted automatically
with an accuracy of about 90%. This means, that on
an average one feature extraction per image fails. This
implies the first condition. The classifier can not be
sensitive to an abnormal or mis-extracted feature.

The second condition to be met is imposed by
the imprecise nature of the bone age assessment prob-
lem and, as a result, the imprecise definition of
classes. The lack of a medically approved standard
and a high objectivity of the clinical diagnosis per-
formed by radiologists cause inter- and intra-observer
variations ranging on an average from 0.37 to 0.6 yr
(24). Different methods applied by radiologists lead
also to different results.

These conditions are included in three types of
inexactness (25). Generality features a concept applied
to a variety of situation. This reflects the first condition.
Ambiguiry describes more than one distinguishable sub-
concept. This means, that there is more than one maxi-
mum of the membership function (membership func-
tions are shown in the next section). Vagueness occurs
when precise boundaries cannot be defined and func-
tions take values other than just 0 and 1.

Since the described above recognition problem
does not lend itself to a precise formulation, it requires
imprecise techniques able to handle its inexactness.
This justifies the selection of a fuzzy classifier which
has been developed by defining membership functions
and a classification rule.

3.1. Membership function

Let X = | x]} denotes a space of objects (or fea-
tures). Then, a fuzzy set A in X is a set of ordered
pairs X = {(x, pa(x))}, x € X, where p,(x) is a
membership function. Intuitively, it defines the grade
of membership of x in A. More precisely, it means that
a membership function is a mapping from the set of
features to a value from a predefined interval. We as-
sume, that u,(x) is a number in the interval [0, 1].
The grade 1 denotes a fully membership, whereas, 0
refers to a nonmembership. The mathematical founda-
tions of the fuzzy set theory are described in (25, 26).

The set of features, already defined in section 2,
includes features extracted from two regions of interest,
the PROI and the CROL. Since both can be analyzed
independently leading to two bone age assessments,
their classification is also performed individually. Thus,
for both ROIs membership functions have been devel-
oped independently.

Definition of membership functions is based on
an operator

x(a, b, x)=1/(1 +a*(x — b)?). (1)

which can be considered as a membership function
component for a single year of age (a and b are param-
eters), a single feature (x is a variable), a single object
(bone). While applying the operator to calculate the
phalangeal membership function for a certain range of

the year of age (1. ..., n), it results in a vector
x(a,, by, x)
a(a, b, x) = i 2 (2)
x(a,, b,, x)

The extension to a multiple feature environment gives
a matrix

B(a, b, x) = [a(a,b,x,) - a(a.b.x,)]. (3)

where m is the number of features.
While multiple objects (bone) occur, the matrix
in eqn. 3 is extended to

p(a, b, y) = [B(a.b,x;) - -B(a, b, x,)]

where k is the number of objects y = [x;-**x;]. (4)

Parameters a and b are found on the basis of a
training set. After being analyzed by a radiologist, im-
ages are grouped on the basis of patients bone age.
This permits the extracted features to be clustered. Due
to imprecise nature of this problem the neighbor clus-
ters overlap. In order to define the boundaries (of fuzzy
nature) between each cluster, distances between fea-
tures and the center of the cluster are calculated and
10% of the features located close to borders of the
cluster are excluded. This operation reduces the over-
lapped area, yet, in most cases does not eliminate it
(Fig. 3). If it remains, the center of the common cluster
between age j and age j — 1 is found. If two neighbor
clusters are separated, then a point equally distant from
the central points of both clusters is found. For each
cluster two such points are located (one on each side).
They serve as crossover points 4; and &, (membership
function value is equal to 0.5). These yields to a set
of equations

x(a, b, d) =05
xta, b, d-;) =05 (5)
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Fig. 4. Membership function components defined on the basis of (a) distal diameters for 8-~13-yr-old patients
and (b) area of trapezoid for 4-9-yr-old patients.

whose solution fixes the values of parameters a and
b for each membership function component. As an
example, membership function components defined on
the basis of distal diameters of patients between 8 and
13 yr of age are shown in Fig. 4a.

Although the carpal bone membership function is
also based on the operator defined in eqn. 1, the format
of a differs. This is caused by the developmental order
of appearance of carpal bones. Their development dif-
fers from the development of long tubular bones. In
the carly stage they appear as a dense pin point on a
radiograph. While developing, they increase in size
until finally they reach their optimal size and character-
istic shape. In the developmental order of appearance
(Fig. 1) capitate and hamate is followed by triquetrum
and lunate (at the age of 3 or 4). Then, scaphoid,
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trapezoid, and trapezium occur (at the age of 5 or 6).
Thus, in the CROI analysis not all carpal bones exist
in the early stage. As a result, not all features have to
be present at each year of age. This means, that the
number of membership function components in eqn. 2
differs. Thus, « is defined as

0

Xe(@-y, x)

ala, b, x) = X(a,, b, x)

(6)
x(ﬂ,...b... x)
The dependency of j from the object is related to

the developmental order of appearance of carpal bones.
Thus, for capitate and hamate j is equal to 1 and 2,
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respectively, for triquetrum and lunate j is, correspond-
ingly, 3 and 4, and for scaphoid, trapezoid, and trape-
zium-5, 6, and 7, respectively. The membership func-
tion component related to the year of the carpal bone
appearance is defined as

x.(a;, x) = 1/(1 + aj.rl). (7)

and is included in eqn. 6.

In order to determine b;, the clustering analysis
is performed (as described above) to find the d; center
and solve the equation

x.(a,, d) = 0.5. (8)

Then, vector egn. 6 is substituted in eqns. 3 and 4.
As an example, the membership function components
defined for trapezoid are shown in Fig. 4b. Since the
trapezoid appears at the age of 6, four components are
defined. Three of them are assigned to the age of 7-
9, respectively, whereas the additional component is
assigned to the age of 6. Due to a large overlap between
clusters in the group age 8 and 9, the last membership
function component has been shifted (Fig. 4b).

3.2. Classification rule

In the classification phase, the input vector includ-
ing features of all extracted objects is processed as
defined in eqn. 4. This results in a matrix which assigns
each feature to a year of age from the range under
consideration. The assignment is described as a grade
of membership and is a number in the interval [0, 1].
The next element in the fuzzy classifiers to be defined
is a classification rule which finally assesses the bone
age by processing the given matrix. In this study two
classification rules have been tested. The first one,
called later a max-min rule is defined as

max [min p(x,)]
7 i
where i = 1+ + - n and n is the number of

(%)
features describing all objects

j = 1--+mis a year of age.

It means, that for each class (year of age) a mini-
mum membership function value is found. This gives
one-value for each class. Then, the maximum member-
ship function value is found over all classes yielding
the desired bone age assessment.

The second rule, called later a max—sum rule is
defined as

max[z ;.:(.r,-,)] (10)

I

which means, that the minimum operator of the max—
min rule is replaced by the summation over all mem-

bership function values belonging to one class. The
maximum value calculated over all classes yields the
bone age assessment.

As an example, a matrix of membership function
values for all features extracted from the PROI is
shown in Table 1 [columns marked as d1 through p3
stand for distal ratios (d), middle ratios (m), proximal
ratios (p)]. These columns are followed by the result
of the sum and min operator. The ‘‘age’’ column shows
the year of age assigned to the membership function
value of each feature, Comparing the results of both
classification rules, one can casily notice the sensitivity
of the max—min rule to features which are mis-ex-
tracted or are out of a predefined range caused by
pathological conditions. Due to the shape of member-
ship function components, their values are always
close to 0. While replacing the minimum with a sum-
mation, the sensitivity is reduced. Although in the pres-
ence of the out-of-range features the overall value is
reduced, it is still significantly higher than the neighbor
values. Thus, in the final classification, the max-sum
rule is applied.

3.3. Bone age assessment—classification phase

In the bone age assessment procedure both (PROI
and CROI) regions are analyzed individually. Thus,
two matrices are obtained. The max —sum classification
rule is applied individually leading to two bone age
assessments: the phalangeal bone age (PBA) assess-
ment reflects the phalangeal development the carpal
bone age (CBA) assessment reflects the carpal bones
development. Besides, an additional condition has
been imposed. If two neighbor sums differ less than
8% (refers to one month on the age axis) this value
is ignored. Otherwise, an interpolation (with the accu-
racy of one month) yields the bone age. These two
results (PBA and CBA) are compared by a radiologist
who assesses the final bone age.

4. RESULTS AND DISCUSSION

This paper summarizes the feature selection phase
and describes the classification step of the computer-
ized bone age assessment study. The analysis of two
regions of interest (PROI and CROI) is performed
independently and leads to two bone age assessments.
The features extraction techniques are based on algo-
rithms discussed in (8, 10, 11). They have been tested
on 120 pediatric CR hand images. A correct extraction
of epiphyseal diameter/metaphyseal diameter ratios
has been obtained in 973 out of 1080 cases (120 hand
images X 9 ratios/hand image). This gives an accu-
racy of 90%. The mis-extractions have been noticed
mostly while analyzing overexposed radiographs. For
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Table 1. Membership function

May-June/ 1995, Volume 19, Number 3

values calculated for a hand image

dl d2 d3 ml m2 m3 pl p2 p3 sum min age
0.08 0.01 0.02 0.00 0.04 0.06 0.03 0.07 0.22 0.54 0.00 7
0.23 0.02 0.03 0.01 0.15 0.30 0.09 0.35 0.94 2.11 0.01 8
0.94 0.01 0.02 0.03 1.00 0.73 0.61 0.67 0.20 4.21 0.01 9
0.26 0.03 0.06 0.03 0.15 0.09 0.41 0.12 0.06 1.21 0.03 10
0.09 0.11 0.34 0.27 0.11 0.08 0.12 0.06 0.04 1.23 0.04 11
0.01 0.11 0.96 0.88 0.04 0.03 0.02 0.01 0.01 2.07 0.01 12
0.05 0.88 0.34 0.05 0.00 0.00 0.01 0.01 0.01 1.35 0.00 13

Columns marked as dl through p3 stand, correspondingly, for features extracted from distals (d). middles (m). and proximals
(p)- The third and second last columns show the results of min p(x;) and >, pix,) operators, respectively. The last column marks

the bone age assigned to each membership function. The patients chronological age is 10 yr, the radiologically assessed bone
age is 8 yr and 5 mo, whereas the phalangeal analysis results in 9 yr (max — sum result 4.21).

the CROI, a correct detection of 689 carpal bones has
been obtained, giving the rate of 94%. The size of
the missing carpal bones has not exceeded 3 mm in
diameter. The overall comparison of the accuracy of
measures has been based on a visual comparison of
the detected carpal bones overlapped with the original
image. A significant enlargement of the carpal bone
area being caused by the soft tissue noisy objects
attached to the bones has been observed in 45 (6%)
cases. A mis-extraction of the area influences also the
perimeter of the corresponding carpal bone. Unfortu-
nately, causing an increase of the total carpal bone area,
all ratios are influenced. Due to technical difficulties in
drawing manually an exact contour of the carpal bones,
leading to significant discrepancies between two corre-
sponding values, the statistical analysis of measures
does not yield reliable results.

Two tests have been made to evaluate the compu-
terized bone age assessment. First, phalangeal bone
age (PBA) and carpal bone age (CBA) have been
compared with a radiological assessment (RBA ) indi-

vidually (Table 2). Due to the inter-observer differ-

ence of the Greulich and Pyle method applied by radi-
ologists, the computerized bone age assessment may
be accepted as being correct if it does not differ from
the RBA more than 6 mo. Table 3 shows that the
phalangeal parameters seem to be more reliable than
the carpal bone features. Thus, phalanges appear to be
more sensitive to the developmental changes than car-

Table 2. Accuracy of computerized bone age assessment
based on individual comparison of CBA and PBA
with RBA

Differs from RBA Differs from RBA

PBA-CBA less than 6 mo more than 6 mo
0-6 mo 54% 14%
6 mo-1 yr 20% 6%
1 yr=2 yr 3% 3%

pal bones, particularly in pathological cases. The sec-
ond test (Table 3) has compared the difference be-
tween PBA and CBA and, then, referred it to the
clinical results. A radiograph is assumed to be classi-
fied correctly, if the RBA falls between PBA and CBA
or differs less than 6 mo. A discrepancy of more than
6 mo between PBA and CBA has been noticed mostly
in pathological cases. It may reflect a difference in the
development between phalanges ( particular distals and
middles) and carpal bones. The.more distal the more
the region is influenced by developmental abnormali-
ties making the changes more noticeable.

Before a clinical evaluation of the entire algo-
rithm, a medically approved set of digital hand images
has to be collected. Both medical methods (Greulich
and Pyle, and TW2) are based on data accumulated in
the 1950s from highly selected patient population and
does not reflect the changes which occurred in society
(e.g., improved nutrition). The data base should con-
tain images of normally developed hand wrist with the
bone age assessed by 2-3 independent radiologist.

The computerized analysis still remains a com-
puter-assisted or computer-aided diagnosis. Due to the
variety of human nature none of the computer system
designers are able to foresee all possible cases and,
thus, none of the computerized systems are able to
provide a 100% classification rate. This is true not
only for the computerized systems. Additional medical
consultation is often required when an unusual case is
diagnosed. Therefore, each automatically performed

Table 3. Accuracy of computerized bone age assessment
based on discrepency between CBA and PBA with
respect to RBA

Differs from RBA Differs from RBA Differs from RBA
less than 6 mo less than I yr more than | yr

PBA 75% 19% 6%
CBA 63% 20% 17%
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analysis can serve as an assistance in order to improve
the examination it terms discussed above. Yet, the cli-
nician is still responsible for each final diagnosis.

SUMMARY

This paper presents part of an entire study leading
to an estimation of skeletal maturity, called bone age
assessment. In the described phase, a classifier has been
developed. Due to imprecise nature of the bone age
assessment problem, as well as possible misextractions,
a fuzzy classifier has been defined. Based on features,
automatically extracted from two regions of a CR hand
wrist radiograph, the classifier delivers two values. One
reflects the phalangeal stage, the other one the carpal
bones developmental stage. Both values are obtained
independently. The results show an agreement of 75%
for the phalangeal region and 63% for the carpal bones
region indicating that a more distal analysis yields better
results. The discrepancy between these two estimators
may suggest a difference in development of both re-
gions, usually occurring in pathological conditions.
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Abstract—Epiphyseal fusion is a finding frequently analysed in hand wrist radiographs. It is tested in the bone age
assessment, the gonadal dysgenesis, etc. The computerized fusion analysis is performed on an automatically selected
region of interest containing the lower edge of epiphysis and the upper edge of metaphysis. In the analysis a wavelets
decomposition approach is employed. The wavelets decomposition components are first subjected to a preliminary
test which rejects the overexposed images whose analysis would not give reasonable results. This increases the
accuracy of the algorithm and a chance for an unsupervised application. Then, a quantitative measure is found. Its
value decreases while the epiphyseal fusion proceeds. The analysis yields an assignment of fusion to one of four
stages: no fusion, early stage of fusion, advanced stage of fusion, and fusion completed. The results show that
wavelets decomposition components may efficiently be applied to a texture analysis. Copyright © 1996 Elsevier

Science Ltd.
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1. INTRODUCTION

Epiphyseal fusion is a finding frequently analysed in
the hand wrist radiographs. Bone age assessment is
one of the medical procedures in which it is a basic
feature in the later stage of skeletal development.
Changes in appearance and size of ossification
centers of the hand, and epiphyseal fusion are
recognized as a measure of skeletal maturity.
Currently, there are two basic methods: Tanner and
Whitehouse (TW2) method (1), and Greulich and
Pyle (G&P) method (2). The TW2 method uses a
detailed analysis of each individual bone which leads
to its description in terms of scores. This method is
acknowledged as more objective than the G&P
method, however, more time consuming and thus
the rate of its application does not exceed 20%. The
G&P method compares the left hand wrist radio-
graph with the atlas patterns. The pattern which
superficially appears to resemble the clinical image is
selected. Since each pattern is assigned to a certain
year of age, the selection assesses the skeletal age.
This method is more subjective and gives more
random variation, yet, due to its simplicity (in
comparison with TW2) is used more frequently
(76%).

In both methods epiphyseal fusion is analysed in
the later stage of skeletal development. In the G&P
method, for patients older than 13 years the visual
interpolation has to include the fusion analysis. Since
the method is based on a subjective comparison of
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two images, no quantitative description can be
applied. Whereas, the TW2 method offers a more
objective classification of wrist bones to one of eight
classes. The third last stage of development (stage G)
is defined as “epiphysis caps the metaphysis” (1). In
the classifier, described in this paper, this is referred
to as the early stage of fusion. In stage H of the TW2
method, the separation line is partly visible and
partly dense (area where fusion is proceeding). This is
referred to as the advanced stage of fusion. In the
final stage (I) the fusion is completed. Earlier stages
(B through F) are referred to as non-fused epiphyses.

Fusion is also one of findings to be searched for
in hand radiographs of patients with gonadal
dysgenesis (Turner’s syndrome). It has been noticed
(3) that ossification centers appear normally up to the
age of 13, yet afterward, a significant delay of fusion
(up to 6, exceptionally to 10 years) occurs.

In this study, an attempt has been made to apply
the wavelets decomposition algorithm to quaatify the
analysis of epiphyseal fusion. Wavelets decomposi-
tion algorithms have been tested in various signal
and image processing applications. They have led to
new results in the sound analysis (4) and seem to be
of great promise for compact coding (5), and texture
analysis (6). The idea of a multiresolution image
analysis is a hierarchical interpretation of an image at
lower and lower resolution. At different resolutions
and in different wavelets representation components
the details of an image reflect different physical
structure of the object. In general applications, at a
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resolution step equal to two, an image (or region of
an image) is convolved with a filter. In each iteration,
a texture measure is found and compared with the
corresponding values of other images. In the fusion
assessment a different approach has been presented.
After the first iteration, the wavelets representation
components are tested separately. Each of them
delivers a different type of information. First, over-
exposed images are rejected. Their analysis would not
yield reasonable results. Then, due to the sensitivity
of the vertical high frequency component (VHFC) to
the proceeding of fusion, it is subjected to further
analysis to calculate a measure which assesses the
fusion stage. '

In the following section, the wavelets decom-
position algorithm is described (Section 2). Then,
based on previous studies (7, 8), an automatic
extraction of the region of interest is shown (Section
3.1). Next, the VHFC analysis and a preliminary test
of image quality are presented (Section 3.2). Finally,
we discuss the sensitivity of wavelets decomposition
algorithm and its applicability to the analysis of
fusion (Section 4).

2. WAVELETS TRANSFORMATION OF
IMAGES

2.1. Wavelets decomposition

In this section, we introduce a two-dimensional
notation of the orthogonal wavelets representation.
No proofs will be given. For more details we refer to
(6, 9, 10).

A multiresolution approximation is a sequence
of subspaces V,, of LYR?)

V.m C vm+1

() Ve = {0}

meZ

formeZ

and

is dense in L*(R?)

U Ve

meZ
The V,,+ subspace is derived from V,, by scaling the
approximated image (region or function) f{x, y) by
the ratio of its resolution value

S(x, ) € Vo = f(2x, 2p) € Vi

In this application we approximate an image at a 2/
resolution (j€ Z). The approximation of an image
flx, y) at a resolution 2/ is equal to its orthogonal
projection on the vector space V. Let
$(x, ») EL*(R?) be a scaling function such that if
qﬁg{x y) =2¥p(2/x, 2%y), then for m, neZ?

27y (x — 27/, y —27/m) forms an orthonormal
basis of V;. A proof for a one-dimensional case can

formeZ
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be found in (10). For a particular case of separable
multiresolution approximation, the scaling function
¢(x, y) can be written as ¢(x, y) = d(x)¢(y) where
¢(x) and ¢(y) are one-dimensional scaling functions
of the decomposed subspace.

Let (x) be the one-dimensional wavelets
associated with the scaling function ¢(x). Then, we
can build an orthogonal basis by scaling and
translating three wavelets functions

¥l(x, ») = xW()
¥2(x, y) = ¥(x)o(»)
Y(x, ) = Y(x)W()

The family of functions

m, n € Z}(27 ¢y (x = 27n)n(y — 27m)

Vai(x = 27m) by (y — 277m)

Vs = 2y = 29m)
is an orthonormal basis of complement of V,, in
V241 The proof can be found in (6). The difference
of information between the projection of f{x, y) at
2/*" and 2/ resolution is equal to the orthonormal
projection of f(x, y) on this complement. Therefore,
an image at a 2/ ' resolution can be replaced by four
images at a 2 resolution. They are described in terms

of a set of inner products which are equal to two-
dimensional convolution products evaluated at 2™/n

R = (f(x, ), %%, 1)
S (f( 1 }’),‘Pg,(xﬁZ‘fn, y_2‘fm))
=(/(x y)* ¢2J(~x)¢zi(‘y)){2_ffr,

R;t fl (f(-"-i y)’\!;l(x, }’))
= (f(x| }’). ‘Pé}(x - 2"fn, y—= 2-jn1)>
= (f(x, y)* ¢21(“I)w21("‘y)){2'jrr, 2_-jm)

R%f = (f(x! y)v‘!ﬂ(xl y))
= (f(xs y}’ q‘%](x = 2—1'"’ e z_jn'))
= (S(x ¥) * Yoy (=%) 2 (=3))(27n, 27m)

Ry = (f(x, »),¥(x, )
=(f(x ») ‘Pif(x -2, y— 2_jm))
= (f(x ) =Y (=xWu(-2)(27n, 27m)

There are different approaches to the scaling
function ¢ and construction function . One, used by
Lemarie (11) starts from a multiresolution analysis
framework. Two other approaches (6, 9) start from a
sequence h(n). The summary of both approaches can
be found in the Appendix. In this application the
family of wavelets with compact support (derived in
the Appendix) has been tested for N = 11, 13 and 15.

277m)
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2.1. Two-dimensional decomposition algorithm

The two-dimensional wavelets decomposition
algorithm, performed on a 2/ x 2/ resolution region
results in obtaining four images each at a
2/=1 x 277! resolution. The R]_; is the low fre-
quency in both direction component, RJ.]-_; is the
vertical high frequency component (horizontal
edges), R}_l is the horizontal high f[requency
component (vertical edges), and Rja_l is the high
frequency in both direction component. Each of
these components is obtained by two one-dimen-
sional convolutions of rows and columns separately
with ¢ and ¢ filters described in the Appendix. After
the convolution only every other row and column is
retained. This reduces the resolution from 2/ to 2/,

In a standard application of a wavelets decom-
position algorithm, this process is repeated a
predefined number of iterations. In following itera-
tions only RJ?_, components are convolved. How-
ever, in this study only the RJ,]-_] and R}_,
components are analysed. The R}_I component is
tested in the preliminary step, whereas, the R}_l isa
basis for the fusion assessment. It preserves the
horizontal edges of epiphyses and metaphyses and,
therefore, reflects the stage of fusion.

3. FUSION ASSESSMENT

3.1. Extraction of the radius region of interest

Radius region of interest (RROI) is a subregion
of a carpal bone region of interest (CROI). The
CROI includes the carpal bones, parts of metacar-
pals, and upper parts of radius and ulna. This part of
radius is subjected to the wavelets decomposition
algorithm. The CROI extraction and analysis has
been described in (7). In one phase of this analysis,
by wusing a dilation/intersection reconstruction
method (12), the radius is extracted. Then, the bone
contour is searched for diameters of the metaphysis
and epiphysis. A procedure, described in (8) is used.
Next, a region including the radius is rotated to align
the radius diameter with the horizontal direction.
Finally, the RROI defined by both diameters
(metaphyseal and epiphyseal) is extracted (Fig. 1).
It is subjected to the wavelets decomposition algo-
rithm described in Section 2.

3.2. Assessment of epiphyseal fusion

Subjecting the image region (Fig. 2a) to the
wavelets decomposition procedure, four components
are received. They correspond to the combination of
low and high pass filter applied to the original image
interchangeably in the horizontal and vertical direc-
tion. The top left component is a result of the low
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Fig. 1. Hand image with an extracted radius region of
interest (RROI).

pass filter convolved in both directions. The top right
component shows the results of the vertical high
frequency and horizontal low frequency analysis. It
enhances mostly the horizontal lines. The bottom left
component is the horizontal high frequency and
vertical low frequency component in which the
vertical lines are enhanced. Finally, in the bottom
right component the high pass filter has been applied
in both directions. It shows high gradient in both
directions points.

While comparing the wavelets decomposition
components of-the RROI for patients at different
developmental stages (Fig. 2), one can notice that
their density decreases while the epiphyseal fusion
proceeds. Epiphyses a—c in Fig. 2 are not fused.
Fusion starts in d and e, proceeds in f-h, and is
completed in i and j. The stage of fusion is described
by the percentage of energy of the component
calculated versus the energy of the original region
and divided by the size of the RROI. A comparison
of the energy measure of different components shows
that the most sensitive component appears to be the
horizontal low and vertical high frequency com-
ponent (VHFC). It can be justified by looking at the
structure of the developed epiphyses and metaphyses.
While not being fused, their horizontal edges are
included in the VHFC. The process of fusion effects
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Fig. 2. Radius region of interest (RROI) arranged in the order of decreasing values of the vertical high frequency
component (VHFC) encrgy. The left rcgion presents the original RROI, the right region, the wavelets
representation. The top left shows the low frequency in both directions component (LLFC), the top right shows
the vertical high frequency component (VHFC), the bottom left shows the horizontal high frequency component
(HHFC), and the bottom right shows the high frequency in both directions component. The numbers describe
the bone age assessment (in years) and the energy of the VHFC with respect to the energy of the original region.

mostly this component decreasing the length of tubular bones which appear also in the wavelet
edges. For fused epiphyses the VHFC is close to 0. decomposition components. Although the nonuni-

Since the wavelets decomposition reflects the formity of the bony structure is included in all
bony structure of the image, it appears to be sensitive components leading to a significant increase of the
to the radiographic exposure (Fig. 3). An over- energy measure, the largest difference has been
exposed image (Fig. 3b) enhances the structure of the noticed in the horizontal high frequency component
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VHFC=0.118%
HHFC=0.080%

VHFC=0.564%
HHFC=0.453%

v!

Fig. 3. Wavelets decomposition performed on (a) normal
and (b) overexposed image. The left region presents the
original radius region of interest (RROI), the right region,
the wavelets representation. The top left shows the low
frequency in both directions component (LLFC), the top
right, the vertical high frequency component (VHFC), the
bottom left, the horizontal high frequency component
(HHFC), and the bottom right, the high frequency in both
dircctions component.

(HHFC). Based on the sensitivity of the presented
fusion analysis method, a threshold value has been
found by comparing the energy measure of RROIs
which have the highest energy value (non-fused
epiphyses) and the RROIs of overexposed images.
Both sets of energy measures have been fitted in
Gaussian curves. The mean value m is assumed to be
the center of the corresponding cluster, whereas, the
variance 6 is adjusted by minimizing over & the
following expression:

Z[J'r — y(xi; m, O

where y() is the Gaussian distribution, m is the mean
value, d is the variance and y; are measures. The cut
off of both curves yields the threshold value. All
images of the HHFC energy measure exceeding the
threshold are subjected to fusion analysis.

4. RESULTS AND DISCUSSION

The automatically extracted and aligned RROIs
have been subjected to the wavelets with compact
support using filters of different number of coeffi-
cients. The best results have been obtained with a 13-
coefficient filter. Due to the noise added by the
structural nonuniformity of metaphyses, the 11-
coefficient filter yields worse results for all groups
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of fusion. The 15-coefficient filter gives comparable
results for non-fused and early fusion groups. Later,
the energies of the VHFC overlap and are not able to
separate the *“‘advanced fusion” from the “fusion
completed” stages. Thus, using this type of wavelet
bases the 13-coefficient filter matches the best the
structure of the fusing epiphyses. As a criterion tested
in this approach the correct classification rate has
been employed.

The test has been performed in two phases. First,
10 radiographs with a different stage of fusion have
been chosen. After subjecting them to the wavelets
decomposition analysis, they have been arranged in
an order of decreasing energy of the VHFC (Fig. 2).
While comparing the radiologically assessed bone
age, two images (b and c in Fig. 2) have been
misplaced. They need to be swapped. Yet, the bone
age has been assessed on the basis of the entire wrist
and not the RROI itself and, moreover, while
comparing the fusion, the order seems to be correct.

In the second phase radiographs have been
grouped initially into three classes: epiphysis not
fused (a— in Fig. 2), fusion proceeds (d-h) and
fusion completed (i and j). This results in obtaining
the following values of the VHFC energy measure
(EM). For non-fused epiphyses the EM ranges from
0.54 to 0.34%. While fusion begins, it drops to
0.22% and continuously decreases to 0.085%. For
completely fused epiphyses the EM differs from
0.085% to 0.06%. Then, the interval of 0.23% to
0.085% has been divided into two classes which are
considered as early and advanced stage of fusion. In
the early stage of fusion the EM ranges from 0.28 to
0.18% (d-f in Fig. 3) whereas in the advanced stage,
from 0.18 to 0.085% (g, h).

The classifier has been subjected to 90 additional
hand radiographs. The results (Table 1) show that a
non-fused region is unambiguously separated from
the regions in which the fusion has begun. The
interval of the EM of this class, although needed to
be extended to 0.32%, is still separated from the EM
of epiphyses in which the fusion has already begun
(its upper limit has also been extended to 0.27%).
This means, that a non-fused epiphysis is not
classified into a stage of ‘fusion proceeds” or

Table 1. Classification results for four stages of fusion

Results/ No Early Advanced Fusion
Truth fusion fusion fusion  completed
No fusion 100% 0% 0% 0%
Early fusion 8% 92% 0% 0%
Advanced fusion 0% 14% 86% 0%
Fusion completed 0% 0% 0% 100%
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“fusion completed”. A similar situation can be
noticed while epiphyses are completely fused. How-
ever, due to difference in exposure, in ecarly stage of
fusion, an epiphysis can be classified as not fused. An
overexposed image exhibits a structural nonuni-
formity of bones (particularly the metaphysis).
While being subjected to the wavelets decomposition
procedure, the resulting wavelet coefficients of both
types (fusion and bone nonuniformity) overlap and
its separation is impossible. A significant over-
exposure (Fig. 3b) effects the energy of the HHFC,
permitting the image to be rejected automatically.
However, a moderate overexposure may not change
the measure significantly enough to restrain the
image from being subjected to the analysis, yet,
increases the VHFC energy and leads to a mis-
classification.

The general evaluation shows that 10% of
images have been considered as overexposed and
rejected. If not imposing the quality condition, all of
them would be classified as non-fused (due to a high
energy of the VHFC). The next 6.7% are mis-
classified. This gives a result of 83.3% of correct
classification. While improving the quality of radio-
graphs, the accuracy will reach 90%.

The results show that some components of the
wavelets representation can efficiently be used for the
classification of epiphyseal fusion. However, they
seem to be sensitive to the exposure of the radio-
graphs, particularly if this effects the tissue structure
that appears on the radiograph. Secondly, the size of
the filters has to be adjusted to suppress the noise and
extract the features to be considered in the classifica-
tion procedure (13).

In this study, the wavelets with compact support
have been tested on the epiphyseal fusion of the
radius. However, this algorithm can also be applied
to the assessment of epiphyseal fusion of other bones.
As an addition example, the phalanges can be
mentioned. The automated extraction of the region
of interest is described in (8, 14). After the alignment
of the region, the algorithm, as presented above, can
be applied.

SUMMARY

This paper presents an analysis of epiphyseal
fusion based on the wavelets decomposition
approach. The procedure has been applied to an
automatically extracted region of interest limited by
the diameters of the epiphysis and metaphysis. After
subjecting the region to a wavelets decomposition
procedure four components are derived. Components
enhancing the horizontal (VHFC) and vertical
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(HHFC) edges are employed in the analysis. As a
quantitative parameter, the percentage of energy of
the component calculated versus the energy of the
original region and divided by the size of the region is
used. Based on the energy measure derived from the
VHFC the fusion is classified to one of four stages:
no fusion, early fusion, advanced fusion, fusion
completed. The rate of correct classification has
reached 83%. An employment of a quality control
test (HHFC analysis) restraining overexposed images
from being subjected to the analysis increases the
accuracy to 90%.
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APPENDIX

Mallat (6) reconstruction and decomposition
algorithm uses the multiresolution analysis while
computing the filter operators. Following Lemarie’s
definition of the scaling function

1
)

and

2 1
0= X vy

the multiresolution approximation is based on cubic
splines obtained by computing the 6th derivative of

s
L) = e @)
Since '

$(20) = H(w)¢(w)

H(w) can be obtained as

Z;,,(m)

H@) =\ 2%, (w)

The Fourier transform of the corresponding ortho-
normal wavelet can be derived from

¥(2w) = G(w)¢(w)

and is given by

el | Ty (w/2+m)
Vo)== V T (@) Z2n(0]2)

The coefficients of the impulse response h(n) are
computed from the transfer function. The impulse

response g(n) is given by
g(n) = (=1)"~"h(1 —n)

20

Daubechies (9) has extracted the properties of
the filter operator without reference to the multi-
resolution analysis. This permits the following set of
conditions to be defined.

(i) Since
> L h(n) |< o0
> lem < oo

the operators
(Ha), =) h(n—2k)a,

(Ga), = Zg(n - 2k)a,

are bounded.

(ii) The reconstruction and decomposition scheme
will work if H« H+ G+ G = 1.

(iii) The orthogonality of subspaces requires that
HG* = 0.

(iv) The final condition identifies G as a difference
operator which corresponds to a band pass filter
and H as an averaging operator which corre-
sponds to a low pass filter. Thus, we require

Zh(rt) =C
> _gm)=0

It can be proven that C = /2.

If a sequence has finite length, then the
corresponding basic wavelet has compact support.
This means that there are values N_ and N. for
which A(n) =0if n < N_ orn> N,.

Conditions 1-4 imply the following equation (9):

| ma(v) P + | my(v+m7) P =1
with the following structure on m
my(v) = (0.5(1 + &™) ¥ Qn(e™)
where @ is a polynomial such that
: El/N+k-1 v vi. (1
ivy 12 __ sl ” falk 7 -
| Qn(e™) "= g(——k )sm b [sm 2]1!(2 cos v)

and R is an add polynomial. The above equation is
solved by a polynomial Py of order N — 1

where z = cos?v/2.
In our application Q of minimal order has been
chosen. This means that
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2

In order to find Qp{(e™) the following Riesz lemma is
used. Let 4 be a positive trigonometric polynomial
containing only cosines, A(v) = Z‘,‘,V.o a, cos(nv).
Then, there exists a trigonometric polynomial
B(v) = YN0 be™ such that [B(v)|* = A(v). The
proof can be found in (9). This defines

R=0 and |Qx(e") [ = Pysin*
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. N-l .
QN(e") = anemv
n=0

and

nty = E(l +e""):|

N N-]

Y,

n=0

N-1
q,,{n)e‘"" =2-12 Zhu(ﬂ)ew

n=0
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Medical Image Compression by Using
Three-Dimensional Wavelet Transformation

Jun Wang and H. K. Huang,* IEEE, Senior Member

Abstract—This paper proposes a three-dimensional (3-D) med-
ical image compression method for computed tomography (CT)
and magnetic resonance (MR) that uses a separable nonuniform
3-D wavelet transform. The separable wavelet transform employs
one filter bank within two-dimensional (2-D) slices and then a
second filter bank on the slice direction. CT and MR image sets
normally have different resolutions within a slice and between
slices. The pixel distances within a slice are normally less than
1 mm and the distance between slices can vary from 1 mm to
10 mm. To find the best filter bank in the slice direction, we use
the various filter banks in the slice direction and compare the
compression results. The results from the 12 selected MR-and CT
image sets at various slice thickness show that the Haar transform
in the slice direction gives the optimum performance for most
image sets, except for a CT image set which has 1 mm slice
distance. Compared with 2-D wavelet compression, compression
ratios of the 3-D method are about 70% higher for CT and 35%
higher for MR image sets at a peak signal to noise ratio (PSNR)
of 50 dB. In general, the smaller the slice distance, the better the
3-D compression performance.

I. INTRODUCTION

HE demands on image compression in radiology are

increasing as the number of digital modalities increases
and the management of digital imaging becomes an important
issue. Picture archiving and communication system (PACS)
and teleradiology are the two major applications of image
compression. PACS is an integrated digital system which
archives and distributes digital images throughout a hospital.
Such system requires a large storage space for long term
archival and fast networks to distribute the images. Applying
image compression reduces the storage requirements, reduces
network traffic, and therefore improves efficiency. Teleradiol-
ogy is radiology practice over a long distance for the purpose
of consultation and second opinions. Teleradiology requires
sending digital images to remote sites through digital com-
munication lines. Applying compression reduces the 1ma°e
transfer time and therefore reduces the cost.
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Compressing an image set with multiple slices is very
important in radiology because the most commonly used
digital modalities, including magnetic resonance (MR), com-
puted tomography (CT), positron emission tomography (PET),
and single photon emission computed tomography (SPECT),
generate multiple slices in a single examination. One slice is
normally a cross section of the body part. Its adjacent slices
are cross sections parallel to the slice under consideration.
Multiple slices generated this way are normally anatomically

.or physiologically correlated to each other. In other words,

there are some image structural similarities between adjacent
slices. Although it is possible to compress an image set slice by
slice, more efficient compression can be achieved by exploring
the correlation between slices.

Methods to remove slice correlation for three-dimensional
(3-D) compression include prediction methods and 3-D trans-
formations [1]-[4]. In a prediction method, a discrete cosine
transform (DCT) or a wavelet transform is first applied to two-
dimensional (2-D) slices. Adjacent slices are then compared
and only the differences are coded. This method requires
dividing the image slices into small blocks and finding the
best matching blocks between slices. The prediction method
will produce the best compression result only if neighbor slices
have common objects and such objects change position slightly
in each slice, such as in a motion picture. However, most of
medical image sets do not have this property and the prediction
method may not yield the best result. A further drawback of
the prediction procedure is that it is normally computationally
expensive and create block artifacts. In this paper, we will
focus on 3-D transformation methods.

In 3-D transformation methods, a set of slices is grouped
into one 3-D block and a 3-D transformation is applied to
the block data to remove inter-slice redundancy. Wavelet
transformation has been proven to be very efficient for 2-
D image coding [5], [6). Compared with the popular DCT,
wavelet transform yields not only frequency information, but
also spatial information.

Several research efforts applied the 3-D wavelet trans-
form to 3-D medical image compression [7]-[9]. The basic
idea of those methods is to apply a separable 3-D wavelet
transform to an image set or a group of slices to remove
inter-slice redundancy. The separable 3-D wavelet transform
employs a one-dimensional (1-D) wavelet filter bank in all
three dimensions. However, a uniform 3-D wavelet transform
may not have the best performance because the correlation
of pixels within a slice is very different from that between
slices. Typically, the distance of adjacent pixels within a
slice varies from 0.3-1 mm, whereas the distance between
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slices varies from 1-10 mm for MR or CT. The correlation
within a slice is in general better than the correlation between
slices. Hence, applying a second wavelet function in the slice
direction adjusted to the distance characteristics may give
better compression results. In this paper, a separable 3-D
wavelet transform -with two wavelet banks is applied to an
image set. We use the same filter bank in each slice for all
image sets. The wavelet filter bank used in the slice direction is
selected for each image set at various slice distances according
to the best compression result.

This paper is organized as follows. Section II briefly intro-
duces the concept of the wavelet transform and its implemen-
tation for 1-D signals. Section III describes our 3-D wavelet
compression algorithm. Section IV discusses the compression
results obtained from the 3-D wavelet compression by using
different wavelet filter banks in the slice direction and com-
pares the results obtained with the 3-D wavelet compression
and a 2-D slice by slice compression. Section V presents
conclusions.

II. WAVELET TRANSFORMATION

The basic idea of wavelet transformation is to represent any
arbitrary function as a superposition of a wavelet basis [10],
[11]. The coefficients of the basis can be used to reconstruct
the original function exactly. The wavelet basis is formed by
dilation and translation of a special function, which is called
the mother wavelet. The wavelet transform gives a spatial
and frequency representation of signals. The application of the
wavelet transform to image compression has shown promising
results [5], [6].

The wavelet transform can be implemented by a two-
channel perfect reconstruction (PR) filter bank [12]. A filter
bank is a set of filters, which are connected by sampling
operators. Fig. 1 shows an example of a two-channel filter
bank applied to a 1-D signal. z(n) is an input signal. Hy and
H, are analysis filters and Gy and G are synthesis filters. Hy
is a low-pass filter and H, is a high-pass filter. If the output
#(n) = z(n — l), where ! is a delay, then the two-channel
filter bank is called a PR filter bank.

The wavelet transform of a signal can be obtained by re-
peatedly applying a PR filter bank to the signal in a pyramidal
scheme [11]. In a 1-D case, the decomposition process can be
described by the following equations:

fmir(n) =" ho(2n — k) fm (k) (1a)
k

fmsr(m) =D ha(2n — k) fm(R) (1b)
k
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Fig. 3. Three-dimensional wavelet compression process.

where fp4+1(n) is the smooth signal and f; .,(n) is the
detailed signal at the resolution level m + 1.

Fig. 2 shows the implementation of (1). Hy and H, are the
frequency response of hg and k;, respectively. The signal f,,
is convoluted with filters Hy and H,, respectively, and then
sampled at every other pixel. Because Hj is a low-pass filter,
and H, is a high-pass filter the resulting signals are a smooth
signal fr,+1, and a detailed signal f} .,, respectively. The
smooth signal f,4+, is again convoluted with filters Hy and
H,, respectively, sampled at every other pixel, creating fm.42
and f} .. The same process can be continued until the desired
level is reached. The result of the two level decomposition
(Fig. 2) contains fm+2, finiz. and fl, 1. fm+2 is the smooth
signal and f}, ., and f ., are detailed signals in the different
frequency bands.

A wavelet transform decomposes a signal into a series
of smooth signals and their associated detailed signals at
different resolution levels. At each level, the smooth signal and
associated detailed signal have all the information necessary
to reconstruct the smooth signal at the next higher resolution
level. The transformed signal has both spatial and frequency
information from the original signal and it provides a good
representation for coding.

III. THREE-DIMENSIONAL WAVELET COMPRESSION

This section describes a multiple slice compression method
using a 3-D wavelet transform. Fig. 3 shows a block diagram
of this 3-D wavelet compression method. In the compression
process, a separable 3-D wavelet transform is first applied
to the 3-D image data resulting in a 3-D multiresolution
representation of the image. The wavelet coefficients are then
quantized using scalar quantization. Finally, run-length and
Huffman coding are used to code the quantized data.

A. Three-Dimensional Wavelet Transform

A 3-D wavelet decomposes a 3-D image set into a number
of blocks, with one small block containing most of the energy
and rest of the blocks containing information in various
frequency bands. The decomposed image provides an excellent
representation for further quantization and coding.

A separable 3-D wavelet transform can be computed by
extending the 1-D pyramidal algorithm. As we mentioned
before, multiple slice medical image sets can have various slice
thicknesses. The pixel correlation within a slice is normally
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y

Fig. 4. The coordinates of a multiple slice image set.

much better than between slices. Our 3-D wavelet transform
algorithm takes advantage of this property by using two sets
of wavelet filters instead of only one wavelet filter.

Suppose we label the = and y directions in the image
plane and the z direction in the slice direction (Fig. 4). The
implementation of a one level 3-D wavelet transform is shown
in Fig. 5.

We first convolute each line in the z-direction with filters
Hg and H,, respectively, followed by subsampling every other
pixel. We then convolute the resulting signals with Hg and H,
in the y-direction, followed by subsampling. Finally we apply
a second sets of wavelet filters Hy and H{ in the z-direction
and followed by subsampling.

The resulting signal has eight components. f,4; contains
low-frequency information, because it is obtained by convo-
lution with only low-pass filters Hy and H{. The remaining
components are obtained by convolution with at least one high-
pass filter, H; or Hj, and therefore contain the detailed signal
in the z, y, and z directions and various diagonal directions.
The same process can be repeated for the low-frequency signal,
fm+1. until the desired level is reached.

Fig. 6 shows two levels of 3-D wavelet transform on a
volume of data. The first level decomposes the data into eight
blocks. Three letter labels are used for each block of data,
which stands for the filter type in the z, v, and z directions. L
means low-pass filter and H means high-pass filter. The top
left comner block is the low-frequency portion of the image
data, and other remaining blocks are filtered at least once
with a high-pass filter and therefore contain high-frequency
components in one of the directions. The low-frequency block
can be further decomposed into eight more blocks. The blocks
on the second level contain higher frequency components than
those of the first level.

In our case, the low-frequency component of the wavelet
transform is about 1/23M of the original image size, but con-
tains about 90% of the total energy, where M is the level of the
decomposition. The high-frequency components are separated
into different resolution levels. At a particular resolution level,
each block contains the high-frequency information in certain
directions. Blocks at different levels contain similar structure
but different frequency band information.

The wavelet transform yields a good representation of the
original image for compression purposes. Different levels
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of resolution can be coded in different ways to improve
compression results.

B. Quanrizarion

The second step of the 3-D wavelet compression is quanti-
zation. The purpose of quantization is to reduce data entropy
by compromising the precision of the data. Reducing entropy
allows more compression. The quantization step maps a large
number of input values into a2 smaller set of output values.
The original data cannot be recovered exactly after quantiza-
tion. It is therefore very important to design a quantization
strategy which selectively quantizes the wavelet coefficients
and preserves the image quality.

Wavelet transformed data is represented by floating point
values and consists of two types of data: a single low-
resolution component which contains most of the energy; and
multiple high-resolution components which contain the infor-
mation of sharp edges. Since the low-resolution component
has most of the energy, we want to keep that data as it is. To
minimize the data loss in this portion, we map each floating
point value to its nearest integer.

The high-resolution components contain mostly high-
frequency information. Since smooth areas in the original
image have less high-frequency information, high-resolution
components in those areas are dominated by small amplitude
coefficients. These coefficients contain very little energy. We
can eliminate those coefficients without creating significant
distortion in the reconstructed image. A threshold number T,
is chosen so that any coefficients less than T,, will be set to
zero. Above Ty, uniform scalar quantization is used to map
a range of floating point values into a single integer.

C. Entropy Coding

In the third step, run-length coding followed by Huffman
coding is applied to the quantized data. Run-length coding is
effective when there is more than one pixel with the same gray
level in a sequence. This method uses two integers to represent
a sequence of the same gray level. The first integer represents
the length of the sequence, and the second integer represents
the gray level of the sequence. The longer is a sequence, the
more efficient the run-length coding. Since thresholding of the
high-resolution components results in a large number of zeros,
run-length can be expected to significantly reduce the data.

We apply Huffman coding to the run-length encoded data.
Huffman coding is a minimum redundancy coding. It assigns
fewer bits to the values with higher frequency of occurrence
and more bits to the values with lesser frequency of occur-
rence. By first finding the frequency of occurrence of each
gray level, Huffman coding will allow us to re-represent the
data in less space than the original data.

IV. RESULTS

We selected MR and CT image sets with various pixel sizes
and slice distances. Pixel size is the distance between two
adjacent pixels within a slice. Slice distance is the distance
between two adjacent slices. The MR data sets have dimen-
sions of 256 x 256 with 12 bits per pixel. The CT data sets
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x direction y direction z direction
keeping every other pixels

Fig. 5. The implementation of a one level 3-D wavelet decomposition. Ho and Hy and Hj and | are two different sets of filter banks.

LHL ~ HHL HHL
Z
1L |HL
~# 1 1L | HIL = HLL
f LLH | HLH
LLH | HLH LLH | HLH
Level | Level 2
Fig. 6. The result of the two level of 3-D wavelet decomposition.
have dimensions of 512 x 512 with 12 bits per pixel. Table I TABLE 1
lists 12 CT and MR test image sets selected from University T e I e
of California at San Francisco image archive database. The _ Slice Pixel 4 of
first column is the name for each image set. The first two  Image® Modality  Anatomy d';:‘;‘;‘ d'(;‘:”n‘;" slices
letters of the each name represent the image modality. The i
next two letters represent the anatomy. The number represents g‘-;;_:: g i’:: : g':; _-S:,:
the slice dlstlance in mm. The last letter aorcin MR sc‘ts CTBR3 cT Brain 3 0.49 25
stands for axial or coronal. In the following results, we will CTSP3 cT Spine 3 0.39 69
use the name to refer to each image set. All image sets were CTBRS cT Brain 5 0.41 24
from different scans, but they may came from the same patient. CTKES cT Knee 3 0.43 151
Column six is the number of slices in each image set. To reduce CTCH? cT Chest 7 .74 s
the compression time and without affecting the final result, we oy MR Brainaxial 2 h oo
P ! g J MRBR3a MR  Brain-axial 3 L17 47

only compressed the first 24 slices. MRBR6-2 MR Brain-axial 6 0.78 26

The decompressed image quality is measured by the peak ~ MRBR4.c MR  Brain-coronal 4 1.17 45
signal-to-noise ratio (PSNR) defined as MRBR6-c MR  Brain-coronal 6 0.78 28

fma.x

{EUe - i}
N

PSNR = 20 log (2)

where frmax is the maximum gray level of the image set, N is
total number of pixels, f(z, v, z) is the original image, and
fe(z, y, z) is the decompressed image. The denominator is the

*Each image set is from different scan.

root mean square (rms) error of the decompressed image. The
larger the PSNR, the better the decompressed image quality is.
The compression performance is measured by compression

ratio (CR) which is defined as
Original bits per pixel

= ;L 3
Compressed bits per pixel (3)
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Fig. 7. Compression ration versus PSNR for different filter banks in the slice direction. (a) CT knee image set with 1-mm slice distance. (b) CT knee image
set with 5-mm slice distance. (c) MR brain set with slice distance of 3 mm. (d) MR brain set with slice distance 6 mm.

A. Comparison Between Different Wavelet
Filters in the Slice Direction

Different wavelet filters were applied to the z-direction in
order to select an optimum wavelet filter for image sets at
various slice thicknesses. The wavelet filters Hy and H, used
in the z and the y direction were fixed to be the 9/7 tap
filter bank [13], which has been recognized as one of the
best filters for the purpose of image compression. We only
varied the wavelet filter Hj and Hj for the z direction. The
selected candidates were the 9/7, the Daubechies_4 (D4) [10],
and the Haar [14]. The reasons to consider these three filter
banks were: the 9/7 filter bank gives a uniform 3-D wavelet
transformation, and the Daubechies_4 (D4) and the Haar filter
banks are representative of short filter banks. Image sets were
compressed with the 3-D wavelet method using each filter
bank for the z-direction. Three level wavelet decomposition
was used in all cases.

Fig. 7(a) and (b) shows the compression results for two
different CT knee image sets at 1 and 5-mm slice distances.
The two image sets were from the same patient, but two
different studies. The solid lines are the results of using the
9/7 filter in the slice direction, the dotted lines are the results
of using the D4 filter, and the dash lines are the results of
using the Haar filter. The compression ratios from applying
the 9/7 filter to a 1-mm slice distance image set are much
better than those of the D4 and Haar filters: approximately
10-50% higher in the PSNR range of 47-59 dB [Fig. 7(a)].
In contrast, the Haar filter performs better for image sets with
5-mm slice distances [Fig. 7(b)].
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TABLE 11
ComPARISON OF THE COMPRESSION RESULTS OBTAINED
wITH THREE FOTER BANKS IN THE Suice DIRECTION

Image Set Harr D4 on
CTBRI Middle Middle Best
CTKE1 ‘Worst Middle Best
CTBR3 Best Worst Middle
CTSP3 Best Middle Worst
CTBRS Best ‘Worst Middle
CTKES Best ‘Worst Middle
CTCH? Best Worst Middle

MRBRI1-a Worst Middle Best

MRBR3-a Middle Worst Best

MRBR4-c Best ‘Worst Middle

MRBR6-a Best Middle Worst

MRBR6-c Best Middle Worst

Fig. 7(c) and (d) shows the results for two different MR
brain image sets. For the image set with a 3-mm slice
distance, the 9/7 filter performs better [Fig. 7(c)], but the
improvement of the 9/7 filter is only slight. For the image
set with a 6-mm slice distance, the Haar filter performs bener
[Fig. 7(d)]. Since the Haar filter has two coefficients, D4 has
four coefficients, and the 9/7 has eight coefficients in average,
the total compression time of using the 9/7 filter in the slice
direction is consistently about 20% longer than that of using
the Haar filter in the slice direction.

Table II summarizes the results of applying different filters
in the z direction for all test image sets. The first column
of the table describes the image sets. The second, third and
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Fig. 8. The 3-D versus 2-D wavelet compression for an MR and a CT image set. (a) CT brain image set with 5-mm slice distance. (b) MR brain

image set with 3-mm slice distance,

fourth columns are’the compression performance. We use best,
middle and worst to describe the performance of each filter.
In general, the 9/7 filter has the best performance for image
sets with slice distance less than or equal to 3 mm, and the
Haar filter has the best performance for image sets with slice
distances greater than 3 mm.

B. Comparison Benween 2-D and 3-D Wavelet Transform

The image sets were also compressed with the 3-D wavelet
compression method and a 2-D wavelet compression method.
In the 3-D compression method, the Haar filter was used in
the = direction. The 2-D compression algorithm was similar
to the 3-D compression algorithm except that a 2-D wavelet
transform was applied to each slice. Multiple slices are simply
compressed slice by slice with the 2-D method and the
final compression ratio is obtained by averaging whole set
of 3-D data. Both methods used three levels of wavelet
decomposition.

Fig. 8(a) and (b) shows the compression ratios versus PSNR
of the 3-D and 2-D methods for the CTBRS5 and the MRBR3
image sets, respectively. The horizontal axis is PSNR, and
the vertical axis represents compression ratio. The solid line
is the 3-D compression result and the dotted line is the 2-D
compression result. The compression ratio of the 3-D method
is higher than that of the 2-D at the same PSNR. We only
show the result of one set of MR and CT images here. The
rest of the MR and CT image sets have similar results.

To compare the increases in compression performance of the
3-D method over the 2-D method, we define the percentage
increase in compression ratio as

CR(3-D) — CR(2-D)
CR(2-D)

Fig. 9 shows the percentage increase in compression ratios
for MR and CT image sets at various slice distances. The
performance of the 3-D wavelet method for CT image sets
depends on the slice distance shown in Fig. 9(a). The general
trend is that the smaller the distance between slices, the better
the 3-D compression performance. This can be explained as
follow: the image sets with smaller slice distances have better
correlation between slices. Better correlation means that the
signal is smoother in the slice direction and therefore has less
higher frequency components in the slice direction. The 3-
D wavelet transform decomposes the 3-D data into different

% Increase =

“)
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Fig. 9. The percentage increase of 3-D compression versus 2-D compression
result. (a) CT image sets. (b) MR image sets.

frequency bands. The smoother the signal is and the better the
energy concentration for the transformed data, the better the
compression result.

For MR image sets, the relationship between the percentage
increase in compression ratio and the slice distance is more
complex than CT image sets. The performance of 3-D not
only depends on the slice distance, but also depends on
imaging techniques and pulse sequences. If two image sets
acquired at the same technique and the same pulse sequence,
the performance of 3-D is better for smaller slice distances.
Fig. 9(b) shows results from three MR image sets at slice
distances of 1.5, 3, and 5 mm. They are all Tl-weighted brain
axial sections, but from different patients. The results show
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(d)

Fig. 10. One slice of a CT volume image data compressed at compression ratio of 15:1 using 3-D wavelet and 2-D wavelet algorithms. (a) original
image, (b) image compressed with the 3-D wavelet method, (c) image compressed with the 2-D wavelet method, (d) the difference image between (b)

and (a), and (c) the difference image between (c) and (a).

that the smaller the slice distance, the better the 3-D wavelet
compression performs.

Overall, the benefit of 3-D wavelet compression for the CT
image sets is larger than that for the MR image sets. At a
PSNR of 55 dB, the percent increase in 3-D compression ratio
is about 25-75% for CT, and only 5—40% for MR. The smaller
improvement for MR is probably due to more noise in the
MR image sets.

Finally, we present the original and decompressed images
of a CT spine (CTSP3) compressed at a 15:1 ratio using the
2-D and the 3-D wavelet methods. Fig. 10(a) is the original
image; Fig. 10(b) and (c) are the image compressed at ratio of
15:1 using the 3-D and 2-D wavelet methods, respectively;
Fig. 10(d) and (e) shows the difference images between the
original image and the decompressed image of the 3-D and
2-D, respectively. At the same compression ratio, image
Fig. 10(d) shows that there is very little difference between the
3-D wavelet decompressed image and the original, whereas,
image Fig. 10(e) clearly shows the difference between the 2-D
wavelet decompressed image and the original image.

C. Comparison Between 3-D Waveler Transform
and DCT Based Compression

We also compare our 3-D wavelet method with the Joint
Photographic Expert Group (JPEG) compression method [15].
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JPEG is an industrial standard compression algorithm which is
based on a block DCT transform. The CTSP3 is compressed
slice by slice using the JPEG algorithm. The PSNR of the
JPEG compressed image set is 49.4 dB at the compression
ratio of 15:1. The PSNR of 3-D wavelet compressed image
set is 54.4 dB at the same compression ratio. The PSNR of
the 2-D wavelet compressed image set is 49.4 dB which is the
same as for JPEG.

Fig. 11 shows the difference images of the JPEG and 3-
D wavelet compression at the compression ratio of 15:1. In
order to emphasize the differences, we have selected a window
in the spine region [Fig. 10(a)] and zoomed it at 2:1 ratio.
The JPEG compressed image [Fig. 11(b)] has larger errors in
high-frequency regions than does the 3-D wavelet compressed
image. Also, the JPEG difference image clearly shows blocky
artifacts. The difference image for the 3-D wavelet compressed
looks more like granular noise.

V. CONCLUSIONS

We have developed a 3-D image compression method that
uses a separable nonuniform 3-D wavelet transform. The
nonuniform 3-D transform applies one wavelet filter bank in
the z and y directions, and a second wavelet filter bank in
the z-direction. The second wavelet filter bank is selected for



Fig. 11. A portion of the difference images that have been compressed using
(a) the 3-D wavelet compression and (b) the JPEG compression. The original
image is shown in Fig. 10(a).

image sets at various slice distances according to the best
compression performance.

The results show that the Haar transform in the slice
direction gives the optimum results in the majority of cases,
except for the CT image set with 1-mm slice distances. In
general, the Haar transform in the slice direction produces
better results for image sets with slice distances greater than
3 mm. The 9/7 filter generally produces better compression
results for image sets with slice distances less than 3 mm.
However, the increase in compression ratio using the 9/7 filter
in the slice direction is only less than 5% for most of the MR
image sets and yet the compression time is about 20% longer
than using the Haar transform. Therefore, it may not be worth
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the effort to use a 9/7 filter in the slice direction. The only
exception is for the CT image set with 1-mm slice distance,
the increase in the compression ratio is about 10-50% with
the 9/7 filter. In this case, it is worth to use the 9/7 filter.

Three-dimensional wavelet compression achieves better re-
sults than 2-D wavelet compression. The increase in compres-
sion ratio for 3-D is about 70% over that of 2-D for CT image
sets and 35% higher for MR image sets at a PSNR of 50 dB.
The benefit of 3-D compression depends on the slice distance
of an image set. The smaller the slice distance, the better the
correlation in the slice direction, and the better the compression
performance.
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Cost-Effectiveness of Radiology
Information Systems

Cost Benefits of Picture Archiving
and Communications Systems

Ronald L. Arenson, MD, Elizabeth S. Burnside, MD, David E. Avrin, MD, PhD,
Robert G. Gould, ScD, H. K. Huang, ScD, Robert P. Marco, MBA

Wi:h the rapid onslaught of managed care, radiology departments are
increasingly being viewed by medical centers as expensive cost cen-
ters rather than as sources of revenue. Hospital administrators are placing
pressure on radiology departments to reduce their operating and capital
costs. In the past decade, a number of leaders in radiology have stated that
picture archiving and communications systems (PACS) would make radiol-
ogy departments more efficient and cost-effective. By eliminating film,
thereby reducing personnel required to manage film images, the depar-
ment should be able to reduce its operating costs (Seshadri SB et al., pre-
sented at the Conference on Computer Applications, June 1988). However,
few studies have been published that substantiate such claims (1, 2].

The opportunities for savings in the radiology department can be divided
into several major categories: personnel, supplies, equipment, and mainte-
nance. Because personnel represent the majority of direct expense in the
department, reductions in personnel are essential to realize sufficient sav-
ings to offset the added expense of PACS equipment.

Personnel who may be replaced by PACS include the staff associated
with handling film—specifically film librarians, darkroom aides, and tech-
nologists required for computed tomography (CT) scanning or magnetic
resonance (MR) imaging. The supplies that could be eliminated include
film, processing chemicals, and other film-related costs such as film jackets.
The equipment expenses that could be avoided by PACS include film pro-
cessors, multiviewers and view boxes, and format cameras or laser imag-
ers. Some equipment associated with the radiology information system also
can be eliminated, such as bar-code light pens for tracking films and a
number of terminals or personal computers in the film library.

Space savings can be realized if film libraries can be substantially
reduced. In addition, darkrooms and spaces for laser imagers can be used
for more patient-oriented tasks. Maintenance costs for the equipment elim-
inated also are saved. However, as we point out, the maintenance cost for
PACS can be substantial.

The expenses for PACS are primarily in equipment and associated main-
tenance. The equipment can be divided into acquisition devices—inter-

s72
100

From the Department of Radiology, University of
California, San Francisco.

Address reprint requests to R. L. Arenson, MD, De-
pariment of Radiology, University of California, 505
Parnassus Ave., M-391, San Francisco, CA 94143-
0628.

Acad Radiol 1996;3:572-S74
© 1996, Association of University Radiologists



Vol. 3, Suppl. 1, April 1996

faces, and
networks—and hard-copy devices (which will always
be needed to some extent).

The supplies required for PACS include optical plat-
ters for on-line archiving and phosphor plates for com-
puted radiography (CR). A relatively small amount of
space is required to house the needed computers and
archive equipment and to provide space for CR. Some
added personnel are needed to support the PACS.
However, some of these tasks can be done by current
employees, such as the systems personnel supporting
the radiology and the hospital information systems.

Because of the high cost of the equipment associated
with a departmentwide PACS, careful analysis of more
limited implementations is needed. Although useful for
producing high-quality portable chest images with few
retakes, CR equipment is expensive and has high main-
tenance costs. Also, the phosphor plates have a finite
life span, which is often much less than the manufac-
turers claim. Certainly, CR is not cost-effective if film is
produced for interpretation rather than using soft-copy
interpretation on digital workstations.

The areas in the department best suited for the
implementation of PACS modules include sonography,
CT scanning, MR imaging, nuclear medicine, CR for the
intensive care unit (ICU), and gastrointestinal or geni-

archive systems, display workstations,

tourinary fluoroscopy. The primary areas excluded are
mammography and plain films for chests or musculosk-
eletal work. Departments also may have their own spe-
cific opportunities for using CR or digitized films, for
example, receiving information from a remote emer-
gency department or a remote orthopedic clinic. Such
special cases were not considered in this anicle. In
addition, certain advantages of PACS, such as more
rapid communication of image results to referring phy-
sicians, reduction in lost or misplaced films, and image
enhancement for detection of lines or tubes, were not
considered in the analysis.

For the purposes of this discussion, two scenarios are
examined. The first focuses on the additional costs of
adding a section to an existing PACS that is already sup-
porting the infrastructure. The only network costs will be
the hardware and wires or fiber needed to extend to the
section. The only archive costs will be for platters. The
second scenario also will consider the prorated costs for
all components as if starting from scratch.

The nuclear medicine section was examined as an
example for our analysis. At present, the nuclear medi-
cine section uses one full-time equivalent (FTE) film

PICTURE ARCHIVING AND COMMUNICATIONS SYSTEMS

clerk, and each technologist does filming tasks est-
mated to equal one FTE. The pertinent equipment, sup-
plies, and personnel are indicated in Table 1.

The PACS expenses for the nuclear medicine section,
also shown in Table 1, include acquisition interfaces,
display workstations, portions of the archive and net-
work, and other “infrastructure costs.” Both scenarios
are included, and the differences between the film sys-
tem and the PACS system also are shown.

As can be seen in Table 1, a mini-PACS for the
nuclear medicine section is cost-effective even if the
infrastructure costs are included. The proportion of
infrastructure costs allocated to the section was deter-
mined by the size and volume of images in that section
compared with the rest of the department. These sav-
ings can be realized only if the personnel reductions
are achieved and if film is not created. Without the sal-
ary savings, the PACS implementation will still be cost-
effective, but not by a large margin for the nuclear
medicine section. If film is required to provide referring
physicians with images outside of the radiology depar-
ment, the film savings will be reduced as well.

Implementation of PACS in other sections. such as
sonography, abdominal imaging (énstroinles[inal and
genitourinary), and neuroradiology, also is cost-effective.
The chest and musculoskeletal sections are more prob-
lematic because of the cost of CR. CR is useful in reduc-
ing retakes for portable chest films because it is so
forgiving of radiologic technique. Even though the early
claims of reduced radiation have not been realized to
any significant extent, CR in conjunction ‘with PACS
including filmless interpretations serves a few very
important functions. CR and PACS provide immediate
viewing of images in both the ICU and the radiology
department. This simultaneous viewing allows faster
action on patients in the ICU based on the information in
the images as well as rapid interpretation by the radiolo-
gist. Immediate remote consultations are also possible.

Even with proven cost-effectiveness, PACS will not
gain wide implementation until several problems are
overcome. The current technology has significant spa-
tial and contrast limitations, especially on the display
side. These limitations are particularly problematic in
mammography and to a lesser extent. for plain films of
the extremities and chest. An even more important defi-
ciency is related to the software design on commercial
workstations for physicians. The concepts of a folder
manager (including advance fetching of previous com-
parison images. autorouting images to the appropriate
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TABLE 1: Cost-Effectiveness of Picture Archiving and Communication Systems (PACS) e

Description Item Cost Quantity Depreciation (Years) Annual Cost
Nuclear medicine
Savings from film system
Film library clerk $40,000 1 $40,000
Filming technologist 50,000 1 50,000
Film and chemicals 48,000 1 1 48,000
Processor 18,000 2 10 3,600
Multiformat camera 12.000 2 7 3.429
Maintenance 1,800 1 1 1,800
Multiviewers 20,000 2 15 2,667
Total savings $149,496
PACS expenses
Acquisition devices $12,000 1 6 $2,000
Network components 3,000 1 5 600
Display workstations 36,000 2 6 12,000
Maintenance 5,100 1 1 5,100
Systems personnel 65,000 0
Optical platters 500 4 1 2,000
Total costs $21,700
Infrastructure costs
Archive devices $398,000 1 6 $66,333
Network components 282,000 1 5 56,400
Display workstations 36,000 2 6 12,000
Maintenance 71,600 1 1 71,600
Systems personnel 65,000 3 195,000
Optical platters 500 10 1 5,000
Air conditioning and uninterrupted 100,000 1 18 5,556
power supply
Total costs $411,889
Nuclear medicine section's share 20,594
Realized savings/year without infrastructure $127,796
Realized savings/year with infrastructure 107,202

workstation, and autosequencing of images on display)
and presets for window and level are often missing [3].
Without these features, the radiologist at the worksta-
tion must serve as filming technician and flm library
clerk, in addition to doing the usual interpretation func-
tions. Thus, radiologists are hampered in performing
their tasks and resist the PACS.

In summary, PACS is cost-effective for selected por-
tions of the radiology department and can be phased in
as needs require. Several obstacles still prevent more
widespread implementation, including the high cost for
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CR, the need for access to images outside the radiology
department, and poor commercial design (lack of
folder manager concepts) of physicians' workstations.
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This report describes the authors’ experience in the
design and implementation of two large scale picture
archiving and communication systems (PACS) during
the past 10 years. The first system, which is in daily
clinical operation was developed at University of Cali-
fornia, Los Angeles from 1983 to 1992. The second
system, which continues evolving, has beenin develop-
ment at University of California, San Francisco (UCSF)
since 1992. The report highlights the differences be-
tween the two systems and points out the gradual
change in the PACS design concept during the past 10
years from a closed architecture to an open hospital-
integrated system. Both systems focus on system
reliability and data integrity, with 24-hour on-line
service and no loss of images. The major difference
between the two systems is that the UCSF PACS
infrastructure design is a completely open architecture
and the system implementation uses more advanced
technologies in computer software, digital communica-
tion, system interface, and stable industry standards.
Such a PACS can withstand future technology changes
without rendering the system obsolete, an essential
criterion in any PACS design.

Copyright © 1996 by W.B. Saunders Company
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HERE ARE generally three methods of
approach to design and implementation of

a picture archiving and communication system
(PACS)." In the first approach, systems integra-
tion, a multidisciplinary team with technical
know-how is assembled by the radiology depart-
ment or the hospital. The team becomes a
system integrator, selecting PACS components
from various manufacturers. The team develops
system interfaces and writes the PACS software
according to the clinical requirements of the
hospital. In the second approach, requirements
specification and contracting, a team of experts,
from both outside and inside the hospital, is
assembled to write detailed specifications for

Journal of Digital Imaging, Vol 9, No 2 (May), 1996: pp 47-58

the PACS for a certain clinical environment. A
manufacturer is contracted to implement the
system. In the third, or turnkey approach, the
manufacturer develops a turnkey PACS and
installs it in a department for clinical use. Each
of these approaches has advantages and disad-
vantages. One advantage of the first, or systems
integration approach, is that the research team
can continuously upgrade the system with state-
of-the-art components and therefore, the sys-
tem will not become obsolete. The system so
designed is tailored to the clinical environment
and can be upgraded without depending on the
schedule of the manufacturer. One disadvan-
tage is that it requires a substantial commitment
by the hospital to assemble a multidisciplinary
team. In addition, the system developed will be
one of a kind, and therefore, service and mainte-
nance will be difficult because it consists of
components from different manufacturers.

The primary advantage of the second ap-
proach (requirements specification and contract-
ing) is that the PACS specifications are tailored
to a certain clinical environment, yet the respon-
sibility for implementing the PACS is delegated
to the manufacturer. The department acts as a
purchasing agent and does not have to be
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concerned with the installation. The disadvan-
tages are that the specifications tend to be
overly ambitious. The experts may not be famil-
iar with the clinical environment, and they may
underestimate the technical and operational
difficulty. The designated manufacturer, who
may lack clinical experience, tends to overesti-
mate the performance of each PACS compo-
nent. As a result, the completed PACS may not
meet the overall specifications. The cost of
contracting the manufacturer to develop a speci-
fied PACS is also high because of the manufac-
turer’s narrow profit margin in building only
one system.

The advantage of the third or turnkey ap-
proach is that it is a generalized production
system, therefore, the cost tends to be lower.
However, in this approach, the manufacturer
needs a couple of years to complete the produc-
tion cycle. By the time the system is commer-
cially available, some components may have
already become obsolete because of the fast
moving computer and communication technolo-
gies. Also, it is doubtful whether a generalized
PACS can be used by every specialty in a
department and by every radiology department.
In the past several years, these three ap-
proaches gradually merge as additional clinical
data in PACS become available. As a result, the
distinction among them has become blurred.

This report describes the authors’ experience
of design and implementation of two PACS, one
at University of California at Los Angeles
(UCLA) and the other at University of Califor-
nia at San Francisco (UCSF) during the past 10
years. The first system was based on the first
approach and the second was based on combin-
ing the first and second approaches. Sections 2
and 3 describe the UCLA and the UCSF PACS,
respectively. Section 4 compares the differences
between these two systems.

THE FIRST PACS SYSTEM AT UCLA

We began the design of the UCLA PACS in
1983.7 Its implementation went through three
phases. Phase 1, from 1984 to 1990, encom-
passed the demonstration of the concept of
PACS and the design of the PACS infrastruc-
ture. Phase 2, from 1990 to 1991, comprised
clinical implementation of several PACS mod-
ules. Phase 3, from 1992 on, included the
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system’s refinement, maintenance, and applica-
tions. This PACS was designed for the radiology
department operation without consideration of
a hospital integrated PACS.

Phase 1: Demonstration of Concept and Design
of PACS Infrastructure

To show the concept of PACS to physicians,
in 1987 we implemented two PACS modules;
one in the pediatric radiology section within the
department,® and the other in the coronary care
unit.* The pediatric radiology section was se-
lected because it operates independently from
other radiology specialties and resembles a mini
radiology department. It is an excellent model
to study the implementation of a PACS for the
entire radiology department. In this module,
images were displayed on two 2,048-line moni-
tors. The module was used for daily conferences
and case reviews. The coronary care unit was
chosen for the second PACS module because it
explored the application of PACS outside of the
radiology department. In this module, images
were displayed on three 1,024-line monitors.
Both modules were in clinical operation 24
hours a day, 7 days a week. The reactions from
both radiologists and clinicians who used these
two systems was very positive.

From 1988 to 19907 we concentrated on the
design of the PACS infrastructure. The critical
components in the infrastructure were the com-
munication system, PACS controllers, data base
design, fault tolerance consideration, and sys-
tem integration software. This infrastructure
supported a digital-based radiology operation.

The infrastructure was implemented from
1990 to 1991.° There were 64 multimode and 48
single-mode fiber optic cables connecting the
three buildings (Center for the Health Sciences
[CHS], Medical Plaza, and Taper Building)
housing the radiology department. There were
two PACS controllers, one at the CHS and one
at the Medical Plaza. The infrastructure was
on-line in the beginning of 1991.

Communication system. We designed a
three-tiered fiber optic communication system
with Ethernet, FDDI (fiber distributed data
interface), and Ultranet (a proprietary 1 gbit/
sec network).” Ethernet was used to transmit
images from acquisition devices to the acquisi-
tion computer. Because the acquisition device
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was slow in generating images, the transmission
speed between these two nodes was not crucial.
Images were reformatted at the acquisition
computer and sent to the PACS controller by
means of FDDI. Images were archived onto
optical disks and distributed to the image dis-
play stations with the Ultranet. The three com-
munication networks were coexistent in the
infrastructure and served as backups for each
other.

PACS controllers. There were two PACS
controllers in the infrastructure.® Each control-
ler was composed of an image server (4/490
SPARC; Sun Microsystems, Mountain View,
CA) with 4-Gbyte magnetic disk storage, a
1-Thbyte optical disk library with write once read
many (WORM) disks for archiving images, and
a Sun 4/490 SPARC server running the data
base (Sybase, Emeryville, CA) for patient direc-
tory and text information. The architecture of
each controller was identical and could be used
as the backup for the other. The PACS control-
lers were connected with the Ultranet. Images
could be transmitted between the PACS control-
lers and display workstations at 4 to 8 Mbytes/
sec.

Data base. Two identical Sybase data bases
existed in each PACS controller and served as a
mirrored system. Current patient image informa-
tion was updated continuously on the data base
of each controller.

Fault tolerance consideration. In the infra-
structure, every critical component had a backup.
There were two identical data bases one in each
PACS controller. Each PACS controller was
located in a separate building to avoid potential
disaster. The three communication networks
backed up each other, and all active fiber optic
cables had spares. Each PACS controller was
powered by an uninterruptable power supply
with up to 20 minutes of uninterrupted power.

Systems integration software. The previously
described components were integrated as the
PACS infrastructure by means of an elaborate
system software. The system software was writ-
ten in C programming language and ran under
the UNIX operating system.

Phase 2: Implementation of PACS Modules

To implement PACS modules in the clinical
environment, two additional tasks were needed.
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The first task, completed in Phase 2, was to
connect image acquisition devices to the PACS
controller through the infrastructure. The sec-
ond was to design and implement display work-
stations in the department and clinics in the
third phase. In image acquisition, we connected
three computed tomography (CT) and three
magnetic resonance (MR) scanners with direct
digital interfaces, as well as three computed
radiography (CR) units and two film digitizers
to the infrastructure.

Phase 3: Systems Refinement, Training,
Maintenance, and Applications

Phase 3 was comprised in two stages.” Stage 1
was the development of display workstations
and their clinical implementation. Stage 2 con-
sisted of refining the PACS; upgrading the
display workstation software; and establishing
training, maintenance, and service,

Stage 1: Display stations and clinical implemen-
ration. In this stage, four stations, each with
two 2,048-line monitors, were deployed in the
pediatric radiology (two stations), neuroradiol-
ogy. and genitourinary radiology section. Also,
one laser imager printing station was installed
as a hardcopy device. In addition, two three-
monitor stations with 1K monitors were in-
stalled in the coronary care unit and pediatric
intensive care unit (ICU). Figure 1 shows the
UCLA PACS infrastructure and image acquisi-
tion and display stations as of October 1992.

Stage 2: Svstems refinement and training, main-
tenance, and service.  During clinical implemen-
tation, we set up procedures for training, system
maintenance, and service. Three groups of per-
sonnel were trained. The first group was radiolo-
gists and clinicians to use the display stations.
The second group included the PACS coordina-
tor, technologists, and clerical personnel. This
training was extensive and covered image qual-
ity assurance, updating the patient directory,
and first-line troubleshooting. The third group
was the PACS engineers. This training was most
elaborate. It included all operational aspects of
the PACS.

In September 1992, the authors transferred
the responsibility of daily operation to a new
PACS management team at UCLA, and we
relocated to UCSF to develop a second genera-
tion PACS. This report only summarizes the
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UCLA system up to September 1992. Further
development of the UCLA system has since
been done by the new management team.

THE SECOND TIME, UCSF

We started to plan the second generation
PACS at UCSF in October 1992. In addition to
following our previous PACS design philosophy
at UCLA, we have redesigned the PACS as a
hospital-integrated system,'” and built the frame-
work in the infrastructure for future PACS-
based radiology research.!

There are several major differences between
the UCSF and the previous UCLA PACS de-
sign, among them intelligent image archiving
and distribution; integration of hospital informa-
tion system (HIS), radiology information system
(RIS)."? and other manufacturer’s PACS compo-
nents; new network architecture and technol-
ogy: and collaboration with manufacturers to
develop new display workstations. This section
describes these major features.

Intelligent Image Archive and Distribution

The UCLA PACS was designed with focus on
system reliability and data integrity, promising
24-hour on-line service and no loss of images.
Images were managed in the individual PACS
component on a first come-first serve basis,
which resulted in inefficient image distribution
and retrieval.

The second generation UCSF PACS design
includes more intelligent and thereby minimizes
access time for both current and historical
images. The system is hospital-integrated and
based on a composite staging mechanism using
multiple storage media, HIS and RIS, and the
client server concept.

Two major aspects are considered in the
implementation of the second-generation UCSF
PACS: data integrity, which promises no loss of
images once the PACS receives the images from

Fig 1. (A) UCLA PACS network at the Center for Health
Sciences, and remote MR site. {(B) UCLA PACS network at
Medical Plaza. They are connected together. CHS, Center for
the Health Sciences; GenUn, genitourinary radiology; PCR,
Philips computed radiography; Peds, pediatric radiology; RIS,
radiology information system (Reprinted from Computerized
Medical Imaging & Graphics, Vol 17, Huang HK, Taira RK, Lou
SL, et al, Implementation of a large scale picture archiving and
communication system, pp 1-11, 1993, with permission from
Elsevier Science Ltd, The Boulevard, Langford Lane, Kidlington
0X5 1GB, UK. 9)
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the radiologic imaging system and system effi-
ciency, which minimizes access time for images
at the display stations. The following describes
SOme major components.

Local storage management via PACS intercom-
ponent communication. To ensure data integ-
rity, the UCSF PACS always retains two copies
of an individual image on separate storage
devices until a successful archive of the image to
the long-term optical disk library has been
made. This backup scheme is achieved via the
PACS intercomponent communication:

(1) At the radiologic imaging system: Images
are not deleted from the imaging devices unless
technologists have verified the successful archiv-
ing of individual images via the PACS terminals.
Should any failure of the acquisition process or
the archival process occur, images can be resent
from these imaging systems to the PACS; (2) At
the acquisition subsystem: Images acquired in
the acquisition subsystem remain on its local
magnetic disks until the archive subsystem ac-
knowledges back to the acquisition subsystem a
successful archive. These images are then de-
leted from the magnetic disks so that storage
space from these disks can be reclaimed; (3) At
the archive subsystem: Images received in the
archive server from various acquisition nodes
are not deleted before their successful archiving
to the optical storage. On the other hand. all
archived images are stacked in the archive
server’s cache magnetic disks and will be de-
leted based on their aging criteria (eg, number
of days an examination is performed, discharge
or transfer of a patient, etc).

Multiple storage media. The storage manage-
ment system features three levels of user-
accessible storage media: (1) redundant array of
inexpensive disks (RAID) in the display station
for immediate access for current images; (2)
magnetic disks in the archive server for fast
retrieval of cached images; and (3) erasable
magneto-optical disks and WORM disks in the
optical disk library for retrieval of any historical
images. On the other hand, all local magnetic
disks in the radiologic imaging systems and the
acquisition subsystem are used for storing newly
acquired images. These images are deleted once
they have been successfully archived to the
optical disks. Table 1 illustrates the configura-
tion of these multiple level storage media.
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Table 1. Multiple Storage Devices for Images in the Storage Management System

Storage Media

Location Purpose

Level 1 Redundant array of inexpensive disks Display subsystem (display host)

{temporary storage)
Level 2 Magnetic disks (temporary storage)
Level 3 Magneto-optical disks (longer-term
storage)
WORM disks (permanent storage)

Archive subsystem (archive server)
Archive subsystem (optical disk library)  Provides retrieval of historical images

Provides immediate access to both
current and selected historical images
Provides fast retrieval of current images

Archive subsystem (optical disk library)  Provides retrieval of historical images

RAID technology applied to PACS storage.
All high-resolution (2,048 x 2,048 pixels) dis-
play stations in the UCSF PACS are configured
with 5-Gbyte high-performance RAID. With
this configuration, a 2,048 x 2,048 x 10-bit
(8-Mbyte) CR image can be displayed in less
than 2 seconds.

Folder manager. The storage management
system is characterized by its on-line patient
folder management.”* When the first radiologi-
cal examination is scheduled, a patient folder is
created in the PACS controller for the given
patient. During the patient’s hospital stay, this
folder remains in the display station(s) for
immediate access until the patient is dis-
charged, transferred, or other aging criterion
(eg. two days after an out-patient visit) is met.
The patient’s admission, discharge, and transfer
(ADT) information is obtained directly from
the HIS and RIS. Images and associated data
from any new examinations of the patient are
continually added to the existing folder so that
no redundant prefetching procedures will be
performed. By applying the folder manager
concept, the prefetch mechanism is only per-
formed once per hospital stay of an individual
patient.

Implementation of the Intelligent Archive Server

HIS/RIS/PACS interfacing. Interfacing the
HIS allows the storage management system to
receive patient ADT messages. Interfacing the
RIS, on the other hand, allows the storage
management system to receive information such
as patient arrival, examination scheduling, ex-
amination cancellation, examination comple-
tion, etc. These events trigger the storage man-
agement system to perform the prefetch, studies
grouping, and platter management mecha-
nisms. Exchange of messages among these het-
erogeneous computer systems is conducted in
the Health Level Seven (HL7) standard data
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format'® with the use of Transmission Control
Protocol/Internet Protocol (TCP/IP) protocols
on a client/server basis.

Integration with other manufacturer's PACS
components. The UCSF second generation
PACS can integrate with other manufacturer’s
PACS components using the Digital Imaging
and Communications in Medicine (DICOM)
3.0 standard. An example is the Aegis ultra-
sound PACS (Acuson, Mountain View, CA)."
In this case, PACS treats the Aegis as a PACS
acquisition device and coordinates the US im-
ages the same way as CT and MR images in the
patient’s image folder.

Image routing. Before successful archiving
to long-term optical storage, all current images
arrived at the archive server from various acqui-
sition nodes are immediately routed to their
destination display station(s). This routing mech-
anism minimizes access time for current images
at the display stations. The routing process is
driven by a predefined routing table composed
of parameters including examination type, dis-
play station site, radiologist, and referring physi-
cian. The routing algorithm performs table
look-up based on these parameters and deter-
mines where an image should go.

Image stacking. Stacking current images in
the archive server’s cache magnetic disks allows
these images to be retrieved from the high-
speed magnetic disks instead of the low-speed
optical disks. The archive server holds as many
images in its magnetic disks as possible and
manages these images on the basis of their aging
criteria. During a hospital stay, for example,
images belonging to a given patient remain on
the magnetic disks of the archive server until the
patient is discharged or transferred.

Image aging. Aging criteria such as number
of days since an examination was performed,
discharge or transfer of a patient, or class of the
patient (in-patient or out-patient) are used by
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the storage management system to control the
migration of images from one storage device to
another (eg, from a magneto-optical disk to a
WORM disk) or the deletion of images from
their resident storage devices.

Image prefetching. The prefetching mecha-
nism!¢ is triggered by means of a patient arrival
message from the RIS. Selected historical im-
ages are retrieved from the long-term optical
storage. These images are then distributed to
the destination display station(s) before comple-
tion of the patient’s current examination.
Prefetching historical images to the display
stations minimizes on-line image retrieval, hence
relieving peak-hour workload of the archive
subsystem and the networks. The prefetch algo-
rithm is based on predefined parameters such as
examination type, disease category, radiologist,
referring physician, location of display station,
and the number and age of the patient’s ar-
chived images. These parameters determine
which historical images should be retrieved
from the long-term archive.

Studies grouping. During a hospital stay, a
patient may undergo different examinations on
different days. Images from these examinations
are archived to the erasable magneto-optical
disks, where they are scattered across different
platters. When a patient is discharged or trans-
ferred. these images are then grouped from the
magneto-optical disks and copied contiguously
to a single WORM disk or to consecutive
WORM disks for permanent storage. Once
these images have been archived permanently,
they are removed from the magneto-optical
disks so that storage space in the magneto-
optical disks can be reclaimed. Studies grouping
allows all images from a patient during a hospi-
tal stay to be archived contiguously to optical
disk(s), hence optimizing future retrieval of a
patient’s images from multiple examinations.

Platter management.  Platter management al-
locates the storage space reserved in the WORM
disks for future images in case a patient revisits
or is readmitted to the hospital. In this way,
images of a patient from multiple hospital visits
can be accumulated in a single WORM disk or
in consecutive disks, reducing excess disk swap-
ping and consequently minimizing retrieval time
for these images. However, preallocating stor-
age space in an optical disk for a particular
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patient is expensive. Logically grouping consecu-
tive optical disks into one volume, on the other
hand, can reduce disk swapping time and hence
minimizes the retrieval time for images stored
in different disks within the same volume,

Nerworking

One distinct difference in networking be-
tween the UCSF and the UCLA PACS is the
availability of asynchronous transfer mode
(ATM) technology in the UCSF system. The
UCLA networks were mainly a local area net-
work (LAN) with Ethernet, FDDI, and Ultra-
net. In the UCSF PACS networks, ATM is used
both in wide area network (WAN) and LAN
with the conventional T-1 and Ethernet as

back-up, respectively.!” Figure 2 shows the logi-
cal network connection and Fig 3 shows the
physical ATM connection.

Image Display

The UCSF PACS image display system is
based on three implementation methods: using
existing in-house workstations. working with
manufacturers to develop new workstations,
and distributing images and patient textual data
to existing low-end desk top Macintosh comput-
ers (Apple Computers. Cupertino, CA). In the
first type, we modified the two-monitor 2K
display workstations developed at UCLA by
adding the HIS/RIS interface and some extra
display functions. An example is the Montage
function that allows the assembly of images
from different examinations into one file. These
workstations are used in the neuroradiology and
pediatric radiology sections. Second, we worked
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Fig 2. Department of Radiology, UCSF Logical Network
Architecture, which includes WAN and LAN. The external
network is open whereas the internal network has a firewall
protection.
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with 1ISG Technologies Inc (Toronto, Ontario,
Canada) to develop the two-monitor 1,600-line
display stations for ICU applications. Figure 4
shows such a workstation.

The third method is to develop a file server to
distribute integrated PACS images and textual
data to the Macintosh desk top computers for
individual review, teaching, and research.'® Fig-
ure 5 shows the distributed network and Fig 6
depicts a page on the Macintosh screen.

MAJOR DIFFERENCES BETWEEN THE UCSF
AND THE UCLA PACS

This section summarizes some major differ-
ences between the UCSF and the UCLA PACS.

PACS Controller

The PACS controller is an intelligent ma-
chine that controls the flow of data within the
entire PACS from acquisition (data input) to
archiving (long-term and short-term storage)
and display (data output). The primary func-
tions of the PACS controller include: (1) accept-
ing images from acquisition nodes; (2) accept-
ing HIS/RIS data; (3) updating global PACS
data base; (4) archiving images to optical disks;
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(5) routing images and HIS/RIS data to display
workstations; (6) handling retrieval requests
from display stations.

The PACS controller implemented in the
UCLA PACS was a single-processor Sun
SPARCserver 490 computer, from which a one
terabyte optical disk library based on 14 inch
platters was attached. A three-tiered communi-
cation network comprising Ethernet, FDDI,
and the proprietary fiber-optic UltraNet net-
work was used to provide independent paths for
data transmission between the PACS controller
and other PACS computers. Images acquired
from radiologic imaging devices were trans-
ferred from various acquisition nodes to the
PACS controller, where they were then routed
to destination display stations and were ar-
chived chronologically on WORM optical disks.
With its fault-tolerant design, the PACS control-
ler focused on system reliability and data integ-
rity, promising 24-hour on-line service and no
loss of images.

The PACS controller developed at UCSF
includes more intelligence and thereby mini-
mizes access time for both current and previous
imaging studies. The computer system is based
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Fig 4. A 1,600-line two monitor workstation for ICUs. This station consists of a SPARC 20 with 128 Mbytes memory and two
TurboGXplus cards, all ofi-the-shelf components. The display software was developed by ISG Technologies Inc based on UCSF
specifications. The communication interface between workstations and the PACS controller was codeveloped by both parties based

on the DICOM standard.

on the SUN 690 (Sun Microsystems) with four
central processing units (CPUs), which allows
multiple processes to run simultancously with
minimal shared CPU time. Two standard net-
work interfaces, the Ethernet and the 155-bit/
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Fig5. Distributed image file servers connected to the PACS
controller. Each server provides specific applications for a
given cluster of users. One of this clusters is to serve the
Macintosh users in the department to access PACS data.

sec bandwidth ATM, OC 3 networks, are used
for receiving and distributing images. The opti-
cal disk library attached to the PACS controller
supports both erasable magneto-optical disks
and WORM disks. A composite staging mecha-
nism is implemented in the PACS controller to
manage images stored in its multiple storage
media: magnetic disks (immediate-access tempo-
rary storage), erasable magneto-optical disks
(longer-term archive data cache), and WORM
disks (permanent storage). This second-genera-
tion PACS controller differs from the first-
generation system in several of its new features:
multiple storage media, image stacking, auto-
mated image prefetching, studies grouping, plat-
ter management, and HIS/RIS/PACS interfac-
ing, Table 2 shows the major differences in the
infrastructure design between the two systems.

In Table 2 there are several items that were
not considered in the original UCLA design, for
example, integration to the HIS/RIS and other
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vendor’s PACS. The reason was because the
hospital-integrated concept was not introduced
until 1992. Also, the American College of Radi-
ology-National Electrical Manufacturers Asso-
ciation (ACR-NEMA) and DICOM were not
ready for implementation in 1991. On the other
hand, the UCSF PACS does not have a dupli-
cate PACS controller and all archiving is done
within one site are because of limited space and
financial resource.

Table 2. Differences in the Infrastructure Design

UCLA
(as of
September
1992) UCSF
Open architecture limited Y
Connectivity limited Y
Standardization
ACR-NEMA, DICOM N Y
HL7 N Y
TCP/IP Y Y
Interface to HIS/RIS N Y
Interface to other vendor PACS
modules N Y
Mirrored data base X Y
Duplicate PACS control and archiving Y N
Different sites for archiving Y N
Auto routing Y Y
Image prefetching N Y
Image sequencing N in progress

Abbreviations: Y, Yes; N, No.
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Fig 6. A page on the Macin-
tosh screen. The user can di-
rectly access both images and
textual information including di-
agnostic reports from PACS. The
“Tools” kit allows user to ma-
nipulate individual images which
includes programs like National
Institutes of Health Image, etc.

Nerworking

Table 3 shows the major differences in net-
work design between these two systems. The
UCLA network was mainly a LAN with very
long fiber optic cable connections between build-
ings, whereas the UCSF system includes both
WAN and LAN.

It is seen in Table 3 that the UCSF network
design is more sophisticated with up-to-date
network technology. On the other hand, the
UCLA system had the higher speed proprietary
Ultranet for high speed image communications.
The UCLA system had no firewall protection
for data integrity and security, which was a main
draw-back in network design.

Image Acquisition Component

CT and MR. The UCLA CT/MR image
acquisition systems were all made by General
Electric Medical Systems (Milwaukee, WI). In
this regard, the GE 9,800 CT scanners used GE
IDNET-1 configuration for interfacing, and the
image acquisition processes of GE high-speed
CT scanners and Signa 5xX MR scanners were
based on GE proprietary communication proto-
cols. The acquisition processes in the PACS did
not have patient ID verification algorithm, no
automatic process recovery mechanism, and no
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Table 3. Differences Between the Two Networks

UCLA*

UCSF

Fibers were used to connect remote buildings, but the back-
bone primarily consisted of Thicknet Ethernet (copper) that
stretched through multiple buildings and levels.

Clinical acquisition, Research, and Distribution networks
were all physically connected to the same subnet. Ultranet
used for 2K distribution only.

AUl cables were connected directly to the backbone as
opposed to CAT 5 UTP cables. Radiology Dept did not have
a direct connection to the Internet.

Ultranet was used for transfer of images from the PACS Con-
troller to the 2K display stations at a rate of 125 Mb/s. The
transfer of information between the two Ultranet hubs in
CHS and Medical Plaza was striped between four 250 Mb/s
fibers giving a total transfer rate of 1,000 Mb/s or 1 Gb/s.
No routers or firewalls were used.

No WAN connections,

Only Med Plaza had a UPS.

L

L

L ]

The backbone consists of primarily fiber optics, but CAT 5
UTP is the media used for station connections.

ATM via fiber used for acquisition and distribution,

The design is a distributed star configuration with multiple
subnets. For examples, Genesis network is used to connect
the digital modalities ie, CT, MR to the PACS controller. The
departmental network is used to distribute images to Macin-
tosh's users, etc.

PACS External network is used for transferring image data
from the imaging modalities to the acquisition computers.
The internal network, with a firewall protection is used to
transfer data from the acquisition computers to the PACS
Controller.

The External network is also used as a backup network for
the display systems.

Distribution to the 1K stations is done via ATM, which uses a
dedicated 155 MB/s fiber optic connection directly to the
PACS Controller.

Distribution to the 2K systems is done through an ATM to
Ethernet switch, which has dedicated 10 Mb/s connections
to each station.

Radiology has direct connections to the Internet via the
departmental network which has over 100 connections to
faculty and staff offices.

Routers and gateways are used to divide subnets and insure
security among the networks.

The network has T1and ATM WAN conneclions to two affili-
ated hospitals. Network hubs are backed up by UPS's.

*As of September 1992.

Abbreviations: AUI, attachment unit interface; CAT UTP, category 5 unshielded twist pair; UPS, uninterrupted power supply.

automatic paging system for engineering ser-
vice. The image header format was based on a
UCLA internal design and was not standard.

The UCSF CT/MR image acquisition sys-
tems consist of multivendor equipment includ-
ing GE, Siemens (Erlangen, Germany). and
Imatron (South San Francisco, CA). The GE
9800 CT scanner uses GE IDNET-11 configura-
tion for interfacing, and image acquisition pro-
cesses of GE spiral CT scanners and Signa 5%
MR scanners are based on DICOM standard
communication protocol (upper level for TCP/
IP). The Siemens and Imatron use their own
proprietary interface protocols.

The PACS acquisition computers have a
patient ID verification algorithm to correct
typographical errors by imaging modality techni-
cians, a mechanism to automatically recover
image acquisition processes, and a central pag-
ing scheme to automatically page service engi-
neers for system fatal errors. The PACS uses
both ACR/NEMA 2.0 as well as DICOM 3.0
header information format.

CR. The UCLA PACS used earlier versions
of CR technology: Philips 901 and two Philips
7000 laser plate readers (Philips Medical Sys-
tems, Shelton, CT), and ST-111 type photostimu-
lable phosphor plates; while the UCSF PACS
incorporates the latest in CR technology: Fuji
FCR AC2 and FCR 9,000 plate readers (Stam-
ford, CT), and ST-V (standard) and HR-V
(high-resolution) photostimulable phosphor
plates. The interfacing of the CR devices to
PACS required three different methods: two
different methods for the two different models
of Philips CRs and one method compatible with
both Fuji CRs. The Philips 901 digital interface
consisted of a RS-422 connection to a Data
Interception Circuitry (buffer) board and a
DR-11W link over which the image data was
transmitted to the SUN acquisition computer;
textual information (demographic and image
header data) came over an RS-232 cable connec-
tion. The Philips 7,000 interface device included
a PCR interface processor (PIP) which con-
tained an auto data transfer board, memory
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buffer board and Ethernet board and transmit-
ted both images and text to the SUN acquisition
computer over Ethernet. The digital interface
to PACS for both the Fuji AC2 and the 9,000
consists of a DMS Bus with a RS-485 cable
(which is a combination RS-232 serial bus for
messages and textual information and an RS-
422 parallel bus for image data) connection to
the data acquisition system manager (DASM).
The DASM is basically a ring-buffered small
computer system interface (SCSI) disk that
transmits both textual and image data to the
SUN acquisition computer over SCSI cable.
Table 4 summarizes the differences in CR
between these two PACS systems.

The Display Component

The UCLA PACS display component con-
sisted of the 2K display stations, 1K display
stations, and a film printing station. The UCSF
display component is comprised of 2K display
stations, 1K display stations, and Macintosh
stations. Both 2K stations in the UCLA and
UCSF PACS are of the same hardware plat-
form. We developed the software in-house at
UCLA, and carried it over to UCSF. Certain
enhancements have been added to the software
at UCSF based on users’ feed-back. In particu-
lar, there is a local montage feature for users to
select images from different files for display. A
feature with 1 on 1 for current images and 4 on 1
for historical images was specifically designed
for pediatric CR image viewing. The study list
automatic update feature alerts users that the
active (selected) patient has a new image file
just arrived. Another new feature is a worksta-
tion usage statistic software package to track
system usage. This package allows refinement of
workstation software based on users’ working
habits.

The UCLA 1K system was developed based

Table 4. Differences Between the CR Acquisition

Components
ucLa* UCSF
Devices Philips 901 Fuji AC2
Philips 7,000 {two) Fuji 9,000
Phosphor plate type  ST-llI ST-V, HR-V
Interface DR-11Wboardto DASMto AC2 and
901 9,000

PIP to 7,000
*As of September 1992.
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Table 5. Major Differences in the Display Component
Between the Two PAC Systems

Types of

Workstation UCLA® UCSF

2K SUN 4/470, Mega- Same with new
scan display boards enhancement
with two monitors software (4)
(4)

1K SUN 4, in-house dis- SPARC 20, Tubor
play board with GX+ boards sup-
three 1,024 moni- porting 2, 3, 0or 4
tors (2) monitors (5)

Film printing Y N

PC station N 100

*As of September 1996,

on an in-house designed display board which
supported three 1,024 monitors. The UCSF 1K
system is developed in collaboration with ISG
Technologies Inc based on off-the-shelf compo-
nents. This 1K system can support either 2, 3, or
4 1,600 line monitors, and has very easy to use
user interface.

The UCSF system currently does not support
a film printing station, instead, it supports over
100 Macintosh users to retrieve -images and
related PACS data for research, teaching, and
case review. From these Macintosh computers,
the users can select other printing resources in
the department for hardcopy output. Table 5
summarizes the major differences in the display
components between these two PAC systems.

DISCUSSION

Both the UCLA and the UCSF PACS are
designed in-house based on the SUN worksta-
tion platform. Because of the evolution of the
PACS concept, the UCSF system is designed as
a hospital-integrated PACS with the ACR-
NEMA and DICOM and HL7 standards. Rel-
evant data from HIS and RIS is automatically
incorporated in the PACS. Other manufactur-
er’s PACS components that conform with these
standards can be easily integrated into the
system. The UCSF system also takes advantage
of newer communication, storage, and software
technologies in ATM, multiple storage media,
and automatic programming for a better cost-
performance system.

The new concepts of auto-routing, prefetch-
ing, and auto-sequencing have influenced our
design in the UCSF PACS controller, which is
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quite a drastic difference from the UCLA PACS
controller. With the client-server concept, we
are able to implement the Macintosh server to
distribute PACS images and patient textual
data to every Macintosh user in the department.
This feature was not available in the UCLA
system because of a lack of such knowledge on
our part as well as not understanding the
importance of data distribution to every radiolo-
gist and clinician at that time.

To our disappointment we have not seen any
improvement in the 2K display technology in 5
vears. Both the UCLA and UCSF 2K display
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systems are practically the same in terms of
hardware platform and display software. On the
other hand, 1K display has improved in both
performance and cost.

The UCSF hospital integrated PACS has
been developed to such a stage that the infra-
structure will not become obsolete and it can
support any new PACS components as well as
additional acquisition modalities and display
workstations. PACS system refinement will con-
tinue evolving for higher reliability, better per-
formance, and new application functions as its
development is a continuous dynamic process.
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In a previous report we described a second-genera-
tion hospital-integrated picture archiving and commu-
nication system (HI-PACS) developed in-house. This
HI-PACS had four unique features not found in other
PAC systems. In this report, we will share some of our
clinical experiences pertaining to these features during
the past 12 months. We first describe the usage
characteristics of two 2,000-line workstations (WSs),
one in the in-patient and the second in the out-patient
neuroradiology reading area. These two WSs can
access neuro-images from 10 computed tomographic
and magnetic resonance scanners located at two medi-
cal centers through an asynchronous transfer mode
network connection. The second unique feature of the
system is an intensive care unit (ICU) server, which
supports three WSs in the pediatric, medical surgery,
and cardiac ICUs. The users’ experiences and requests
for refinement of the WSs are given. Another feature is
physician desk-top access of PACS data. The HI-PACS
provides a server connected to more than 100 Macin-
tosh users for direct access of PACS data from their
offices. The server's performance and user critiques
are described. The last feature is a digital imaging and
communication in medicine (DICOM) connection of the
HI-PACS to a manufacturer’s ultrasound PACS mod-
ule. The authors then outline the interfacing process
and summarize some of the difficulties encountered.
Developing an in-house PACS has many advantages
but also some drawbacks. Based on experience, the
authors have formulated three axioms as a guide for
in-house PACS development.

Copyright © 1996 by W.B. Saunders Company
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HE UNIVERSITY of California at San
Francisco (UCSF) is a health sciences
campus located in the San Francisco Bay area
comprising two medical centers. The distance
between the main campus (UCSF Medical Cen-
ter) and the Mt. Zion Medical Center (MZH) is
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2 km. Table 1 shows some statistics of the two
campuses. In addition, UCSF also affiliates with
the San Francisco VA Medical Center (SF-
VAMC). The HI-PACS at UCSF was designed
to connect all three medical centers.

The design concept of the HI-PACS at UCSF
is based on standardization and open architec-
ture.! The concept of open architecture design
means that system software and hardware com-
ponents in the system can be replaced and
upgraded without affecting the system opera-
tion. Any change in the hardware platform or
the software operating system (OS) requires
only the development of an adapter (software
layer) between the existing application software
and the new operating system. The application
software remains intact. This design philosophy
minimizes the software development cost that
remains a major obstacle in PACS implementa-
tion. Table 2 summarizes some industry stan-
dards used in the system.

The system infrastructure implementation is
based on in-house development. The worksta-
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Table 1. The University of California at San Francisco Medical
Center Statistics (Annual)*

Parnassus Campus Mt. Zion Campus

560 beds with 76% occupancy 230 beds with 61% occupancy
22,200 admissions 6,800 admissions

7.1-day average length of stay 7.9-day average length of stay
289,000 patient visits 29,500 patient visits

23,000 emergency room visits 17,500 emergency room visils

*From 1993 survey.

tion (WS) design and interface with other manu-
facturer’s PACS modules are accomplished
through a close collaboration with private indus-
try. In the following, the authors first describe
the system of today and its estimated costs.
They then highlight certain features that are
unique in this system compared with other
PACS systems.

The authors describe their clinical experience
in four areas: neuroradiology WS usage charac-
teristics, ICU WS user preference, physician
desk-top image/report access, and connection
of a manufacturer’s ultrasound (US) PACS
module to the authors’ PACS infrastructure. In
the last section, the authors formulate three
axioms as a guide for in-house PACS implemen-
tation.

SYSTEM DESCRIPTION

Overall Architecture and Component
Connections

The second-generation PACS at UCSF has
been described elsewhere.? For completeness,
the authors summarize its main features briefly
here. The complete system architecture is shown
in Fig 1.

The system uses state-of-the-art communica-
tion, storage, and software technologies in asyn-
chronous transfer mode (ATM), multiple stor-
age media, automatic programming, and
multilevel process control for a better cost-
performance system. The primary PACS local

Table 2. Standards Used in the UCSF HI-PACS

DICOM 3.0 (ACR/NEMA 2.0)
Health Level 7

UNIX Operating System

C Programming Language
X-Window User Interface

e Image format

Data format

Computer operating system
and language

e Communication protocol TCP/IP
e Data base query SQL Structured Query Lan-
guage
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area network is the 155 Mbits/sec OC3 ATM?
with the Ethernet as the back-up. The system
also connects MZH and SFVAMC via an ATM
wide area network with a T-1 line as the
back-up. Relevant data from the hospital infor-
mation system (HIS) and radiology information
system (RIS) is automatically incorporated into
the PACS using Health Level 7 data format*
and Transmission Control Protocol/Internet
Protocol (TCP/IP) communication protocol.

Image Acquisition

Currently, five magnetic resonance (MR) and
five computed tomographic (CT) scanners from
multiple sites, two computed radiography sys-
tems, two film digitizers, one US PACS module,
the hospital HIS, and the department RIS have
been connected to the PACS network. The
imaging acquisition components are described
subsequently.

CTand MR. The network is connected to 10
CT/MR scanners located at both UCSF and
MZH (CT: 3 GE spiral, 1 GE 9800 Quick
[Milwaukee, WI], and 1 Imatron [South San
Francisco, CA]; MR: 4 GE Signa 5 and 1
Siemens Vision [Erlangen, Germany]). The GE
9800 CT scanner uses GE IDNET-1I configura-
tion for interfacing and image acquisition pro-
cesses. GE spiral CT scanners and Signa 5X
MR scanners are based on DICOM standard
communication protocol (upper level for TCP/
IP). The Siemens and Imatron use their own
proprietary interface protocols.

The PACS acquisition computers have a
patient identification (ID) verification algo-
rithm to correct typographical errors by imaging
modality technicians, a mechanism to recover
image acquisition processes automatically, and
a central paging scheme to page service engi-
neers automatically for fatal system errors.’ The
PACS uses both the American College of Radi-
ology/National Electrical Manufacturers’ Asso-
ciation (ACR/NEMA) 2.0 as well as the digital
imaging and communication in medicine
(DICOM) 3.0 header information format.5’

Computed radiography (CR). The UCSF
PACS connects to one FCR AC2 (Fuji Medical
Systems, Tokyo, Japan) and one FCR 9000
system. Both systems use ST-V (standard) and
HR-V (high-resolution) photostimulable phos-
phor plates. The digital interface to PACS for
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Fig 1. Department of Radiology, UCSF network architecture. The bold rectangles are the components unique to this HI-PACS.

both systems uses a direct memory access Bus
with a RS-485 cable (a combination of RS-232
serial bus for messages and textual information,
and a RS-422 parallel bus for image data)
connection to the data acquisition system man-
ager (DASM). The DASM is basically a ring-
buffered small computer systems interface
(SCSI) disk that transmits both textual and
image data from the CR to the SUN acquisition
computer (Mountain View, CA) over a SCSI
cable. All intensive care unit (ICU) portable,
pediatrics, and newborn radiographic examina-
tions use the CRs.

Two important features developed for auto-
matic CR image acquisition are automatic back-
ground recognition and removal, and multilayer
adaptive process control. The former allows the
automatic background removal from CR, allow-
ing a high percentage of correct automatic
rotation and look-up table setting.! The multi-
layer adaptive process control guarantees no
loss of CR images from the CR to the acquisi-
tion computer.®

Display WS

The authors use three types of display WSs:
2,000-line (2K), 1,600-line (1K), and Macintosh
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computers. The description of the 2K station is
given by Huang et al.'® A feature in the 2K
station is a WS usage statistic software package
that tracks system usage. This package allows
refinement of WS software based on users’
working habits.

The 1K system was developed in collabora-
tion with ISG Technologies, Inc (Ontario,
Canada) based on off-the-shelf hardware com-
ponents. This 1K WS can support two to four
1,600-line monitors and has a user-friendly
interface. Figure 2 shows the schematic of the
ICU IK WS.

The PACS also supports more than 100
desk-top Macintosh users for images and re-
lated PACS data retrieval for research, teach-
ing, and case review. From these Macintosh
computers, radiologists can select other printing
resources in the department for hard-copy out-
put. Table 3 summarizes the specifications of
these three types of image display WSs.

Networking

A unique feature in our PACS network is a
two-tier system with ATM as the primary net-
work,? and Ethernet and T-1 as the secondary.
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Table 4 shows the characteristics of the PACS
network.

Storage Management

To ensure that no images are lost once they
are acquired from an imaging modality, two
copies of the same image are always retained in
the PACS until it is archived in the optical disk
library (Fig 3D). Figure 3 shows the four-level
image storage scheme in which the same image
always resides in two of the four intermediate
disk systems A to C or E. The image data in the
1.3-Tbyte optical disk library (ODL) is managed
by a mirrored database (Sybase, Emeryville,
CA). The system acquires 2.5-Gbytes digital
data daily.

Cost Estimate

Table 5 shows the cost estimate of the UCSF
HI-PACS as of today. This cost estimate does
not include personnel. The PACS infrastruc-
ture development involves about seven to eight
full-time equivalents (FTEs) per year for years 1
and 2, and about five to six during year 3.

Equipment in Table 5 includes the cost for all
infrastructure components described here and
by Huang et al®> consisting of two CRs, two

Table 3. Specifications of Three Types of Display WSs

WS Types Specifications (No. of WSs)
2K SUN 4/470, Megascan display boards
with two monitors (four WSs in Neuro-
radiology and Pediatric Radiology)
1K SPARC 20, Turbo GX+ boards sup-

porting two monitors (five WSs in
ICUs, quality assurance, and ICU
server)

Physician desk-top Macintosh (100)

Table 4, Characteristics of the UCSF HI-PACS Network

Function Description

Media The network backbone consists of
primarily fiber optic cables. Cat-
egory (CAT) 5 unshielded twisted
pair (UTP) is used for some WS
connections.

Routers and gateways are used to
divide subnets and ensure security
among the networks. The design is
a distributed hub configuration
with multiple subnets. For
example, Genesis network by GE
is used to connect the digital
modalities {ie, CT/MR) to the PACS
controller. The departmental net-
work uses routers to distribute
images to Macintosh users, etc.

ATM and Ethernet WAN and LAN via
fiber and UTP are used for image
acquisition and distribution. Eth-
ernet and T-1 are used for back-up.

PACS external Ethernet network is
used for transferring image data
from the imaging modalities to the
acquisition computers. The ATM
network with firewall protection is
used to transfer data from the
acquisition computers to the PACS
controller.

Image distribution to the 1K WSs
from the PACS controller is trans-
mitted via the 155 Mbits/sec ATM
network. Image distribution to the
2K WSs is transmitted through an
ATM to an Ethernet switch, which
has dedicated 10 Mbits/sec con-
nections to each WS.

T1and ATM WAN are used to con-
nect two affiliated medical centers.
Departmental Ethernet is used to
connect to the Internet and to
more than 100 Macintosh com-
puters in the department.

Router/gateway/hub

Communications
technologies

Image acquisition

Image distribution

Connection to the
outside world
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digitizers, one US PACS module, one ODL,
one fiber optic broadband system, ATM
switches, fiber optic cables and routers, a mir-
rored database, and four 2K and three 1K WSs.
The actual cost is after the manufacturer’s
discount. The research and development (R&D)
contributions are from research grants and
contracts, and funds generated by the authors’
laboratory. Maintenance and consumables are
annual costs paid by the hospital.

CLINICAL EXPERIENCE

In this section, the authors describe their
clinical experience in four areas: neuroradiol-
ogy WSs for teleradiology applications, ICU WS
use, physician desk-top image and report ac-
cess, and connection of US PACS module to the
infrastructure. These four areas are unique in

Table 5. UCSF Hospital Integrated PACS Infrastructure Costs
(Approximate) (April 1995)

R&D Annual
Actual Contributions Costlo Maintenance
Cost ($) (s) UCSF ($) and Consumables*®

Equipment only 2,300K 800K 1,500K 360K

“Maintenance includes US PACS module and two CRs.
Consumables includes optical disks for long-term archive,
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the authors’ PACS compared with other PAC
systems currently in clinical operation.

Neuroradiology

Distinctive features in the neuroradiology
application are the two WSs and their remote
reading feature. The neuroradiology section at
UCSF manages and supervises all neuroradiol-
ogy cases at UCSF and MZH. Beginning in May
1995, we placed two 2K-line, two-monitor WSs
in the in-patient and out-patient neuroradiol-
ogy reading areas at two separate buildings in
UCSF. Both stations have an identical image
database each with a capacity of storing more
than 1-week of current neuro CT/MR examina-
tions and some with historical images. The
neuroradiology section is currently still running
a dual display system with both film and soft
copy. Neuroradiologists are free to use either
display mode or both for their daily clinical
practice.

Table 6 shows a 4-month summary from May
1995 to August 1995 of the total neuro-CT/MR
procedures performed at both UCSF and MZH
and the soft-copy reading statistics. To interpret
the statistical data, the user first considers the
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Table 6. Number of Neuro-CT/MR Examinations and WS
Soft-Copy Reading Statistics

1995

May June July August

Total no. neuro-CT/MR
examinations at

UCSF 1,028 996 938 1,022

MZH 268 283 283 309
Patient select

In WS* 480 585 444 612

QOut WSt 131 73 216 175
Utility of WS [%)% 47 51 54 59
Library search

In WS 148 196 281 292

Qutws 182 84 249 172
Find patient

In WS 32 70 54 45

Out WS 32 9 27 24

*In-patient workstation, no. of requests.
tOut-patient workstation, no. of requests.
+"Patient select” “total number of examinations.”

2K WS patient monitor directory, which shows
all current patient examinations by patient name
and ID in the local parallel transfer disks. Scroll
to the selected patient, and click the mouse
constituting one “patient select” request (sec-
ond row). After a patient is selected and if some
older images required for comparison are not in
the local disk, clicking the “Lib Search” (library
research, fourth row) button allows the user to
find out if this patient has older images from the
global data base in the ODL.

If the user wants to select a patient who is not
in the local disk, then “Find Patient” (fifth row)
is the proper command. After the patient is
selected, it takes about 1 to 1.5 seconds to
display the images on the 2K monitor if they are
in the local disk and about 45 seconds if they are
in the ODL. Table 6 shows that in August 1995,
about 59% ([612 + 175)/(1,022 + 309]) of all
neuro-examinations were read with the soft-
copy method, assuming that each patient was
only read one time at the station. We define this
percentage as the “utilization of the WS/
exam.” Also in August, about 59% ([172 +
292]/[612 + 175]) of the time the user wanted to
see if a selected patient had previous examina-
tions. Our log indicates that the “utility of the
WS/exam,” shows a steady increase to about
80% in January 1996, demonstrating that soft-
copy reading is gaining acceptance in neuro-
imaging. The request to see if a patient has
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previous examinations remains steady at about
61%.

One unique feature in the neuroradiology
PACS application is that all CT/MR images
from MZH are transmitted directly to UCSF
through the ATM network. For these images,
although a neuroradiology fellow may be at
MZH interpreting them with films, all readings
are verified at UCSF through the two 2K WSs
(ie, all 309 examinations done in MZH in
August were reviewed or primarily read on the
WSs).

We will describe here the similarity and
differences of the in-patient and out-patient
neuro-WS use. Figure 4 shows the in-patient
and the out-patient WS usage by hour in August
1995. The in-patient WS was used almost hourly
with a bimodal distribution with two peaks at 8
to 10 AM and 4 to 5 pMm. The out-patient WS
usage was different. It was used from 8 AM to 6
pM with two peaks at 10 AM and 12 pm. Figure 5
shows the duration of WS use after a patient
selection. Both WSs exhibit similar trends with
duration from 0 to 4 minutes. More than 20
minutes’ duration means there were no other
activities with the WS during the next 20 min-
utes after the last usage. Table 7 shows the
in-patient and out-patient WS usage by func-
tion. The end numerals 1 and 2 in some func-
tions (eg, IMAGE_SELECTI and IMAG-
E_SELCT2) represent monitors 1 and 2,
respectively. The functions most commonly used
were patient select, library search, image select,
cine mode, window level, and find patient.
Image select is used when an examination has
more than one study (sequence). To the au-
thors’ surprise, even though reports were avail-
able at the WS through an RIS interface with
instant retrieval, its (REPORT_SELECT) us-
age was almost negligible. The last function,
WS_MAIN_STARTUP, means that during that
month the in-patient workstation somehow
crashed and rebooted itself eight times. We
found similar trends in WS usage in other
months.

ICU WSs

ICU server. The PACS infrastructure in-
cludes an ICU server based on the client/server
principle shown in Fig 6."' Currently, the au-
thors’ ICU server is serving three units, which
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include the pediatric (16 beds), medical surgery
(16 beds), and cardiac care (14 beds). Three
WSs, one at each ICU, were installed sequen-
tially during a 1-month period in 1995. The ICU
server, containing 30-Gbyte redundant array of
inexpensive disks (RAID), can be easily ex-
panded as needed. Instead of configuring a
large global data base, which can bring all three
ICU applications to a halt should the global
data base become inoperable, the ICU server
maintains a separate data base for each ICU
WS. In other words, images are stored centrally

yet managed in a distributed data base environ-
ment.

A local directory containing all the current
patients of that ICU is maintained. A user can
request images of a patient by first selecting the
patient ID from the patient directory. On receiv-
ing the request, the ICU server routes the
patient’s images and demographic data back to
the ICU WS through an ATM network.!! Im-
ages are transferred in their original size to the
WS’s memory cache but are interpolated to
1,600 x 1,200 for the two display monitors.
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Fig5. Duration of the neurora-
diology WS in use after a patient
selection (August 1995), —O—,
inpatient; ---C---, outpatient.
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Table 7. Neuroradiology WS Usage by Function
[August 1995)

Function In-Patient Qut-Patient

Patient Select 612 175
Sort Mode 110 29
Library Search 292 172
Report Select 9 4
Patient Search 45 24
Image Select 1 562 76
Image Select 2 906 176
Cine 1 357 54
Cine 2 603 101
Zoom/Scroll 1 37 2
Zoom/Scroll 2 107 9
Measure 1 9

Measure 2 12

Region of Interest (ROI) 1 7

ROI 2 5

Slice Select 1 1 8
Slice Select 2 3 3
Window/Level 1 175 24
Window/Level 2 435 49
CT brain 2

CT liver 1 2
Bone 34 10
Lung 1

Soft tissue 28 8
Look-up Table (LUT) defaults 20 2
Negative 2 2
Globalize 22 13
Montage 5 1
WS Main Start-Up 8 9

While one monitor maintains the most current
image, the other monitor can be used to review
the set of remaining images.

To manipulate images, many user-friendly,
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easy-to-use functions are available. Some of the
most frequently used features include window
and level, zoom, rotation, and image layouts.
Through a pop-up window, a patient’s demo-
graphic data and study information can be
obtained. Real-time access to historical images
and diagnostic reports is also available. The
image retrieval icon allows a user to retrieve
images from the PACS archive that are not in
the ICU server. The report icon allows instanta-
neous access to the Sybase data base, which
stores all the diagnostic reports obtained from
the RIS. When a report request is initiated, a
report window will open, and a user can browse
through the directory of all available reports.
Because of direct access, historical images and
diagnostic reports can be forwarded from the
PACS to an ICU workstation without severely
affecting the performance of the ICU server.
The image acquisition process is through a
FCR-9000 and a FCR AC-II CR System. The
technologist enters a two-letter code designat-
ing a particular ICU when the CR reads the
imaging plate. During the acquisition process,
the CR image is first converted to DICOM 3.0
format. The patient ID is then validated, and
special utility is run to remove any white back-
ground?® and to send the image to the PACS. On
receiving the CR image, the PACS archives the
image onto the ODL, updates the mirrored
Sybase data bases, and routes a copy of the
image to the ICU server. An acknowledgment is

Med Surgery ICU Pediattllc Icu Cardiac E:are ICU
T
1,600 x 1,280 1,600 x 1,280 1'53315“;;:;80
Monitors e o0 Monitors e oo
.
Sparc 20
QA Station 1
1,600 x 1,280
Monitors
Fiber ATM
30-G8 |channel Switch
HAID Disk Sparc 20
ICU Server / \
PACS PACS CR Acquisition
Database Controller Host
Server I l—
l Optical Disk Library | CR System [...| CR System Fig 6. An ATM distributed
PACS server for ICUs.
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also sent back to the acquisition computer so
that the local image there can be purged (see
Fig 3).

Clinical experience. The ICU WS perfor-
mance has been exceptional during the past 6
months without any interruption from hard-
ware, software, or the ATM network. Physi-
cians, on average, are able to request and review
the first image within 1.5 to 2.0 seconds. Figure
7 shows a typical 24-hour viewing activity distri-
bution in the medical surgery ICU. The WS was
accessed at almost every hour of the day with
two peaks during premorning and sign-out
rounds. Based on the authors’ 6 months of
clinical experience with these three ICU WSs,
we conclude the following:

1. Robustness. We have not experienced any
down time in these three WSs during the past 6
months. They believe it is due to a combination
of robustness in both hardware components and
software design. All hardware components are
off the shelf; therefore, the maintenance and
service requirement is minimal. The software
was developed jointly by ISG Technologies, Inc
(Toronto, Canada) and the authors’ laboratory.
It went through three revisions with input from
clinicians before the WSs were installed. The
software is user friendly and easy to use.

2. Physicians’ reaction. The physicians at the
ICUs accepted the system the first day it was
installed, and it has become an integral part of
their daily clinical operation. The viewing time
of a patient image is usually less than 1 minute.
The location of these three WSs in the ICUs are
different. In the medical/surgical ICU (MICU),
the WS is side by side with other monitoring
systems at the nursing station. The WS in the
cardiac ICU is located in the conference area
with a large window. Because of the ambient

Y
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Fig 7. Medical ICU display WS viewing activity distribution
over a typical 24-hour period.
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light, the image quality on the monitors is
suboptimal. In the pediatric ICU, it is at the
entrance of the unit. Regarding WS usage,
although reports from RIS are usually available
within 6 to 12 hours, they are seldom requested.
According to the clinicians, for easy cases they
can interpret them themselves; for difficult cases,
they would have already consulted with the
radiologist; in either situation, a report delayed
6 hours adds little value if any.

Two requests from these 1CUs surprised us.
In the pediatric ICU, because the WS is at the
entrance of the unit, the stafl asked to have a
screen-saver program added with a short (1-
minute) time-out so that images would disap-
pear from the screen if no action is taken for 1
minute. The rationale behind this was that the
physicians do not want relatives or visitors of
ICU patients seeing those images when they
walk into the unit, whereas in the MICU and
cardiac ICU no such request was made. The
WSs have a patient image retrieval icon so that
any images from the PACS archive can be
retrieved when requested. A couple of months
after the WSs were installed, MICU requested
the button be removed. The reason was that
house staff rotating through other ICUs that do
not have WSs learned how to retrieve their
patients’ images from the MICU workstation.
The MICU felt that such activity interfered with
their daily clinical work progress and also accu-
mulated patients in the local data base directory
who did not belong to the MICU.

Access of Multimedia PACS Information from a
Macintosh-Based W§

Operation. Another unique feature in the
authors’ PACS is a server designated to allow
clinicians and radiologists access to multimedia
PACS information for research, teaching, and
review from his or her desk-top Macintosh
computer.'>13 Once it is connected to the server,
users can request three types of information:
reports and demographic data, thumbnail im-
ages, and full-sized images.

A user can retrieve patient study information
by either entering a patient ID number (PID) or
a patient’s name. In addition, pattern matching
is supported in a name search. Searching by
PID is the fastest because the data base has



160

maintained an index on the PID, whereas search-
ing by a patient’s name can take longer. If the
retrieval is successful, vital textual information
concerning the studies of the patient will be
displayed in the study windows (see Fig 6 in
Huang et al).?

Users can click on any study to retrieve the
thumbnail sketch. When the thumbnail sketch
arrives, a user can page through the entire set or
click the report button to see the diagnostic
report associated with the study. The resolution
of thumbnail images are 128 X 128. Any of the
individual thumbnail images, however, can be
magnified up to 256 X 256 resolutions for better
viewing. Also, NIH Image, a public domain
Frceware from National Institutes of Health,
can be launched to provide window and level
adjustments while reviewing the thumbnail
sketch. After examining the thumbnail, users
can request one or more full-resolution images.
The full-sized images have a standard §-bit
picture (PICT) format or 12-bit full-resolution
raw image format.

Users can name these full-resolution images
and store them in their image folder in the
Macintosh. In general, these images have been
windowed and leveled to a default setting ac-
cording to the type of image before they arrive
on the Macintosh. The PICT format images can
be easily manipulated by various popular Macin-
tosh-compatible software, such as Photoshop or
Powerpoint. These off-the-shelf programs have
some excellent tools for image annotation, edit-
ing, filtering, window and level adjustment,
printing, and making slides.

Within the application, a user can connect to
other medical informational resources without
leaving or interrupting the client application.
These resources include HIS, RIS, Medline,
and UCSF library on-line catalog.

System usage. More than 100 Macintosh
computers in our department have been con-
nected to the server for PACS information
access, but only 10 to 15 are active. Most
clinicians use them to access particular images
from an interesting case, mostly in MR or CT.
Several sections trained their administrative
assistants to retrieve cases for research projects.
The availability of raw images from the past 2
years at their desk-top is a quantum leap from
the traditional method of getting raw images
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from tapes or disks in the CT or MR scanner
rooms.

Performance and reliability. The connection
of the Macintosh computer to the server is
through conventional Ethernet. The response
time to retrieve demographic and historical text
data from the PACS data base through the
Macintosh, using the PID as the search key,
ranges from less than 2 to 5 seconds. However,
when the patient name is used as the search key,
the response time can vary between 4 to 13
seconds because of the nonindexed search.

The response of the thumbnail sketch request
also varies and depends on the size of the study.
In general, if the retrieval is successful, it takes
between 5 to 45 seconds. The performance is
significantly better in the evening than during
the peak hours of the day because of lesser
network contention.

Once the thumbnail sketch is received, the
response time to request full-resolution images
is fast. Because the server retains a copy of the
original full-sized images after sending the
thumbnail set, requesting full-resolution images
can bypass the PACS central archive and the
PACS data base resulting in an impressive
response time. The average time to receive a
single CT slice is less than 2 seconds, and
multiple-slice requests may take slightly longer.
However, performance can be degraded tremen-
dously during peak traffic hours because of the
large file size of the image.

System availability is considered satisfactory.
It operates on a 24 hours per day, 7 days per
week basis. The server machine has been run-
ning without interruption for a 5-month period.
The system requires little operator intervention
and maintenance. The required system adminis-
tration routine is to maintain users’ log-in ac-
counts and the Internet addresses of the client
machines.

Users’ feedback. Users, in general, are happy
about this feature in the PACS because it allows
them access to both images and text at their
desk-top with minimal effort. However, there
are several criticisms to be considered in revis-
ing the next system design.

In the infrastructure design, accessing PACS
information from a physician desk-top com-
puter is considered a low priority compared
with accessing from clinical WSs. For this rea-



EXPERIENCE WITH 2ND-GENERATION PACS

son, the PACS allocates the server a maximum
of 3 minutes for each request. After 3 minutes,
if the retrieval is not completed, the server
aborts the request automatically without requeu-
ing. Because the communication from the Ma-
cintosh to the server is through Ethernet, retriev-
ing a large image file like a CT body examination
may exceed the 3-minute limit during peak
hours. Users were usually frustrated under this
circumstance. Although the authors tried to
adjust the 3-minute limit to a longer one, it did
not help much because of the characteristics of
Ethernet protocol. Once the network transmis-
sion slows down, retrying will normally create
more network collisions. A fundamental change
in design, for example, would be to put the
request in a dormant state once the system
senses a slow-down in the transmission, notify
the user, and retry again during off hours.
Because the storage capacity in the server
(Sun SPARC 10 with 8 Gbytes of disk storage)
is limited and must serve about 100 Macintosh
computers (Cupertino, CA), we limited the
retrieval program to a maximum of 32 most
recent sequences (or studies) per patient. In the
case of CT retrieval, this does not post a
problem because a patient would seldom have
more than 32 studies. However, in the case of
MR, a patient can have many studies, and each
study can have many sequences. This results in
an inability to retrieve patient’s older MR
studies. This situation is especially acute in a
longitudinal research protocol when the re-
searcher has to go back several months to
retrieve data from the same patient. Future
designs can have larger-capacity disks but as the
PACS data base grows with time, and has to
support more users throughout the whole hospi-
tal, similar problems will happen again. It is a
classical cost versus capacity trade-off problem.
Note that the physician desk retrieval prob-
lem is different from the PACS central archival
requirement problem. The PACS archival re-
quirement is predictable in the sense that the
number of images archived can be estimated
once the hospital and the Radiology Depart-
ment operation environment is known. In desk-
top retrieval, the user demand is variable be-
cause it depends on the number of users,
research topic, user’s preference, and retrieval
characteristics. Because physician desk-top

126

161

PACS information retrieval is a unique feature
in the authors’ PACS, we lack information from
other sites for comparison. Therefore, the au-
thors are still at the bottom of their learning
curve.

Interfacing a Commercial PACS Module to the
PACS Infrastructure

Connectivity. Another unique feature in our
PACS is the open architectural design which
allows a PACS module developed by a commer-
cial company conforming with the DICOM
standard'® to be connected to the PACS infra-
structure. In 1994, we acquired a stand-alone
ultrasound PACS (Aegis) from Acuson (Moun-
tain View, CA). This PACS module links seven
Acuson US scanners (Fig 8A) in two buildings.
This US PACS module features a network
server with 1.5-Gbytes of disk storage used for
short-term archiving, with images stored in a
compressed format (DICOM compatible). Fig-
ure 8 shows the connectivity between the US
module and the PACS infrastructure. The con-
nectivity is provided by the US module Aegis
SPARC GATE (B) and the PACS US SUN
SPARC acquisition machine (C) in the infra-
structure through a DICOM interface.!

Data flow. The data flow is in four routes.
The first route is to transmit DICOM formatted
compressed US images from the SPARC GATE
(Fig 8B) to the ultrasound acquisition machine
(Fig 8C) and to the PACS central archive ODL
(Fig 8D) for long-term storage. In the PACS
data base (Fig 8E) it opens a new patient folder
or appends the images to an existing folder with
historical US or other type images. The second
route is to allow the retrieval of US images from
the long-term archive through a request from
any US WS (Fig 8F). The third route is the same
as the second route except that, in addition,
other modality images belonging to the same
patient can also be retrieved with that same
patient’s image folder. The fourth route is to
allow other WSs in the PACS to retrieve US
images along with other modality images. Both
routes 1 and 2 have been completed. However,
we encountered great difficulties during the
implementation of routes 3 and 4 as described
in the next section.

In Table 8, the average time required for
image archiving and retrieval are shown. On
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Fig 8. Connection of a US PACS module to the PACS infrastructure. The PACS infrastructure treats the US module as a single
imaging device. An acquisition computer (C) in the PACS infrastructure and a SUN SPARC station (B} in the US PACS module are
used as two DICOM gateway computers. Moffit, Moffit Hospital; ACC, Ambulatory Care Center; LRI, Laboratory for Radiological
Informatics; SUN, SUN SPARC WS. Bold letters are component identifficators,

average, a study file stored on the Aegis SPARC (compressed—uncompressed), and the larger
5 File Server (Fig 8G) was about 13 = 6.7 study was 20 to 66 Mbytes.

Mbytes, on average. Based on these numbers, During clinical hours, we sent these US
two study sizes were used: 25 and 66 images. studies back and forth between the Aegis

The smaller study file was 7.8 to 22.8 Mbytes SPARC File Server (Fig 8G) and the Aegis
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Table 8. Transmission Rates Between the Ultrasound Server,
the Ultrasound Gateway, and the PACS
Acquisition Computer*®

File Server SPARCGATE
(Fig 9G) to (Fig 8B) to
SPARCGATE Acquisition
No.of FileSize Compres- (Fig 88) {sec) Computer (Fig 8C) (sec)
Images (MBytes) sion [Fig 8B-G] {sec) |Fig 8C to B] (sec)
25 228 No 4154 = 3.6 74 2.1
[290.7 = 1.2] [56.5 = 0.9]
25 7.8 Yes 202.1 =69 43 =21
[161 + 7.5] [24.9 = 1]
66 60.2 No 1076.8 = 3.5 196.4 = 2.9
[704.5 = 3.5] [157 = 2.0]
66 20.0 Yes 4975 + 2.5 1120 = 25
[433 + 1.0] [71.5 = 1.5]

*SeeFig 8.

Sparc Gate (Fig 8B), and then back and forth
between the Aegis Sparc Gate to the acquisition
computer (Fig 8C). The files were sent in both
compressed and uncompressed formats to quantify
the use of compressed images. Each transmission
time was measured 5 to 10 times, with the standard
deviation never being greater than 7 seconds.

Compressing/formatting/writing the indi-
vidual files on the Aegis Sparc Gate from the
File Serve was the process that required the
most time to complete. For both study sizes,
using compressed files reduced the transmission
time by at least a factor of 2. The SPARC GATE
acquisition computer transmission rate over the
dedicated Ethernet fiber was measured to be 179
Kbytes/sec, on average, in the US PACS direction
and 296 Kbytes/sec for return. If the images were
sent uncompressed, the rates were 307 and 393
Kbytes/sec, respectively, each way, server to server.

Clinical experience. The US section is film-
less now in the sense that it acquires and stores
images digitally, and radiologists and clinicians
read from soft copy. The US section prints
several selected images from each study on films
and inserts them in the patient’s record. Cur-
rently, it still keeps separate erasable optical
disks (ODs) until routes 3 and 4 are completely
installed. At that time, these ODs can be erased
and recycled in the ODL in the PACS because
both archives use a similar type OD.

The current design of the US PACS module
is crude. During each transfer, the image file
has to go through the US internal networks
(Appletalk and Aegis TCP/IP net) at least four
times before it goes out to the PACS infrastruc-
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ture’s acquisition computer. The handshaking
between computers (especially Apple Com-
puter [Cupertino, CA]) during the transfer
becomes tedious and creates some network
bottleneck problems. Our original plan to com-
plete routes 1 and 2 in-house was 3 months; it
ended up taking more than 1 year, during which
both the manufacturer and the authors’ labora-
tory had personncl changes that complicated
the issues. Fortunately, both parties were com-
mitted to the project and that eventually led to
the completion of routes 1 and 2. The manufac-
turer has been cooperative during this venture.

During the implementation of routes 3 and 4,
the authors encountered two difficulties. First,
in the third route, after a US WS successfully
receives a patient image folder from the PACS
long-term archive the Macintosh-based Quadra
computer (Apple) does not have the capability
of displaying other modalities even though they
are in DICOM format, and any attempt to do so
results in a crash. This is a fundamental prob-
lem that can be resolved by only the manufac-
turer. Second, in route 4, when an existing
PACS WS retrieves a patient folder that has US
images, the WS cannot display the compressed
US color images until two problems are solved.
The WS needs a decoder to decompress the
images and a color monitor. The decoder prob-
lem can be resolved easily because the compres-
sion algorithm used is in the public domain.
However, to add the color capability for display-
ing Doppler US images requires both extensive
hardware and software modifications in existing
gray-scale monitors. An easy but not desirable
solution is just to display colors in gray scale.

To resolve the network problem and the US
WS display capability, the manufacturer has
made a commitment to introduce a new US PACS
module architecture based on a SUN SPARC WS.
For this reason, the developmental effort of com-
pleting routes 3 and 4 was temporarily stopped
until the new PACS US module is installed.

DISCUSSION

Developing an in-house second-generation
HI-PACS system has many advantages includ-
ing designing a system tailored to the user’s
specific needs, adopting an open architecture
design for future expansion, using state-of-the-
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art technology, providing a faster turnaround
time for system upgrade, and potentially possess-
ing a lower total system cost. Conversely, there
are also some drawbacks. The following are
some of the authors’ experiences.

Importance of Securing and Maintaining
Sufficient Resources

The resources required for developing an
in-house PACS are tremendous. It is advisable
to secure enough resources both in terms of
personnel and capital for each phase of the
implementation before it starts.

In our case, the first phase was the infrastruc-
ture design and implementation, which was
completed at the end of year 2 after the project
started. The goals of the second phase were to
place WSs in neuroradiology and pediatrics,
install the ICU module, link the US PACS
module to the infrastructure, and connect all
departmental Macintosh computers on-line to
the PACS Macintosh server. The authors wanted
to accomplish these goals in the second phase
because they had extramural support from the
High Performance Computing and Communica-
tion Research Program for neuroradiology, we
had past experience in installing a pediatric
radiology PACS, an ICU server would demon-
strate a true HI-PACS that would provide
PACS visibility at the medical centers, US
PACS would show the first filmless section, and
physician desk-top access of PACS data would
allow every radiologist and potentially every
clinician to have access to the PACS. Unfortu-
nately, at the end of year 2 while the authars
were installing PACS workstations, the man-
aged care problem hit California. The capital
budget originally allocated for WS implementa-
tion for phases 2 and 3 was frozen by the
hospital administration. We faced the problem
of whether they should continue or stop the WS
installation. If we stopped, all the promises
made would be broken. The infrastructure alone
could not demonstrate the existence of a PACS.
It was a critical moment in our PACS R&D
program. Finally, completing the goals set forth
in the second phase prevailed, and the authors
decided to use extramural funding sources from
other research and development programs to
subsidize the continuing PACS implementa-
tion. Since year 2, two full-time engineers and
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all clinical PACS-related equipment mainte-
nance were paid by the hospital’s annual operat-
ing budget. In addition, a two-thirds FTE was
paid by the departmental budget. All other
PACS continuous implementation costs, includ-
ing personnel and equipment purchases, were
provided by the laboratory’s own extramural
Ré&D funds. Consequently, we were fortunate
to have completed the second-phase efforts.

Users’ Demands

During the second phase, while we were
installing WSs, they received many requests for
help in connecting to the PACS from colleagues
both in the department and the hospital who
were not on the list for WS installations. They
had requests for connecting digital subtraction
angiography system and Nuclear Medicine to
the PACS, WSs in other radiology sections, and
in the Oncology Department. These connec-
tions were planned in phase 3 within the au-
thors’ originally allocated budget. While they
were grappling for sufficient resources to com-
plete phase 2, the authors had no énergy left to
satisfy these needs. This unfortunate situation
created much disappointment. Fortunately, the
authors’ infrastructure design has been com-
pleted, and connection protocols have been
developed. Future connections will become rou-
tine and will require only a small budget for
each connection.

After WSs were installed, users would occa-
sionally request some customized modifications
to facilitate their clinical needs. The authors did
these modifications whenever possible. Some of
these requests were simple changes, but some
required much effort. If the system was installed
by a manufacturer, normally they would handle
these requests by offering to consider making
the changes during the next software or hard-
ware release. This meant it would never happen
or would take months. However, we could not
use this strategy because the users are col-
leagues with whom we interact daily. Further-
more, we developed the system and wanted it to
be perfect and to make every user happy. As a
result, much energy has been spent in customi-
zation after the WS installation. In the business
sector, too much customization translates to
bad business. In an R&D team, it means decreas-
ing future research development.
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R&D Staff Members Do Not Like to Do Quality
Assurance, Service, and Maintenance

After WSs had been installed and used, they
needed to undergo quality assurance (QA)
monitoring and maintenance. The team we
assembled to implement the PACS was mostly
faculty, postdoctoral fellows, graduate students,
and R&D engineers. A group with this back-
ground and experience normally is good in
R&D, but weak in service and maintenance. We
had requested departmental support to provide
a category of personnel to maintain the system
for more than a year without success. The
department was also in financial difficulty be-
cause of the managed care problem. Therefore,
the team reluctantly assumed this responsibility.
In our experience, it has been most difficult
arranging on-call schedules during weekends,
holidays, and national meetings of the Radiologi-
cal Society of North America and the Interna-
tional Society of Optical Engineers. If a PACS
had been purchased from a manufacturer, it
would have required that a maintenance pro-
gram be included in the purchase order provid-
ing sufficient perscnnel to service the system.

AXIOMS

Based on our experience, we would like to
offer the following three axioms as a guide for
in-house PACS implementation:

Axiom 1: PACS Is a Black Hole

PACS is an evolving system integration process;
once it starts, it continues. By the time a perfect
system integration scheme is developed and imple-
mented, technology will have changed. One should
prepare for continuous system modifications and
upgrades. A definitive resource and commitment
from the institution is absolutely required dur-
ing each phase of implementation and upgrade.

Axiom 2: User’s Need is Difficult to Satisfy

If a system is not well designed, nobody will
use it. Conversely, if it is a good system, every-
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body wants a connection and a WS, In a sense,
one is penalized by his or her own success. In
addition, every user wants his or her own
customization. One should prepare how to
handle this situation gracefully.

Axiom 3: R&D Team is Not Good for
Maintaining the System

Your team is good for R&D. The R&D team
is qualified but may not be good at maintaining
a system. Once the system is installed and
stabilized, train a new team and then transfer
the QA, and service and maintenance responsi-
bility to them. This will free your R&D team to
move on to next project.

SUMMARY

In this report, we briefly describe an in-house
developed second-generation HI-PACS. The
four unique features in this HI-PACS compared
with other PAC systems are the 2K neuroradiol-
ogy WSs, the ICU server, physician desk-top access
of PACS data, and connection of a manufacturer’s
US PACS module to the PACS infrastructure. The
authors describe their clinical experience with re-
spect to these four unique features. There are
many advantages of developing an in-house HI-
PACS but also some drawbacks. Among the draw-
backs are the resource requirement, user’s de-
mands, system quality assurance, and maintenance
and service. We have formulated three axioms
as a guide for in-house HI-PACS implementa-
tion. To follow Axiom 3, the R&D team has
transferred the clinical PACS responsibility to a
new team for the day-to-day operation.
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INTRODUCTION

Medical imaging is the study of human functions and anatomy through pictorial
information. In order to generate this pictoral information, multidisciplinary knowl-
edge, including biology, anatomy, physiology, chemistry, computer science, opti-
cal science, radiological science, electrical engineering, mathematics, and physics
are required (Huang, 1993a). Generally speaking, medical imaging investigates
methods and procedures of:

1. Converting a conventional medical image, or synthesizing some biological,

anatomical, or physiological information, to a digital image.

Analyzing the digital image according to a specific application or clinical

need.

3. Extracting key results and casting them into a format suitable for presenta-
tion, archiving, and decision making.

N

Some successful medical imaging applications in the early 1970s were the blood
cell analyzer (Pressman and Wied, 1979) and the gamma camera in nuclear
medicine (NM). The development of the computed tomography (CT) scanner
resulted in the award of the Nobel Prize in Medicine to Allan M. Cormack and
Godfrey N. Hounsfield in 1979. Major medical imaging developments in the 1980s
were electron microscopy (EM), laser microscopy (LM), digital subtraction angiog-
raphy (DSA), magnetic resonance imaging (MRI), positron emission tomography
(PET), computed radiography (CR), Doppler ultrasound, and picture archiving and
communication systems (PACS) (Huang, 1981a; Huang et al., 1990). EM can
reveal minute details in biological infrastructures as small as a few angstroms in
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Figure 1. An example of biomedical image detectors and recorders.
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size. LM yields thin serial images providing three-dimensional morphoelogy of
living cells. DSA allows real-time subtraction to enhance the vascularities in
millimeters. Without the use of ionizing radiation, MRI reveals high-contrast
images of anatomical structures in any plane of the body. MRI is the method of
choice for neuroradiological, vascular, and musculoskeletal diagnosis.

PET provides chemical and physiological images of the human body that
complement anatomical images obtained using MRI and CT (Hawkins etal., 1992).
The registration of MRI or CT with PET head images provides an insight into the
specific function of various parts of the brain (Valentino et al., 1991). CR allows
an X-ray image to be recorded directly as a digital image, opening new avenues for
using digital image processing as an aid in medical diagnosis (Kangarloo et al.,
1988).

PACS is a novel concept for medical image management and communication
(Huang et al.,, 1988). When fully implemented, the system will revolutionize
medical practice (Huang et al., 1993b). PACS storage technology includes parallel
transfer disks and optical disk libraries. In the former, a conventional X-ray image
of 8 megabytes can be stored or retrieved from the parallel transfer disks within
one second. In the latter, an optical disk library that occupies a footprint of no more
than 3 x 6 feet allows the storage of one terabyte of information, equivalent to about
two years worth of all MR and CT examinations conducted in a large teaching
hospital.

In communication components, fiber optic systems with specially designed fiber
optic transmitters and receivers can transmit images at a rate up to 1 gigabit per
second. A conventional 8-megabyte X-ray image can be transmitted between two
points in about one second (Huang et al., 1992). For display, 2,000 x 2,000 pixel
monitors are readily available that display a conventional X-ray image without loss
of diagnostic quality (Huang et al., 1993b). Three-dimensional display stations are
used in various clinical applications (Udupa et al., 1993).

MEDICAL IMAGE FUNDAMENTALS

Medical Image Detectors and Recorders

Medical image detection and recording methods can be categorized as being
either photochemical or photoelectronic. An example of a photochemical method
is the phosphorous screen and silver halide film combination system used for X-ray
detection. The television camera and display monitor used in fluorography is a
photoelectronic technique. The photochemical method is a direct process; it has the
advantage of combining image detection and image recording in a single step. The
screen/film system simultaneously detects and records the attenuated X-rays. A
photoelectronic system, on the other hand, usually involves a two-step process; the
image is detected first and then recorded in a subsequent step.
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In the case of DSA, an image intensifier tube (II) is used as the X-ray detector
instead of a screen/film combination. The detected X-rays are converted first into
light photons and then into electronic signals that are recorded by a video camera.
The images from the video camera can be displayed on a television monitor, and
the video signal can be digitized to form a digital image. The photoelectronic
system, while clearly more complicated, has one important advantage: the output
information can be converted to digital format for image processing.

Figure 1 shows an example of medical image detectors and recorders. In this
case, an image of blood cells from a blood sample on a glass slide is to be recorded.
The glass slide is first placed under the microscope. If a 35 mm camera is attached
to the microscope, the image of the blood cells can be recorded on film. On the
other hand, if a television or CCD (charge couple device) camera is attached to the
microscope, then the blood cells are seen as an electronic image on a television
monitor. In either case, the recorded image is in analog form. For a digital computer
10 process these images, they must first be converted to digital form, a step called
analog to digital conversion.

Digital Images

A digital image P(x,y) is defined as an integer function of two variables x,y such
that

0<Plxy)SNwherelSxsm, 1<y<sn

and x, v, m, n, and N are positive integers. For simplicity, we let m = n (i.c., P(x,y)
is a square image). Given (x,y), P(x.y) is called a picture element. or pixel. The
computer memory requirement for storing image P(x,y) is n X n X k bits where k =
log, (N + 1). Thus, 1 X n % k means that the image has n lines, each line has n pixels,
and each pixel can have a discrete gray-level value that ranges from 0 1o 287
(Udupa et al., 1993). A typical microscopic digital image has 512 x 512 pixels and
each pixel can have values from 0 to 255.

Spatial and Density Resolution

Once an object of interest has been digitally recorded, we would like to know
the image quality. Image quality is characterized by three parameters: spatial
resolution, density resolution, and signal to noise ratio. Spatial resolution is a
measure of the number of pixels used to represent the object, and density resolution
is the total number of discrete gray level values in the digital image. It is apparent
that n and N are proportional to spatial resolution and density resolution, respec-
tively. A high signal-to-noise ratio means that the image is very pleasing to the eye
and hence is a better quality image. Figure 2 demonstrates the concept of spatial
and density resolution of a digital image of a lymphocyte. The left-hand column in
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Figure 2 shows digitized images of the lymphocyte with a fixed spatial resolution
(21 % 15) and variable density resolutions (from top to bottom: 16, 4, and 2 gray
levels). The right-hand column depicts the digital representation of the same analog
image with a fixed density resolution (16) and variable spatial resolutions (from
top to bottom: high, medium, low). It is clear from this example that the upper right
corner digital image has the best quality (highest spatial and density resolutions),
whereas the lower left corner image has the lowest spatial and density resolutions.
Depending on the application requirement, the spatial resolution, density resolu-
tion, and signal-to-noise ratio of the image should be adjusted properly during
image acquisition. A high-resolution image requires a larger memory capacity for
storage and a correspondingly longer time for image processing than a lower-reso-
lution image.

Sources of Medical Images

By far, the richest sources of medical images is in radiology; sometimes we call
those images macroscopic to differentiate them from microscopic and infrastruc-
tural images. In radiology, about 70% of the examinations, including those that
involve skull, chest, abdomen, and bone, produce images that are acquired and
stored on X-ray film. These images have a spatial resolution of about 5 Ip/mm. Line
pair per millimeter (Ip/mm) is a measure of spatial resolution; one line pair
represents two pixels. These films can be converted to digital format using a film
digitizer. Among various types of digitizers, the laser scanning digitizer is consid-
ered superior because it can best preserve the density and spatial resolutions of the
original analog image. A laser film scanner can digitize a 14" x 17" X-ray film to
4,000 x 5,000 pixels (about 5 lp/mm), with 12 bits per pixel. At this spatial and
density resolution, the quality of the original analog image and the digitized image
is essentially equivalent. In clinical practice, however, we digitize an X-ray film to
2,000 x 2,500 pixels. CR, which uses a laser stimulable luminescence phosphor
imaging plate as a detector, is gradually replacing the screen/film combination as
the image detector. In this case, a laser beam is used to scan the imaging plate that
contains the latent X-ray image. The latent image is excited and emits light photons
that are detected and converted to digitized electronic signals forming a direct
digital X-ray image.

The other 30% of radiological examinations—those that involve CT, ultra-
sonography (US), MRI, PET, and DSA—produce images that are already in digital
format. A CT, US, MRI, PET, and DSA image has sizes of 512 x 512 x12,512
X512x8,256x256x 12, 128 x 128 x 12, and 512 X 512 X 8 bits, respectively.
These techniques use different energy sources and detectors to generate images and
are complementary in their clinical applications to each other. CT uses X-rays as
an energy source and gas or scintillating crystals as detectors. US uses an ultrasonic
transducer both as the energy source and detector. MR uses two energy sources,
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magnetic fields and radio-frequency electromagnetic waves, and a radio-frequency
receiver as the detector. DSA uses X-rays as an energy source and an image
intensifier tube as the detector. Conventional X-ray examinations and DSA produce
a projectional image, whereas CT, US, PET, and MRI give sectional images.
Sectional images can be stacked to form a three-dimensional image set which
represents the true three-dimensional object. All radiologic images are monochro-
matic except NM, PET, and Doppler US in which pseudo colors are used as an
image enhancement tool.

Other medical images sources used in anatomy, biology, and pathology are light
and electron microscopes. Images from these sources are collected with a video or
CCD camera and then digitized to a 512 x 512 x 8 bit image. Light microscopy
produces true color images, using red, green, and blue filters for color separation.
Thus, a color image after digitization yields three digital images, the combination
of which produces a true-color digital image encoded at 24 bits/pixel. Figure 3a—j
shows some examples of these medical images.

Image Processing Systems

After a medical image is formed, it is analyzed by an image processing system.
The architecture of an image processing (IP) system consists of three major
components: image processor(s), image memories, and video processor(s). They
are connected by internal computer buses to form an integrated system. Figure 4
shows the general block diagram of an integrated image processing system. For this
particular system, only the system controller is connected to the computer host bus.
The image processor is a high-speed array processor. It is composed of arithmetic-
logic units, multipliers and shifters, comparators, and look-up tables. The image
memories can be partitioned into various sizes for efficient storage of image data.
The video processor takes the images from the image memories and selectively
displays them on video monitors.

An IP system requires extensive software support. The trend in IP software
development is towards portability. Figure 5 shows the general organization of [P
software. Portability is preferred in the three higher levels of software so that they
can be used again when the system hardware is upgraded in the future. The two
lower levels are machine dependent and have to be rewritten for every new
hardware architecture. IP functions include pixel, local, global, and statistical
operations, and also consist of image database manipulation and image display. In
the past, Fortran was used in most IP software development, but C programming
language running under UNIX operation system is now standard.

In medical imaging applications, contour extraction of an object of interest is
important because it leads to quantitative measurements. Despite many years of
software research and development, soft-tissue segmentation in radiologic images,
and differentiation of objects of interest in histology specimens, are still a very
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(continued)

Figure 3. Examples of medical images obtained from various sources. (a) CR
(computed radiography) image of the chest, the image is 2,000 x 2,500 pixels and 10
bits/pixel. Excellent delineation of the blood vessels behind the heart (H). (b) CR
image of the hand. Both soft tissue and the detail of the bones are seen very clearly.
(c) DSA (digital subtraction angiography) of the brain showing contrast enhanced
blood vessels. (Courtesy of E. Pietka.) (d) CT (computed tomography) image of the
upper abdomen. Contrast media is shown in the stomach (S). L, liver; SP, spleen; A,
descending aorta. (e, f,g) MR (magnetic resonance) images of the head from the same
patient in the transverse, sagittal, and coronal plane. Images show fine structures of
the brain. (Courtesy of S. Sinha.) (h) Mapping of the brain function to anatomy. The
grey level image is from the MR, the color is from the PET (positron emission
tomography) of the same patient. Red color shows high metabolic rates. Registration
of these two images required sophisticated mathematics and computer programming.
(Courtesy of D. Valentino.) (i) A longitudinal section Doppler ultrasound image of
the abdomen. Red color shows the blood flow, arrow indicates that flow in the portal
vein is hepatopetal. (Courtesy of E. Grant.) (j) Three-dimensional reconstruction of
the lumber spine from sectional CT images.
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219

140



@ .| VIDEO ——*>~—» ;

o ' PROCESSOR : VIDEO
b : | OUTPUT

5 1 ipauUs

i | SYSTEM IMAGE s |

: CONTROLLER MEMORIES !

é IPBUS

H Y '

5 IMAGE | _ :

i : >| PROCESSOR |~ :

HOST | E

BUS : :

Figure 4. A general architecture of an integrated image processing system. Only the
system controller is connected to the computer host bus. IP: Image Processing.
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Figure 5. Organization of image processing software. The three higher-level software
should be portable so that they can be used for any future hardware architecture.
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Figure 6. Levels of sophistication in medical image processing. Medical database,
pattern recognition and artificial intelligence will be major research topics in the

1990s.

difficult task. Advances in medical image processing remain largely in the domain
of quantization. Figure 6 shows the levels of sophistication in medical image

processing.

DIGITAL MICROSCOPY

Instrumentation

Digital microscopy is used to extract quantitative information from microscopic
slides. A digital microscopic imaging system consists of the following six compo-

nents (Huang, 1981b):

a compound microscope with proper illumination for specimen input,
a vidicon (or CCD) camera for scanning microscopic images,

TV monitors for displaying the image,
an analog to digital (A/D) converter, and
a computer (or image processor) to process the digital image.

Figure 7 shows the block diagram and the physical setup of the instrumentation.
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Figure 7. A block diagram showing the digital microscopy instrumentation.

Resolution

The resolution of a microscope is defined as the minimum distance between two
objects in the specimen which can be resolved by the microscope. Three factors control
the resolution of a microscope (Burrells, 1971; Rochow and Rochow, 1978).

1. The angle subtended by the object of interest in the specimen and the

objective lens; the larger the angle, the higher the resolution.

The medium between the front lens and the coverslip of the glass slide; the

higher the refractive index of the medium, the higher the resolution.

3. The wavelength of light employed; the shorter the wavelength, the higher
the resolution.

o]

These three factors can be combined into a single equation (Emst Abbe 1840-
1905):

A A
§) S
2(NA) 2nsini

where s is the distance between two objects in the specimen that can be resolved;
the smaller the s, the greater the resolution. A is the wavelength of the light
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employed; n is the refractive index of the medium; i is the half-angle subtended by
the object at the objective lens; and NA is the numerical aperture commonly used
for defining the resolution; the larger the NA, the higher the resolution. Therefore,
in order to obtain a higher resolution for a microscope, use an objective lens with
an oil immersion lens (large n) with a large angular aperture and select a shorter
wavelength of light source for illumination.

Contrast

Contrast is the ability to differentiate various components in the specimen with
different intensity levels. There are black-and-white contrast and color contrast.
Black-and-white contrast is equivalent to the range of the grey scale; the larger the
range, the better the contrast. The color contrast is an important parameler in
microscopic image processing: in order to bring out the color contrast from the
image, various color filters have to be used with the illumination. It is clear that the
spatial and density resolutions of a digital image are limited by the resolution and
contrast of a microscope, respectively. In order to do effective quantitative analysis
with the microscope, two additional attachments to the microscope are necessary:
a motorized stage assembly and an automatic focusing device.

Motorized Stage Assembly

The purpose of a motorized stage assembly is for rapid screening and locating
the exact position of objects of interest for subsequent detailed analysis. The
motorized stage assembly consists of a high precision x-y stage with a specially
designed holder for the slide to minimize the vibration due to transmission when
the stage is moving. Two stepping motors are used for driving the stage in the x
and the y directions. A typical motor step is about 2.5 micron with an accuracy and
repeatability to within +1.25 microns. The motors can move the stage in either direction
with a maximum speed of 650 steps, or .165 cm, per second. The two stepping motors
can either be controlled manually or automatically by the computer.

Automatic Focusing Device

The purpose of the automatic focusing device is to assure that the microscope
is focusing all the time when the stage is moving from one field to another by the
stepping motors. It is essential to have the microscope in focus before the vidicon
camera starts to scan. Two common methods for automatic focusing are using a
third stepping motor in the z-direction or an air pump. The principle of using a
stepping motor in the z-direction for automatic focusing is as follows: the stage is
moved up and down with respect to the objective lens by the z-direction motor. The
z movements are nested in large +z and —z values initially and then gradually to
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smaller +z and -z values. After each movement, a video scan of the specimen
through the microscope is made and some optical parameters are derived from the
scan. A focused image is defined as the scan with these optical parameters above
certain threshold values. Since this method requires nested upward and downward
movements of the stage in the z-direction, though automatic, it is time consuming.

The use of an air pump for automatic focusing is based on the assumption that
in order 1o have automatic focusing, the specimen lying on the upper surface of a
glass slide has to be on a perfect horizontal plane with respect to the objective lens
all the time. One reason why the slide is not focused is that the glass slide is not of
uniform thickness. When it rests on the horizontal stage, the lower surface of the
slide will form a horizontal planc with respect to the objective but not the upper
surface. If an air pump is used to create a vacuum from above, such that the upper
surface of the slide is suctioned from above to form a perfect horizontal plane with
respect to the objective, then the slide will be focused all the time. Using an air
pump for automatic focusing does not require additional time during operation;
however, it requires precision machinery.

Vidicon (CCD) Camera and Scanning

Once the specimen is focused under the microscope, a vidicon or a CCD camera
can be attached to the microscope tube to detect the light emitted from the specimen
within the microscopic field of view. The camera scans the specimen point by point
from left to right, top to bottom and forms a light image of the specimen on the
photosensitive face of the camera. The brightness B(x, y) of each pixel is converted
into an electrical voltage (video signal) which is transmitted to the display monitor.
This voltage is used to control the brightness of a corresponding spot on the
fluorescent screen of the monitor. These spots reconstruct a video image of the
specimen on the television screen. In order to have the camera perform satisfactorily
for microscopic imaging, the following specifications should be met:

Gamma () of the tube: .65 or less
Dynamic range: 200:1
Resolution: The MTF (modulation transfer function derived by
plotting the video amplitude versus the number of lines)
should be comparable to that of an ideal Gaussian Spot
with diameter 1/500 of the image width.
Linearity: = 1/2% of the image height for all pixels.

Analog to Digital Conversion

There are two methods for digitizing the microscopic image formed by the
vidicon camera: the real-time digitizing with a fast A/D converter, usually in the
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10 MHz range. It converts the video signal B(x, y) into a digital number P(x, y) and
sends it to the (x, y) location of the image memory. A complete TV frame (512 x
512 pixels with eight bits/pixel) can be digitized in 1/30 second. Because of the
high speed A/D conversion, the signal to noise ratio of the real-time digitized image
tends to be low. In order to have a better signal to noise ratio, itis common to digitize
the same frame many times and take the average value for each pixel. The
high-resolution digitizer uses a slower but better signal-to-noise ratio A/D con-
verter; the digital image thus obtained is of better quality. Since the A/D conversion
rate is much slower than the TV scanning rate, the same microscopic field has to
be scanned many times in order to have a complete digital image.

Image Memory

The purpose of the image refresh memory is for storage and display of the
digitized microscopic image. Once the image is digitized and stored in the memory,
it is continuously refreshed in synchronism with the video scan. The refresh
memory is not a component of the main computer and should be considered as a
very fast peripheral storage device. Once the image is stored, it can be accessed by
the computer forimage processing. The refresh memory is generally organized into
memory planes, with each plane having the storage capacity to refresha 512 x 512
One bit
graphic memory

512
B =]
8 bit
~ image
w memory
S

\\H\\\\\

Figure8. Organizationofa512x512x8image memoryanda512x512x 1 graphic
memory. For black-and-white image processing, one eight-bit image memory is
sufficient; for real color image processing, three image memories are necessary.
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Figure 9. Color image processing block diagram. Three filters (red, blue, and green)
are used to filter the image before digitization, respectively. The three digitized filtered
images are stored in the red, blue, and green memories. The real color image can be
displayed back on the color monitor from these three memories through the composite
video control.

one-bit grey-level image. The most commaiily used refresh memory for imaging
has 8 or 12 memory planes which give 256 to 4,096 grey levels. In addition, there
should be one extra memory plane for graphic overlay on top of the image memory
for interactive image processing. Figure 8 shows the architecture of the image
memory.

If real color microscopic image is used, the color specimen is generally digitized
in three steps, each time with a red, blue, and green filter, respectively. The three
color-filtered images are then stored separately in three refresh memories, the blue,
red, and green, each of which with eight planes. The computer will treat each of
the eight planes refresh memory as an individual microscopic image and process
them separately. Thus, a true color image has 24 bits/pixel. The real color digital
microscopic image can be displayed back on a color monitor from these three
memories through a color composite video control. Figure 9 shows the block
diagram of the real color microscopic imaging.

Computer

The computer, usually a personal computer with necessary peripherals, serves
as a control, as well as performing image analysis in the system. The following are
the major control functions:

Movement of the x-y stepping motors

Control of the automatic focusing
Control of the color filtering
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Control of the digitization of the microscopic image
Image processing

ANALYSIS OF MICROSCOPIC IMAGES
For reviews, see Castleman, 1979; Onoe et al., 1980; Huang, 1981a, 1982,

Microscopic Glass Slide

The specimen under consideration is first prepared with proper staining and put
on the glass slide. A thin cover slip is then placed on top of the specimen. The slide
is positioned on the microscope stage and an origin is selected with respect to the
motorized stage. The slide is now ready to be analyzed. For automatic analysis of
the slide, the following nomenclature is commonly used (Huang, 1982). (See
Figures 10 and 11 for illustration.)

The total scan area (TSA) is that portion of the slide to be scanned by the vidicon
camera. The dimensions of the TSA cannot exceed the size of the cover slip (15
mm X 15 mm). For example, 10 mm x 10 mm is a commonly used dimension. A
strip is a lateral (or vertical) portion of the TSA. For example, if a 20x objective
lens is used, a strip would have the dimensions of about 10 mm x 200 p. A field
represents a portion of a strip; using the same example, it would have the dimensions
of about 200 p x 200 . This field represents a square area to be scanned by the
vidicon camera and when it is digitized it will consist of 512 x 512 pixels. The

i =l
cover slip \ [—— I5mm ——
B B T
10mm | 15mm i
!
L=
\ otal
scan
'— 10mm —-I L
_ o ¥
< 3" >

Figure 10. The dimensions of a sample glass slide.
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Figure 11. The subdivision of the total scan area (TSA). The numerical values used
in this drawing are based on a 100x oil immersion objective lens. There is some
overlapped area between adjacent fields.

origin is at the left upper corner of the TSA. The positive x-axis is taken as the line
starting from the origin and extending horizontally (towards the right) along the
upper edge of the TSA. The positive y-axis is taken as the line starting from the
origin moving longitudinally along the left edge of the TSA. The step is the smallest
increment the x, y stepping motors can advance, for example, 2.5 microns.

Search for Objects of Interest

The first step in analyzing a microscopic slide is to search for objects of interest
from the TSA using a lower magnification objective lens. For example, in blood
karyotyping, the objects of interest would be metaphase blood cells. Since different
objects of interest have different characteristics, there is no general search algorithm
for every biological specimen. However, some guidelines can be used to facilitate
the search. Consider the chromosome karyotyping as an example to illustrate the
search technique.

In chromosome karyotyping, the goals are to search for isolated metaphase cells
under low magnification and karyotype these metaphase cells using higher magni-
fication. The blood cell sample is first prepared with proper staining. A low
magnification objective (for example, 20x) is used to scan each field in the TSA.
Since only low resolution is needed to identify metaphase cells, two grey level and
every other scan line from the image are sufficient. Let us define:
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An object in a binary image (two grey level) consists of a string which has n
consecutive ones separated from other groups of ones by at least n zeros on either
side. The parameter, n, is chosen as the optimal choice between the width of a
chromosome and the spacing between two chromosomes in a metaphase cell under
this magnification. Thus, for example, the string

0000001 1 1 1000000

is an object with n = 4. The location of the object is the order pair consisting of the
coordinates of the left most “one” and right most “one.” If n is too small, the object
could be dirt in the field and if n is too large, the object could be a line through a
non-metaphase cell. In both cases, the object should be discarded.

A cover is a horizontal string of at least p such objects, where the distance
between two neighboring objects must be less than q points (p and q are parameters
typical of a metaphase cell). The starting coordinates of a cover (X, y,) is the
left-hand coordinates of its left most object, and the ending coordinate of this cover
(Xes Ye) is the right-hand coordinates of its right most object, and

§>(Xe—Xg) >Y

where v, s are parameters typical of a metaphase cell. For example, the string

y= 12 000 1 1 100001 1 1 1 000000001 1 1 0000
S e N L——
objectl object2 object3

e —
First Cover Second Cover

consists of three objects, if q = 5, then object 1 and 2 form a cover with p =2 and
object 3 forms a second cover with p = 1. In the first cover, x; =4 and x, = 14, and
the second cover, x; =23 and x, = 25.

A chromosome spread is a collection of at least two longitudinal proximate
covers; its size must lie within a square of certain dimensions which is determined
by the magnification. The center of the spread is determined as the arithmetic means
of the minimum and maximum coordinates of all the covers.

A search algorithm can then be developed to look for chromosome spreads based
on these hierarchical structures starting from objects, to cover, and to chromosome
spreads. The algorithm can continue searching from field to field, strip to strip, until
the complete TSA is scanned. With a carefully prepared specimen, and a 20x
objective, an average of 100 good metaphase cells can be located. The center of
these spreads can be recorded and the computer can move the stage back to all these
centers for subsequent analysis with a higher magnification objective. Figure 12
shows the relative magnification of a partial chromosome spread using a low
(20x) and a high (100x) objective. Figure 13 shows some covers and chromosome
spreads found by this algorithm.
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Figure 12. (A) Relative magnification of metaphase cells under a low and a high
objective lens; (B) a partial chromosome spread under a low objective lens digitized
in two grey-level and low resolution; (C) the same partial chromosome spread under
100x objective; (D) a chromosome spread digitized in 16 levels.

Analysis: Boundary Determination

After objects of interest have been located, a higher magnification objective lens,
for example a 100x oil immersion, can be used for analysis. The first step is to find
the boundary or boundaries of the objects. The simplest is the histogram method.
The histogram method generates the histogram of the field which includes objects
of interest as well as the background. The algorithm defines the grey-levels at the
trough(s) of the histogram as the boundary cut-off level of objects. Once a cut-off
grey level is known, the coordinates of the boundary of objects can be obtained by
a program searching through the digital picture.

Figure 14 shows an example of the histogram technique (Huang et al., 1983).
Figure 14a is a bone biopsy microradiograph obtained from a cross section of the
rib of a dog. This image is as seen directly from the television monitor through the
camera attached to the microscope focusing on the microradiograph. The goal of
this study is to determine the total bone area, area of the trabecular bone (T), area
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s

Figure 13. (A) A field showing two metaphase chromosome spreads (M) and some
blood cells (C); (B) search algorithm locating the two spreads based on the hierarchal
structure of objects, covers, and spreads; (C) another metaphase spread with a higher
magnification; (D) horizontal lines showing the covers found during each line scan.

of marrow cavity (M), area of the cortical bone (C), and area of holes (arrows) in
the cortical bone from this microradiograph. In order to extract these parameters,
the boundaries of these arcas must be determined first. The histogram technique is
used to determine these boundaries. Figure 14b shows the histogram, h, of the
complete image including the bone and the background, where

h=h(g) 0<g<255

where g is the grey-level value, and h is the grey-level count. Both the image and
the graphic memory are used to display the result. The histogram can be smoothed
by using a low pass digital filter in the frequency domain as follows: the Fourier
Transform, H or h, is first performed and its spectrum IHI is shown in Figure 14c.
A low pass filter, F, is used to smooth H such that

S=FH

where S is the transform of the histogram to be smoothed. The inverse transform,
s of §, is then the smoothed histogram. The smoothed histogram, using a second
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Figure 14. An example demonstrating the boundary detection technique. A bone
biopsy microradiograph from a cross section of the rib of a dog is shown in (A). The
objective is to find the boundaries of the cortical bone (c), trabecular bone (T) and
holes (arrows) in the cortical bone. Histogram technique is used in the spatial domain
for boundary detection. The histogram is smoothed in the frequency domain. See text
for description. M, marrow.

order Butterworth low pass filter on H, is shown in Figure 14d. Compare the original
histogram shown in Figure 14b with that of 14d. From this smoothed histogram,
the boundary of the bone can be automatically traced by a standard boundary trace
program using the grey level value at trough T (Figure 14d) as the cut-off value.
The automatically traced bone boundary is shown in Figure 14e. The interface
between the cortical and the trabecular bone is difficult to determine automatically
since there is no clear-cut boundary between them. An interactive graphic technique
has to be used which requires judgment from the operator. The interactively traced
boundary between the cortical and the trabecular bone is shown in Figure 14f. The
grey level value at trough B in Figure 14d is used as the cut-off value for
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automatically tracing the holes in the cortical bone areas; some holes are being
automatically traced at the lower left corner of the bone in Figure 14g. Figure 14h
shows the final result after all the holes have been traced and counted, only the
graphic memory is shown in this figure to highlight the tracing. Thus, in this
microscopic image, all the boundaries of objects of interest have been identified
and their coordinates recorded. The next step is to perform measurements from
these coordinates.

Analysis: Geometric and Density Parameters

Geometric Parameters

In black and white microscopic imaging, two types of parameters can be
extracted from boundary coordinates for quantitative analysis: geometric parame-
ters and density parameters. Geometric parameters (Huang, 1981a) only measure
the size and shape of the object under consideration whereas density parameters
measure both the geometry and the grey level distribution of the object.

Some commonly used descriptive geometric parameters are height, width, major
diameter, minor diameter, elongation (major/minor), perimeter, convex perimeter,
irregularity of outline (perimeter/convex perimeter), total area, inner area, outer
area, features with holes (outer area/inner plus outer), circularity (area) (47)/Pe-
rimeter®), goodness of fit to square (perimeter/4-minor diameter), coil packing
(perimeter/2: major diameter), orientation, location, intercept, and nearest neighbor
distance. Figure 15 illustrates these features along with their definitions. Thus, the
areal measurements in the microradiograph example previously described is only
one of these many parameters.

Mathematically, geometric parameters can be described by using the Fourier
Series in polar coordinates (p,8). Thus, given a set of boundary points (x, y) from
an object of interest, they can be transformed into the polar coordinates with respect
1o its geometric center (x, y). A curve fitting technique in polar coordinates can be
used to fit this set of points into a Fourier Series such that any point p(0) on this
boundary can be expressed by

P(8)=A,+ Y (A, cos nd + B, sin nd)

n=|

where A,, A, and B, coefficients from the fitting. Each coefficient and each
term in this expression has a certain meaning in terms of the shape of the
boundary. For example, the plot A, + A; cos® versus 0 represents the error in
locating the centroid; the A, term is the elongation; the Az term represents the
triangularity; the A, term indicates the degree of squareness. Also, the higher the
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Figure 15. Some commonly used descriptive geometric parameters.

order of the term, the finer the morphological detail it represents. Figure 16
illustrates the concept of using the Fourier Series to describe geometric parameters.

Density Parameters

Density parameters take into consideration both the geometry and the density
distribution within the object. Commonly used density parameters are the total
mass, the center of gravity, and the second moment. Mathematically, they can be
expressed as follows:

Total mass: M = 2 plx,y)AA

Xy
Center of gravity: X = 3" p(x,y)x ¥, p(x.y)
Xy Xy
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Figure 16. Concept of using a Fourier Series to represent the boundary of an object.
The (x,y) coordinates of the boundary points of an object is transformed to polar
coordinates. Each point on the boundary p(8) can be expressed by a Fourier Series
obtained from curve fitting of the boundary points. (X,Y) are the coordinates of the
center of gravity.

Y =3 pxy)y Y, p(x.y)

xy Xy

Second moments: 1, = 2 pix.y)Ny — Y)?

Xy

Ly = Y plx.y)(x - Xy
Xy

Ly =, Pxy)(x = X)(y = Y)
Xy

where p(x,y) is the pixel value located at (x,y), and AA is the size of a pixel.

Scan and Count

In some specimens, the objects of interest in a microscopic image are not
well-defined. In this case, boundary detection technique will not be effective.
Quantization can only be done using a scan and count technique which produces a
density distribution map of the image according to some preassigned conditions,
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Figure 17. An example using the scan and count technigue to count exfoliative cells
in a Pap smear; see text for description.

for example, within a square mesh. This technique is best explained with an
example. Figure 17a shows some exfoliative cells as seen in a Pap smear; bright
dots are nuclei of the cells. Suppose it is required to find a quick count on the number
of cells in a certain subregion. A square mesh from the graphic memory can be
superimposed onto the image memory (Figure 17b) and the average density of each
square can be evaluated. Since nuclei have higher density than the cytoplasm and
the background, a proper choice threshold for the average density in each square
will yield an approximate count of number of nuclei in the area of interest. Figure
17¢ and 17d are the zoom images of the corresponding area.

Color Parameters

Color parameters are extremely important in characterizing objects of interest
in a microscopic slide. The method of separating the three primary colors. red, blue.
and green, from a microscopic image to three image memories has been previously
described. Various parametric analyses using a set of two images (red and blue,
blue and green, and red and green) can be performed to isolate the color of interest.
the detail of which is beyond the scope of this chapter and will not be treated here
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Figure 18. A bone cell in a fluorochromic image with tetracycline label shown in
orange red. The objective is to quantify the tetracycline label. a. A fluorochromic
image form the tibia of a rat bone biopsy with five diiferent tetracycline labels. Each
label has its own color characteristics: 0-day, oxytetracycline label; 3-day, DCAF;
6-day, xylenol orange, 90mg/kg; 9-day, hematoporphin, 300mg/kg (did not stain);
12-day, doxycycline; 15-day, alizarin red 5. The dose is 20 mg/kg except otherwise
specified. b. A partial osteonal unit depicting the osteoid and the Haversian canal (H).
One tetracycline label is shown in orange red, the inside ring immediately adjacent
to H. The three color images (red, blue, and green) are also shown (the blue image
was accidentally flipped during the photographic process).
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(Huang et al., 1983). However, as an example, consider a bone cell.in a fluoro-
chromic image with tetracycline label shown in Figure 18. The objective of the
study is to identify the tetracycline label (orange red) from the cell and quantify its
intensity. If black-and-white imaging is used to perform the analysis, it would be
extremely difficult because of the lack of its color components. However, if color
parameters are used with parametric analysis, it is possible to identify the tetracy-
cline label fairly easily. Figure 18a shows a fluorochromic image from the tibia of
arat bone biopsy with five different tetracycline labels; each label has its own color
characteristic. Figure 18b depicts a fluorochromic image of a partial osteonal unit
showing the osteoid and the Haversian canal. The image is decomposed to red,
green, and blue images.

SUMMARY

We have discussed the fundamentals of medical imaging and have covered several
matters including some definitions, image detectors and recorders, sources of
medical images, and image processing systems.

The use of medical imaging in the radiological sciences is expected to increase
about 40% in the next five years (Huang, 1987). New methods producing medical
images will not progress drastically, but image quality from existing imaging
modality will continue to improve. Traditionally, medical imaging is used only for
diagnostic purposes, but we see the trend that they are also being used for
therapeutic applications as well. PACS will become a vital image database man-
agement system. This will lead to the development of an image knowledge database
that will require new IP hardware and software. The leading candidate in hardware
design for medical image processing will be a modified parallel processing archi-
tecture that will shorten the time required for interprocessor communication.
Mathematical advances may provide a new approach for image segmentation
(Trambert, 1986). Fractal analysis shows promise for image feature extraction and
object definition. Neutral networks may prove useful for medical pattern recogni-
tion, and other artificial intelligence techniques may bring medical imaging to the
threshold of a mature science.

‘With regard to digital microscopic image processing, it requires fundamental
knowledge of microscopy, television scanning, and digital image processing. In
microscopy, specimen preparation is the most important step, since a good prepa-
ration can account for almost 50% of the success in designing a digital microscopic
imaging system. The motorized x-y stage and automatic focusing are two important
components for screening and quantitative analysis of microscopic images. The
television camera used for scanning should have the proper specifications so that
its resolution is adequate for imaging the objects of interest. In digital imaging
technology, an image memory (or memories if color processing is necessary) and
a graphic memory are essential in addition to the computer memory.
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lens is used during the search and a high power objective with oil immersion is used
for the feature extraction. The starting point in searching is using a two grey level
and low resolution image. And the development of a search algorithm depends on
the characteristics of the objects of interest. Three types of parameters should be
considered in feature extraction: geometric, density, and color. All these parameters
are essential in the success of performing quantitative microscopic imaging.
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Image Manipulation, Image Set Handling,

and Display Issues
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In the health care community, the trend is
to computerize the mechanism of processing
medical images and records. The research
and development of picture archiving and
communication systems (PACS) has been one
of the major driving forces in this area. As a
result, image management functions of PACS
(e.g., image delivery, archival, and retrieval)
have been developed and well received by
the medical community. Radiologists’ accep-
tance of PACS computer-based (digital) im-
age-display workstations (the point of contact
between PACS and user), however, is mixed.
This is because the workstation performance
strongly depends on three issues: (1) quality
of the image, (2) functionality of the image
display system, and (3) time required to re-
view images using the system. The major fac-
tors that affect the image quality are image
creation (although this is not in the scope of
our context) and characteristics and specifi-
cations of the display media. The main crite-
ria influencing the functionality of the image
display system include: (1) ease of operation,
(2) fast image access, and (3) simultaneous
multiple-image display. The film-alternator
system presently in use is a mature system
for radiographic reading in clinical radiology.
This system has evolved over many years
and almost all requirements stated previously

have been met. In contrast, the image display
quality and efficient display system design
remain a challenge to radiologists and engi-
neers of digital-display workstations. This is
the main reason today why digital-display
workstations have not been widely accepted
by radiologists.

This article focuses on the design of effec-
tive digital workstations and "solutions to
these challenging issues. A review of radiol-
ogy practice is given as a base line for the
design of practical digital workstations. The
hardware technology of a state-of-the-art
workstation is presented. Types of digital
workstations used today are outlined. A com-
prehensive discussion on designing digital
workstations for radiologists’ use is detailed.
Finally, necessary improvements to promote
future digital workstations are suggested.

REVIEW OF RADIOLOGY PRACTICE

Today’s film-based operation is not perfect.
There are significant problems with lost films,
delays in accessing films, and high cost of
film handling. Yet there is no doubt it is a
mature system and generally well accepted
by radiologists. Thus, it is important to incor-
porate key components of the current system
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in the design of a digital image-display work-
station. In this section we briefly examine the
facilities associated with radiographic read-
ing, such as x-ray films, patient film jackets,
and film-alternators. Then, we review the
work flow in case preparation including (1)
film recording, (2) newly examined and his-
torical film delivery, and (3) film hanging. We
use tables and figures to summarize major
factors in the conventional film-alternator sys-
tem that should be incorporated in the digital
workstation design.

Radiographic Reading Facility

X-ray Film

In clinical radiology, silver-halide x-ray
film is the medium used to acquire, store, and
display radiologic examinations. X-ray film is
used because of its sensitivity to exposure to
x-rays and light, relatively inexpensive and
convenient storage, and its contrast character-
istic and high spatial resolution for display.
The contrast feature easily can be understood
from the sigmoid shape of the H and D curve
(named after F. Hurter and V.C. Driffield),
which shows the relationship between x-ray
exposure and photographic density.” The
photographic density is the measurement of
film blackness, and usually is continuous in
the range of optical density from 0.2 to 4. The
film size commonly used includes, in inches,
8x10, 10x14, 14x14, and 14x17.

Patient Film Jacket

In a film-based system, a patient jacket usu-
ally contains various envelopes associated
with different imaging modality films, such
as CT scan, MR imaging, ultrasound (US),
computed radiography (CR), and conven-
tional radiography. Sometimes these film en-
velopes are organized by organ system or
department section. Furthermore, each mod-
ality envelope may have several subenvel-
opes. Each envelope contains examinations
that include a series of films containing one
or more images. These usually are arranged
by date and time of each examination. For
example, in a CT scan folder, the envelope
may hold films from studies on different
dates. An MR imaging examination envelope
may contain several sequential scans based
on scan orientation, pulse techniques, and ap-
plied parameters. Each sequential scan in MR
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imaging is called a sequence. One MR im-
aging sequence (or one CT scan study) con-
tains many cross-sectional images and may
require more than one film to accommodate.
Likewise, a single US examination envelope
may contain images from many different scan
directions, as well as selected static images
from dynamic studies. A CR or x-ray exami-
nation envelope may contain films from dif-
ferent views, such as posteroanterior (PA),
anteroposterior (AP), and lateral.

Film Alternator

Film alternators, motorized devices con-
taining multiple panels of viewboxes, com-
monly are used today for reading radiologic
films. There are many different configurations
in a film alternator. A typical configuration
has approximately 40 panels; each panel can
hold four 14x17-inch films. Two active panels,
one on top of another, may be illuminated at
a time. The luminance of an alternator panel
usually is more than 400 foot-lamberts (can-
dela/m?), and when covered by an x-ray film
it ranges from 3 to 200 foot-lamberts.

Preparation of Films for Reading

Film Recording

Following an examination, the acquired im-
ages are recorded on film. For example, at a
CT scan or MR imaging console, the technolo-
gist first uses preset keys, which predefine
several window and level look-up tables
based on body regions and types of examina-
tion to obtain an acceptable contrast and
brightness setting of the image. Each image
then is manipulated manually until the best
appearance is obtained according to the
technologist’s professional judgment. The CR
and nuclear medicine (NM) image recorders
also allow technologists to select a predefined
window and level setting. Instead of
adjusting the contrast and brightness setting,
manually the CR and NM recording systems
automatically process images and provide
films with preset contrast and brightness. Un-
like CT scan, MR imaging, and CR, US im-
ages do not require window and level
adjustment because they are preadjusted in
the US internal circuitry. But US and NM do
require color, which is discussed later in this
article. After the window and level setting,
images are laser printed onto a film with a



predefined format. An optimal choice bal-
ances between the size of the film and the
number of the images on a film. For example,
the 4 x 5 format is used to record 512 x 512
pixel CT scan images on a 14 x 17-inch film.
MR images also are recorded on a 14 x 17-
inch film with the 4 x 5 format. Because MR
images contain 256 x 256 pixels, however,
each image is enlarged to 512 x 512 pixels
before filming. If there had been no enlarge-
ment, MR images would have been recorded
on an 8 x 10 format. In that case, anatomic
details would be difficult to visualize. CR im-
ages usually are much larger in size, such as
over 2000 x 2000 pixels. Thus, one CR film
usually records one or two views of images
(i.e., one-on-one or two-on-one format).

After the films are developed, they are in-
serted in a modality-specified film envelope.
The envelope is marked with the patient
name, identification number, and date of ex-
amination for identification.

New and Historical Film Delivery

Depending on the individual radiology de-
partment, the procedure of delivering newly
acquired and historical films for radiologists
to review depends on the practice of each
individual section or department. Generally
speaking, there are two ways to prepare these
films. First, the newly examined envelope is
inserted into the patient jacket in a staging
area, and then the whole patient jacket is
delivered from the staging area to each spe-
cialty reading room. The second method is
to deliver the patient’s newly acquired films
directly to the reading room. Because most
departments today use radiology information
systems (RIS), the film library clerks typically
receive pull notices for previous studies from
the RIS as soon as the new study is scheduled.
In this manner, the film library clerks may
retrieve the comparison studies and deliver
them to the appropriate destination, such as
the reading room, even before the new exami-
nation is performed. The corresponding pa-
tient jacket containing the previous studies
and corresponding reports is retrieved from
the film library to the reading room before
the arrival of the newly examined envelope.

Film Hanging

Radiologists develop image reading habits
through their professional training and expe-
rience. Arranging films on an alternator is
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one of these habits. A properly arranged film
set facilitates reading. Radiologists either
hang films by themselves or train residents
or film librarians to do so. Although the pref-
erence of film arrangement varies among ra-
diologists, within the same specialty section
they more or less follow some common rules.
For example, images should be arranged for
easy comparison readings between the most
current and previous examinations. For a pa-
tient who does not have previous examina-
tions, the films may be arranged based on the
examination protocol. For example, an MR
brain imaging protocol contains four scans:
(1) T1 sagittal, (2) T2 axial, (3) multiplanar
gradient reconstruction (MPGR) coronal, and
(4) T1 axial. This MR imaging examination
may be arranged on the film alternator in
such a way that the T1 sagittal, which is the
first sequence in the scanning protocol, is
hung in a manner to be read first. The T1
axial, which is the last sequence in the proto-
col, is positioned last on the panels, and so
forth.

Summary of Film Reading

Table 1 summarizes some characteristics of
x-ray films used for image recording. Table 2
gives specifications of alternators for hanging
x-ray films. Figure 1 summarizes contents of
a patient folder. The regular procedures for
preparation of radiologic film reading are
summarized in Table 3. These factors, speci-
fications, and required preparations provide
a baseline for reference that must be taken
into account in the design of a digital image-
display workstation.

Table 1. MAIN FACTORS AFFECTING
RADIOGRAPHIC READING IN X-RAY FILM

Size
Characteristics Optical Density  (inches)
Image contrast Range from 0.02 8 % 10
enhancement feature 1o 4 continuously 10 x 14
(The characteristic 14 x 14
response curve of 14 x 17
density vs. exposure and so forth

is sigma shape.
Films with different
speed and latitude
can be made to suit
various body region
examinations.)
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Table 2. MAJOR FACTORS AFFECTING RADIOGRAPHIC READING IN THE ALTERNATOR SYSTEM

Panels

Lighting Motor Paddle

Number of Panels Layout of Panels

Luminance Density Flicker  Speed of Rotating

e.g., 40
(e.g., about the size of four 14 x
17-inch films per panel

Two active panels (one on top another)

>400 foot-lamberts No 2~3 seconds per

panel

WORKSTATION TECHNOLOGY

Generally speaking, display monitors and
the computer-imaging system in a worksta-
tion are analogous to x-ray films and the al-
ternator in the film-based system. This section
examines those factors described previously
in the film-based system that are associated
with display monitors and the computer-im-
aging system. It is our intention to provide a
better understanding of state-of-the-art tech-
nologies in digital workstations.

Image-Display Monitor

Physical Size

The physical size of the display area on
the monitor should match the x-ray film size.
Although there are various sizes of films used
for recording images, a rectangular film with
14x17 inches (approximately 21.5 inches in
diagonal) is the most common size used. The
physical image display area of the monitors
ranges from 20 to 30 inches diagonally and
are commercially available. Other challenges
including video data rate, frame refresh rate,
and intensity brightness of the monitor must
be met before they can be completely ac-
cepted by radiologists. These are described in
the following sections.

Video Data Rate

The video data rate of a display monitor
roughly is equal to the multiplication of three
parameters: (1) number of pixels per line, (2)

number of lines per frame, and (3) number of
frames per second plus the various electron
beam retrace times. The first two parameters
determine the spatial resolution of the display
monitor. The third parameter defines the
frame refresh rate of the monitor. For exam-
ple, a currently available high-resolution
monitor made by MegaScan display system
(E-Systems, Littleton, MA) provides spatial
resolution of 2048 x 2560 with noninterlaced
vertical refresh rate over 70 Hz. The video
data rate of the monitor requires 500 MHz in
order to support the specifications.

For an image displayed repeatedly on a
monitor, the human visual system is able to
integrate the image that is being refreshed. If
the frame refresh rate of the monitor is not
high enough, it detects flicker. Usually, the
flicker diminishes when the refresh rate goes
up to 60 Hz. A refresh rate of over 70 Hz is
required to ensure an image display monitor
is flicker free.

Luminance Intensity

Another important image display monitor
characteristic is the luminance intensity. The
common measurements of the monitor’s lu-
minance intensity are foot-lambert or cd/m-.
Most monitors can provide between 50 to
150 foot-lamberts. (Although there are a few
products over 200 foot-lamberts, the scan
lines of the monitors become visible, which is
not desirable for radiographic reading.) This
is low luminance compared with conven-
tional film alternators that have light boxes
providing more than 400 foot-lamberts. For a

Table 3. PREPARATION PROCEDURES FOR RADIOGRAPHIC READING

Image Adjustment Image Recorded Onto Film

Film Retrieval Film Hanging

Image window & level
adjustment

Examined body
region contrast
enhancement

Image format (e.g., 1x1, 2x1,
3x4,4x4,4x5, etc.)

Image enlargement if
necessary

Historical films retrieving  Patient image films are arranged
for comparison
studies

with individual radiologist's
preference
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Figure 1. A hierarchy demonstrating the possible content of a patient image folder.

given phosphor surface on a cathode ray tube
(CRT), the higher the luminance intensity, the
higher the electrical current required. This
is because the brightness produced by the
phosphor is proportional to the power of elec-
tron beam bombarding the phosphor. Thus,
one can predict that increasing the spatial
resolution (i.e., number of pixels per line and
number of lines per frame) results in a lower
brightness if the monitor’s electrical current
is fixed.

Pixel Gray Levels

Photometric resolution refers to the preci-
sion of luminance intensity (brightness or
photo density) value at each image pixel posi-
tion.? Of particular interest is the number of
discrete gray levels that the monitor can gen-
erate. These gray levels are related to the
number of bits used to control the brightness
of each pixel. Currently available gray-level

monitors are capable of handling eight-bit
data. This means that, theoretically, the moni-
tor can generate 256 distinct levels of gray
from dark to bright. Taking noise into ac-
count, practically speaking, the effective num-
ber of gray levels is never more than the
number of gray levels in the digital data. For
example, a monitor’s root-mean-square noise
level accounts for 1% of the entire display
range from dark to bright. Even though the
monitor is controlled by an eight-bit display
system, the monitor is able to display about
100 effective gray levels only.

Gray Scale Linearity

The luminance intensity produced by the
monitor is a function of the gray level input,
which is called the characteristic curve of the
display monitor. In general, a monitor’s lumi-
nance intensity is controlled by two adjust-
able knobs: (1) contrast and (2) brightness.
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For each contrast and brightness setting there
is a corresponding characteristic curve. Ide-
ally, the characteristic curves should remain
linearly independent from contrast and
brightness settings. Unfortunately, most
available gray-scale monitors today do not
have linear characteristic curves. Moreover,
these nonlinear characteristic curves are not
provided to the user. Because the human eye
is not sensitive to a slight nonlinearity in the
characteristic curve, there is no demand from
users to request this information. In the de-
sign of an image-display workstation, how-
ever, the availability of the characteristic
curves is important because one can manipu-
late them to get a better visual quality of the
image. For example, the results of an image
manipulated by a processing function are un-
predictable because the monitor’s curves may
enhance or offset the effect of the processing
function. For this reason, in order to design
effective image processing functions, the
characteristic curves of monitors must be
known beforehand.

Number of Monitors

As stated previously, the configuration of
two active panels that can accommodate a
total of eight x-ray films is a common design
of an alternator. With today’s workstation
technology, it is possible to configure eight
image-display monitors with one worksta-
tion. Issues to consider are the cost of display
monitors and the necessity of eight monitors.
Few studies have shown that a digital work-
station requires more than one display moni-
tor mainly because it allows radiologists to
scan rapidly through different image sets.® 7
Although the optimal number of monitors of
a workstation remains to be determined, and
it is task specific, the configuration of two to
four monitors gradually becomes a consen-
sus.

Computer System

In addition to image-display monitors, the
major hardware components of a display
workstation consists of a host computer, user-
interface devices, image-storage devices, or

display-memory buffers.

Host Computer

The host computer and its peripheral de-
vices perform various tasks, such as user in-
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terface, acquiring data from acquisition de-
vices, fetching images for display, and so
forth. Performing these tasks requires com-
puting and peripherals input and output
(I/0) power. High-end computers usually
have high computation power and fast com-
puter buses configured with high-perfor-
mance peripheral devices. These high-end
computer systems perform the tasks faster,
but, of course, the price is costly. On the other
hand, low-end personal computers (PC) are
less expensive; however, the trade off is slower
performance. Depending on the applications,
display workstations configured with various
computer platforms from low-end PC to
high-end workstations, such as IBM-PC,
Macintosh, Sun SPARC, Hewlett Packard,
and Silicon Graphics, are available in today’s
market.

User Interface

User interface is another important compo-
nent in the workstation. User-interface de-
vices commonly used in the workstation may
include a mouse; a trackball; a keyboard (or
keypad); or a dialbox. Depending on the
needs of the workstation, more than one of
these devices can be configured with the work-
station. The mouse is handy because it pro-
vides a convenient hand-to-cursor interface.
The mouse also is quite comfortable for most
users owing to their familiarity using the
mouse with their PCs. In addition, clicking
the buttons on the mouse provides a means
to send a selected signal to the host computer.
How many buttons are available on the
mouse is dependent on the computer system
used. The trackball is a box-like device con-
taining a few buttons and a trackball. The
function of the trackball is similar to the
mouse except that the operation of the
trackball does not require hand maneuvering.
Key strokes on the keypad are useful in typ-
ing or activating certain settings. The dialbox
contains several rotational dials and is useful
for fine adjustment of image-processing func-
tions, like window and level, zoom, and
scroll. The dialbox, although quite functional,
is not intuitive and tends to confuse the occa-
sional user.

Image Storage

Requirements placed on the storage device
in image display are stringent. The sheer vol-
ume of data calls for a large capacity in excess
of gigabyte range, and increasing demands



for image processing and graphics at inter-
active speed require a very high throughput
capability. Magnetic disks are the common
storage media for images that allow an aver-
age I/0O transfer rate of one to two megabytes
per second from the disk to the video display.
In order to archive higher 1/0 rate, two types
of high-speed image storage can be used. One
is the random access memory (RAM), which
is connected directly to the image processor
or the host computer bus. This type of image
storage has a very fast 1/0O rate, but is volatile
and expensive. The second type is the mag-
netic disk array, which is slightly slower than
the RAM but is permanent and less expen-
sive.

RAM is used as a buffer in an imaging
workstation. Because RAM is expensive,
however, the nominal size of the RAM mem-
ory in a workstation is between 32 to 128
megabytes. This allows the storage from 8 to
32 2K x 2K x 8 bit images. The RAM memory
is used as a buffer in the sense that a set of
images is first loaded from the disk storage
to the RAM. From there, one image at a time
is transferred to a video buffer or video RAM
(VRAM). VRAM has a much higher 1/0 rate
than the RAM and is even more costly. The
VRAM is connected to the video monitor
through a fast digital/analog (D/A) con-
verter. A D/A conversion is then performed
displaying the image on the video monitor.
This architecture allows an image to be dis-
played rapidly on the video monitor.

A parallel transfer disk (PTD) or disk array
can achieve data transfer rates between the
disks and the display memory in the neigh-
borhood of 10 megabytes per second. The
PTD allows multiple read and write heads
simultaneously to transfer data. The disk
array, on the other hand, configures multiple
conventional magnetic disks in parallel. Two
common approaches for the disk array are (1)
software striping and (2) hardware parallel-
ing. In software striping, the disks are con-
nected to the system bus thiough traditional
controllers. Blocks of data are segmented and
moved to and from the disk drives in parallel.
Data segmentation and recombination are
handled by the software. In the hardware
approach, a parallel drive array controller si-
multaneously manages multiple disk drives.
For example, eight enhanced small device in-
terface disk drives, each capable of 2.5 mega-
bytes per second data-transfer rate and hav-
ing 1.2 gigabytes, can be configured in
parallel to deliver 20 megabytes per second

WORKSTATION DESIGN 531

transfer rate with a total storage capacity of
9.6 gigabytes.

Image Processing and Memory
Hardware

The engine of a workstation is a special-
purpose image buffer and processing hard-
ware (or image processor). The image proces-
sors may be board-level units that plug di-
rectly into the host computer’s general
purpose bus (such as VME, S-bus) or they
may be chassis-level products that communi-
cate with the host computer via a host-bus
adapter. A typical image processor consists
of an image memory (or frame buffer); a pixel
processor; and a video-output processor.
These components share a common image-
transfer bus to realize high-speed transfer of
data.

Image memory is needed in addition to the
main central processing unit (CPU) memory
in the host computer because CPU memory
normally lacks the capacity and speed to store
and process image data. The pixel processor
performs arithmetic operations on the data
copied from the image memory. These opera-
tions include point functions, such as image
addition, subtraction, and merging; geometric
functions, such as magnification; statistical
functions, such as histograms; and transfor-
mation functions, such as lookup table opera-
tions. Often, optional hardware components
are available to speed up the image-pro-
cessing computation. These components may
include a floating-point accelerator, fast Fou-
rier transform coprocessor, and so forth. The
video-output processor normally contains
three channels of image output to provide
either one 24-bit full-color image or three
eight-bit gray scale images. In addition to
providing the image channels, a well-de-
signed system also supplies an alpha channel
for graphics overlay.

TYPES OF IMAGE WORKSTATIONS

Image workstations can be loosely catego-
rized into six types based on their applica-
tions: (1) diagnosis, (2) review, (3) analysis,
(4) digitizing and printing, (5) interactive
teaching, and (6) editorial and research
workstations. These applications overlap on
most workstations, however, and the best
choice often is dictated by the most predomi-
nate use.
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Diagnostic Workstation

A diagnostic workstation is used by radiol-
ogists for making primary diagnoses. The
components in this type of workstation
should be of the best quality possible. If the
workstation is used for displaying a large
volume of projectional radiographs, then
multiple 2K monitors are needed. On the
other hand, if the workstation is used for CT
scan and MR images, multiple 1K monitors
are sufficient. A diagnostic workstation re-
quires a digital dictating phone to report the
findings. The workstation provides software
to append the report with the images. In ad-
dition to having the functions that are de-
scribed previously, the diagnostic worksta-
tion requires a rapid (about 1 to 2 second)
image retrieval time from disks to display
memories. Figure 2 shows a two-monitor 2K
display workstation at the University of Cali-
fornia, San Francisco (UCSF) showing a CT
scan study. This 2K workstation is based on
the Sun SPARCserver 470 computer and two
2l-inch diagonal 2K portrait mode monitors
(UHR-4820P MegaScan display system, E-
Systems, Dallas, TX). Each 2K station has a
parallel transfer disk with 5.2-gigabyte for-
matted storage that can display a 2048 x 2048
x 2-byte image in 1.5 seconds (Storage Con-
cepts, Irvine, CA)."" It should be pointed out
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that the medium resolution monitors (1K x
1K) are better than 2K monitors for diagnostic
workstations primarily used for reading stud-
ies from the digital modalities, such as MR
imaging, CT scan, NM, US, and so forth.
These monitors are more stable, provide
higher intensity brightness that lasts much
longer, are much cheaper, and, perhaps most
important, better match the inherent spatial
resolution of the images with the proper im-
age size on the monitors for easy vmwmo
Large volume CR workstations need the ZI\
monitors, but an occasional CR case can be
managed effectively on 1K monitors by
zooming in to full resolution and panning
around the image.

Review Workstation

A review workstation is used by radiolo-
gists and referring physicians to review cases
in the hospital wards or high-volume physi-
cian offices. The dictation or the transcribed
report must be available with the correspond-
ing 1mage% A review workstation may not
require 2K monitors because radiologists
sometimes read images from the diagnostic
workstation and the referring physicians are
not looking for every minute detail. Diagnos-
tic and review workstations can be combined
as one single workstation sharing both the

)

Figure 2. A diagnostic workstation with two 21-inch diagonal 2048 x 2560 portrait mode MegaScan
monitors showing 16 CT scan images on each monitor. This workstation currenily is used at the

UCSF neuroradiology section.
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diagnostic and review function like an al-
ternator. Figure 3 shows a two-monitor 1K
(1600 line) display workstation used at the
intensive care units at UCSF. This worksta-
tion is developed by a partnership between
ISG (ISG Technologies, Inc., Ontario, Canada)
and UCSF. The system consists of a Sun
SPARC-20 workstation with two gigabyte
magnetic disks, two GXTurbo video display
boards, and two diagonal 24-inch 1600 x 1024
display monitors.

Analysis Workstation

An analysis workstation differs from the
diagnostic and review workstations in the
sense that it is used to extract useful parame-
ters from images. Some parameters are easy
to extract from a simple region of interest
(ROI) operation; others, like blood flow mea-
surements from digital subtraction angiogra-
phy (DSA) and three-dimensional reconstruc-
tion from sequential CT scan and MR images
are computational intensive. The latter re-
quires an analysis workstation with a more
powerful image processor and high perfor-
mance software.
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Digitizing and Printing Workstation

The digitizing and printing workstation is
for radiology department technologists or
film librarians to digitize historical films and
films from outside of the department. The
workstation is also used for converting soft
copy images to hard copy. In addition to the
standard workstation components described
previously, this workstation also requires a
laser-film scanner, a laser-film imager, and a
paper printer. The paper printer is used for
pictorial report generation from the diagnos-
tic, review, and editorial and research work-
stations. A 1K display monitor for quality
control purpose is sufficient for this type of
workstation.

Interactive Teaching Workstation

A teaching workstation is used for inter-
active teaching in the department. It emulates
the role of a teaching library but with more
interactive features. Figure 4 shows a digital
mammography teaching workstation from
VICOM (Fremont, CA) that is configured

Figure 3. A review workstation with two diagonal 24-inch 1600 x 1024 display monitors showing
one CR image on each monitor. The workstation currently is used at the UCSF intensive care units.
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Figure 4. A digital teaching workstation with two 21-inch diagonal 2560 x 2048 MegaScan monitors
showing one pair of mammograms cn each monitor. The text information and user interface window
in the console monitor instructs users to go through questionnaires.

with a Sun SPARCserver-470 computer,
PIXAR image processor, and two 21-inch di-
agonal 2560 x 2048 MegaScan monitors.™

Editorial and Research Workstation

An editorial and research workstation is for
physicians to generate lecture slides, teaching
and research materials, and reports with im-
ages. This workstation includes functions in
the PC or the Macintosh PC. This workstation
uses the paper printer described in the dig-
itizing and printing workstation to generate
pictorial report. Figure 5 shows a Macintosh-
based editorial and research workstation. The
application software is developed within
UCSF and has been used widely in the UCSF
radiology department.'®

Although each type of image workstation
has specific functions to facilitate physicians’
practice, the impact on physicians’ practice
depends on the development of the diagnos-
tic and review workstations. Thus, the follow-
ing discussions on workstation design focus
on the diagnostic and review workstations.

IMAGE-DISPLAY WORKSTATION
DESIGN

Detailed discussions on how to design an
effective computer-based workstation for ra-
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diologic reading are given in. this section.
Challenging issues are presented including:
(1) handling large image sets prior to review,
(2) displaying large image sets with a limited
number of display monitors, and (3) imple-
menting simple workstation user interface.
The concepts of the Folder Manager including
prefetching, auto-sequencing, auto-presets for
window and level, preprocessing for back-
ground or orientation, and triggers from the
RIS that cause events to occur in the PACS
are explained." *

Image Preprocessing

In the film-based system, several manual
previewing tasks performed by staff, such as
adjustment of window and level, new and
historical films delivery, and film hanging on
the alternator have made radiologists’ view-
ing practice simpler and easier. Similar tasks
must be implemented in computer-based dis-
play workstations for them to be competitive
with the alternator viewing,.

The aim of image preprocessing is to opti-
mize the image appearance on display moni-
tors so that users do not have to adjust the
contrast, brightness, and orientation of dis-
played images manually. Most of today’s dig-
ital-imaging modalities do not supply infor-
mation on how to optimize the contrast and
brightness associated with the generated im-
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Figure 5. A Macintosh-based editorial and research workstation showing an MR imaging study.

ages because these two parameters are some-
times very subjective. For example, image
headers (a set of defined data elements) on
MR imaging, CT scan, and CR images contain
no information about window and level pa-
rameters. Manual adjustments often are nec-
essary to set these parameters for optimal
display. Also, CR images often appear on the
monitors in improper orientation owing to
random placement of the imaging plate by
the technologist during the examination. Un-
like orientation correction in the film-based
system, which easily can be done manually,
image rotation and flipping is a time consum-
ing operation in a digital display workstation.
Another problem in CR is the unexposed
white background in the image that can lower
the perceived image contrast. To minimize
these problems, image preprocessing is essen-
tial before they are displayed on monitors.

Determination of Image Window and
Level Parameters

The use of window and level setting is to
optimize the presentation of image contrast
and brightness. Generally speaking, the level

parameter indicates the gray value location
of the information of interest and the window
parameter shows the gray value range that
the major information may be covering. A
narrow gray value range usually produces a
higher contrast image. If the range is too nar-
row, however, the information of interest
may be excluded during the display.

Optimal window and level selection de-
pends on imaging modality. In the following
sections we use MR imaging, CT scan, and
CR as examples to describe methods of choos-
ing window and level settings automatically.
These methods can be applied to other types
of images with minor modification.

MR Imaging Images. Most MR imaging
scanners generate either 12-bit or 16-bit data
per pixel. Some studies, however, report that
useful gray level in an MR image is about six
to seven bits. The lower bits contain white
or reconstruction noise and bear no useful
information.'” '* If this is the case, one can
simply display MR images by using the most
significant 8-bits with the window and level
values set for 128 and 127, respectively. An-
other method is to scale the range between
the maximum and minimum gray values be-
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tween 255 and 0. This method further can be
optimized by excluding the pixels containing
noise. As a result, the range between the max-
imum and minimum is reduced, which trans-
lates to a higher contrast image.

Two other approaches can be used further
to reduce the range between the maximum
and minimum values. The first approach is
to search the maximum and minimum gray
values within a certain area at the central part
of the image. The shape and the size of the
area can be varied depending on the body
part imaged. For example, a commonly used
area shape in an axial head MR image can be
a central rectangle one fourth the size of the
entire image. The rationale of using this area
is that the examined body parts usually are
placed in the central area of the scanner dur-
ing the examination for gathering better sig-
nal-to-noise ratio data. Obviously, the advan-
tage of this approach is that it is easy and
quick in searching the maximum and mini-
mum values within the rectangle. The trade-
off is that the accuracy of the maximum and
minimum values is compromised to a smaller
area in the image. The second approach is
more complicated. It requires an algorithm
to outline automatically the examined object
(e.g., the head) from the image background.
In this way, the maximum and minimum val-
ues can be found accurately from the con-
toured object.

CT Scan Images. The principle of CT scan
reconstruction is to calculate the relative lin-
ear attenuation coefficients (p.,) of tissues con-
fined in an imaging area.® Usually, the CT
scan image is represented by CT scan gray
values instead of the relative attenuation coef-
ficients. The following equations show the
conversion from the relative linear attenua-
tion coefficient to a CT scan number, and to
a CT scan gray value. In general, the term CT
scan gray value is used more commonly in a
computer-oriented environment.

CT scan number = K (p, — pw)/pw
CT scan gray value = CT scan number + K,

where K is a scaling factor (equal to 1000 for
most CT scanners); p is the linear attenua-
tion coefficient for water (0.191 cm™); and K,
is an offset constant to ensure a nonnegative
CT scan gray value.

Because CT scan gray values are tissue de-
pendent, the window and level values can be
preset once the examination protocol or the
body region is known. For example, brain,
pituitary, orbits, cervical spine, temporal
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bones, chest, abdomen, pelvis, lumbar spine,
and so forth each can have a preset window
and level value for automatic optimal visual
presentation. The easiest way automatically
to select the best window and level and asso-
ciated sequences is to use a protocol table
in which the radiologists and technologists
establish the proper settings. These protocols
can be linked to the examination type in the
RIS examination dictionary.*

CR Images. CR images require prepro-
cessing by the CR image processor before
they are displayed. The preprocessing func-
tions, such as edge enhancement and filter-
ing, are specifically designed for each individ-
ual examination protocol (type), such as head,
neck, chest, abdomen, pelvis, upper, and
lower extremities, as well as the patient
size’-* The latter contributes to the bright-
ness and contrast appearance of the image. If
the patient is thicker, the image is brighter,
and vice versa. In addition, many CR images,
such as those of pediatric patients, contain
very bright background. For these reasons,
extraction of the gray level range for CR im-
age display is not an easy task. If the window
and level settings are calculated without con-
sidering these factors, the outcome of the soft
copy display is unpredictable. Thus, the
range determination must rely on the analysis
of the gray level distribution within the body
regions of interest, which is provided by CR
examination protocols.

Removing Unexposed Background

In conventional radiography, especially CR
and digital fluorography, sometimes it is nec-
essary to remove the image background ow-
ing to x-ray collimation before the images are
displayed. Examples appear in pediatric and
extremity images where collimation can re-
sult in significant white background included
in the image. Its removal can reduce the
amount of unwanted white background in
the image during soft copy display and allow
a more accurate display look-up table.

An algorithm that removes image back-
ground first searches for the raw edges (left,
right, top, and bottom) of the radiation field.
The raw edge points are those with standard
deviation in the desired direction exceeding
an empirically determined threshold. The raw
edge points are searched to find the outer
corners of the rectangular radiation field.
These boundaries are tested to see if any por-



tion of the radiation field had been excluded
(i.e., inside the boundaries). This test is based
on standard deviations of gray values of the
background and the body region (or the radi-
ation field). The background is characterized
by lower standard deviations, whereas the
body region is characterized by higher devia-
tions. The correct contour is constructed as a
collection of left, right, top, and bottom edges
of the radiation field. Areas outside of the
radiation field are set to the darkest gray level
eliminating the unwanted bright background.

Sometimes when the CR imaging plate is
not placed properly under the patient (e.g., in
a slant angle with respect to the patient’s
body axis), then the radiation field may not
be a rectangle. In this case, the algorithm
should have the ability to detect this situation
and correct it to search the edges.

After the background removal, the image
of interest no longer may be in the central
portion of the display field. In order to center
and occupy the full monitor screen, it some-
times is advantageous automatically to zoom
and pan the background removed image for
optimal display.

Orientation

A properly oriented image displayed on a
monitor should resemble the conventional
hard copy a radiologist reads from the light
box. Two examples are provided in CT scan
and CR. In CT scan, the orientation of
scanned slices appears on the display moni-
tors in certain specific examination protocols
different from radiologists’ reading prefer-
ence. For example, in a coronal sinus study
with patient’s head-first position and prone
orientation, images generated by some spiral
CT scanners may require a y-axis flip to meet
the traditional reading preference. The neces-
sary information to make CT scan image ori-
entation correction automatically can be ob-
tained from the CT scan image header. On
the other hand, the automatic rotation correc-
tion on CR images requires special a image-
processing algorithm.'

Local Patient Folder at the
Workstation

Historical Image-Set Retrieval

As discussed previously, availability of a
patient’s current and historical films is im-
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portant in the radiologic reading. Well de-
signed workstation software should automat-
ically retrieve necessary historical image sets
from long-term storage devices (similar to the
film library in the film-based system), supple-
ment them with the newly acquired image
set, and transfer the complete data file to the
image-display workstation. If the historical
image set is not prefetched automatically, the
second choice is to retrieve it by a query from
the workstation. In this case, any historical
image sets related to the current image set
may be requested to be transferred to the
workstation from long-term storage devices.
As described previously, the most efficient
method of handling the transfer of previous
images from the archive to the appropriate
workstation is the Folder Manager, with pre-
fetching of the prior studies triggered by the
new examination being scheduled in the RIS.
Based on the similar examination fields in the
RIS examination dictionary, the most useful
prior examinations are transferred to the de-
sired workstation the evening before the
scheduled new procedure if scheduled in ad-
vance. Otherwise, the prior studies could be
moved immediately. In this manner, the need
to request images manually from the archive
is small, avoiding lengthy delays in that pro-
cess and minimizing archive traffic during

midday.*

Organization of Patient Folders

Potentially, image sets (including current
and historical examinations) of a patient can
be a large data file. Thus, when they are in
the workstation, they must be organized for
easy and efficient access. Commonly, this is
done with either a relational database or an
object-oriented database. A database contains
one or more table files depending on the need
of the application. Each table file is a collec-
tion of data records, and the fundamental
units of a record are fields (or attributes).
The contents of the fields is the information
associated with an object. For example, a pa-
tient record contains fields, such as patient’s
name, hospital identification number, sex,
date of birth, and so forth. In order to access
the record, keys (or indices) have to be de-
fined.® Usually, a field that is unique through-
out a database table is selected as a primary
key and fields likely to be accessed frequently
can be defined as secondary keys.

There are many ways to implement the
hierarchy of the patient folders in a display
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workstation. The following description is
based on a tree-structure of data directory to
represent the framework of a display work-
station database. The terms of a folder (or a
directory) and a file used in the following
description are equivalent to a data record
and a field of a database table, respectively.
The hierarchy starts with a root directory that
contains patient folders. Each individual pa-
tient is represented by a patient folder and
each patient folder is comprised of imaging
modality folders. Here, a modality folder is a
file underneath its parent directory and also
is a directory containing subdirectories and
files. Inside a modality folder, it consists of
examination folders with different dates.
Within an examination folder, image study
folders and associated diagnostic reports and
various laboratory report files may be en-
closed. An image study folder contains image
files. For example, in a CR examination, an
image file contains one view of an image,
such as AP or lateral. On the other hand, in a
cross sectional CT scan examination, an im-
age file is a collection of sequential images.
This is because a sequence of images provides
more complete clinical information, whereas
each single image by itself is of less signifi-
cance. In the database, an image file is a set of
indexing information describing the images,
such as the image data location, number of
images, and so forth. Usually, the physical
image data is separated from the database
tables and is stored contiguously in high-
speed disks for fast image retrieval and dis-
play. It is important to emphasize the signifi-
cance of the unique examination identifier
supplied from the RIS. The accession number,
which is the unique identifier that relates di-
rectly to the consultation report, the order in
the patient’s medical record, and the bill, is
critical to the proper organization of the
PACS database. Under the accession number
belong the sequences or individual images
and there is a date and time associated with
each examination and accession number.

Automatic Image-Display Sequencing

In order to mimic the film hanging practice
by film clerks using the panel rotation mecha-
nism of the film alternator, the display work-
station must possess the function of automatic
image-display sequencing. This requires a pa-
tient display sequence table (PDST) and an
image-set display sequence table (IDST). The
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PDST contains an ordered list of patients. For
each patient in the display workstation, there
is an associated IDST. Essentially, the IDST
contains records composed of many columns
including: (1) image file name, (2) monitor
number, (3) panel number, (4) display format,
(5) image modality type, (6) window setting,
and (7) level setting. These parameters pro-
vide information for what, where, and how
to display the image data. The image display
sequence of a given patient follows the record
number of the IDST in order. Based on the
IDST, the patient’s image sets can be dis-
played with two selection buttons: (1) “next
image file” and (2) “previous image file.”

Methods of Generating the PDST

The availability of the PDST enables radiol-
ogists to advance patient cases simply by
pressing the “next patient” and “previous
patient” buttons. This feature imitates the ac-
tion of stepping on the motor paddle of the
film alternator to rotate the light-box panels.
The order of the PDST is determined by the
combination of the following factors: (1) date
and time of the current examination; (2) re-
view status (i.e., patient images read or not);
(3) patient status (i.e., in patient or out pa-
tient); (4) alphabetical order of patient’s last
name; and (5) imaging modality. For exam-
ple, attributes in the PDST are based on the
review status and the date and time of the
current examination. Thus, only those pa-
tients whose current examinations have not
been read by radiologists are listed chrono-
logically in the PDST. This ensures that all
cases will be read by radiologists. In addition
to this example, various PDSTs can be gener-
ated by combining different criteria. Useful
PDSTs can be implemented into a menu for
selection by user interaction. Once again it is
important to emphasize the power of the
Folder Manager, which triggers the prefetch-
ing and linkage of the prior studies to the
new studies for each patient to be included
in the list.

Methods of Generating the IDST

How to design effective IDSTs is a chal-
lenging task. The numerous possible combi-
nations of images and image sequences with
or without prior examinations for comparison
makes the autosequencing quite difficult. An
approach to handle this challenge is pre-
sented.



Common Rules and Look-up Tables. The
implementation of an automatic image-dis-
play sequence in a display workstation in-
cludes two steps. The first step is to follow
common rules of the film hanging in a se-
lected radiology specialty section. This infor-
mation can be obtained by studying the film
alternator hanging habits in the specialty sec-
tion. The second step is to handle the prefer-
ences of individual radiologists in the section.
The common format of arranging films may
be implemented by using the rules described
previously or by observing the viewing prac-
tice of radiologists in the section. To imple-
ment the automatic image-display sequence
to accommodate individual radiologists” pref-
erences, a user interface needs to be built that
allows the radiologists to specify their own
image display sequences. Basically, the resul-
tant file is a look-up table that corresponds
an input patient case to an output IDST. The
input patient case includes a set of image
files, such as a series of CT scans or MR
images or a single view of CR images. Each
image file is uniquely identified by a set of
information elements called image file fea-
tures. The following are examples of informa-
tion elements of MR images, CT scans, and
CR, respectively:

MR images

1. Modality (MR imaging)

2. Name of examination protocol (brain/
trauma, stroke, nasopharynx, orbits, and
so forth)

3. Name of sequence (T1, T2, fast spin
echo, time of fly, and so forth)

4. Scan plane name (axial, sagittal, coronal,
and oblique)

5. Contrast agent injection (with or with-
out)

6. Examination date and time

CT Scans

1. Modality (CT scan)

2. Name of examination protocol (brain/
trauma, nasopharynx, sinus, parathy-
roid, and so forth)

3. Name of study (e.g., neck study and me-
diastinum study in parathyroid exami-
nation)

4. Scan plan name (axial and coronal)

5. Contrast agent injection (with or with-
out)

6. Name of preset window and level (soft
tissue, bone, and so forth)

7. Examination date and time
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CR

1. Modality (CR)

2. Name of examination protocol (orbit,
cervical spine, chest, and so forth)

3. Imaging views (PA, AP, and lateral)

4. Type of patient (adult, pediatric, neona-
tal, and so forth)

5. Examination date and time

The identity of the appropriate protocol is
determined by the RIS examination type us-
ing a protocol-driven table that the depart-
mental section or individual radiologist gen-
erates. These tables use the data fields listed
previously to determine the most appropriate
sequence and presentation for the examina-
tion to be reviewed.

Neural Network on Image-Display Se-
quence. Another method of generating the
appropriate fields for the tables described
previously is an intelligent algorithm to de-
rive an output IDST from an input patient
case. A supervised neural network (NN) tech-
nology may serve this purpose.®* '* Theoreti-
cally, the supervised NN uses a set of data as
the training set, in this case the existing look-
up table, to predict some outcome that is the
image-display sequence. The NN preserves
the one-to-one correspondence capability of
the look-up table. In addition, it provides the
best predicted output based on what it has
learned from the look-up table. Applying NN
technology for determination of IDST is a
new research area that requires further inves-
tigation. This approach might be used for
window and level presets and for individual
radiologist’s preferences.

Image Presentation

Two main issues must be addressed in im-
age presentation. The first has to do with
image contrast and brightness optimization
on the display monitors. The second is how
to display a large amount of image data with
limited number of monitors. Both topics are
discussed here.

Display Monitor Characteristics

It was mentioned that the nonlinear charac-
teristic curves of gray scale monitors is a fac-
tor that may affect the image display quality
on CRT monitors. Also, it was discussed that
the window and level setting and contrast
enhancement function improve image qual-
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ity. In the final stage of presenting images, all
these factors must be taken into account. This
implies that conducting a conversion from
the monitor characteristic curve to a desired
enhancement function (either a linear func-
tion or a nonlinear contrast enhancement
function) is necessary.

Each individual examination, such as in the
head, neck, chest, abdomen, pelvis, and up-
per and lower extremities requires specific
contrast enhancement function related to the
monitor. For this reason, these functions
should be predefined so that whenever a par-
ticular image examination type is displayed
on a certain monitor, the corresponding mon-
itor characteristic function is ready to be ap-
plied. The examination type can be extracted
from the image file header or the organized
local patient folder as described previously.

Image-Display Mode

In order to use a limited number of moni-
tors to display a large number of images,
various techniques, such as off-screen dis-
play, volume display, and montage displa
are used in the workstation design. The off-
screen technique is based on the technology
of image memory buffers and high-speed
data throughput storage devices, as described
previously. Image data are stored in these
off-screen buffers and devices whereas other
images are already loaded in the on-screen
display buffer. As soon as users need the off-
screen images, they can be transferred to the
display buffer instantaneously. If the update
speed matches that of the user’s from one
film to the other, the display workstation is
equivalent to being equipped with virtual-
display monitors. The volume-display tech-
nique specifically is used to present a cross-
sectional image set in a volume object. The
montage-display technique is based on the
fact that within an image set only a few im-
ages are critical for making diagnosis. Thus,
only those critical images are displayed. Four
methods are described in the following sec-
tions: (1) tile format, (2) cine format, (3) three-
dimensional format, and (4) montage format.

Tile Display Format. The tile image-dis-
play format is used to mimic the way a film-
alternator presents images. In this format,
each monitor represents one x-ray film. The
monitor is logically divided into tiles. The
location of each tile is where an image is
displayed. The size of the tile varies from the
entire screen to a small portion of the screen,
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depending on the number of tiles that divide
the screen. In the case of one tile occupying
the whole screen, it simulates the one-on-one
film format of projection radiography (see
Fig. 3). On the other hand, if there are 16
tiles on one screen, each tile is allocated one-
sixteenth of the screen size. This arrangement
imitates the 16-on-1 format of CT scan and
MR image film recording (see Fig. 2).

There usually are not enough monitors to
display images with the tile format. To over-
come this limitation, image browsing com-
monly is implemented using a scrolling
method, such as scrolling by page or by row.
Here, image browsing is based on the off-
screen image buffer and fast storage devices.
Let us consider a case of displaying a CT scan
image file with 32 images (512 x 512 pixels
per image) on a workstation with one moni-
tor (2048 x 2048 spatial resolution). The first
half of the images is displayed with the 4 x 4
format while the rest are not displayed. In
the page-scrolling mode, these first 16 images
are scrolled off the screen and replaced by
the next 16 image slices. The scrolling direc-
tion, of course, can be reversed. In the row-
scrolling mode, the images are scrolled on
and off the screen by row (i.e., four images at
a time). Although we have used a CT scan
examination on a 2K x 2K display in the
previous example, keep in mind that the ideal
monitors for MR imaging and CT scan are
the 1K x 1K for the reasons stated previously.

Cine-Display Format. Cine display shows
individual images typically magnified and se-
quentially presented in rapid succession un-
der user control in a fashion analogous to a
slow-motion movie. The third dimension can
be either space (CT scan or MR image) or
time (US). Cine display not only facilitates
the radiologist thought process to translate a
set of two-dimensional data into three dimen-
sions but also provides a useful means for
visualization of flow in contrast study. Cine
display also can be used to view multiple
image series simultaneously (multiple-cine
mode) as opposed to viewing just one series
alone (single-cine mode). The multiple cine
format is particularly useful for comparing
studies between prior and current, and be-
tween precontrast and postcontrast studies.
These related sequences should be linked to-
gether with similar anatomic levels displayed
at the same time. With a well-designed work-
station, moving through these sets simultane-
ously should only require the movement of
a mouse.



Technically, all cine modes are imple-
mented as follows. The first image of the data
set is displayed on a tile (either the original
or magnified version) on initiation of the cine
display. The rest of the images are stored in a
data buffer, such as the CPU memory, frame
memory, or high-speed data 1/O disks. As
the cine operation proceeds, the stored im-
ages are shown successively on the tile either
forward or backward at any desired rate.

Three-Dimensional Display Format. There
are two methods for implementing three-di-
mensional display in a workstation. One
method, similar to the multiple cine-display
mode, divides a display monitor logically into
four quadrant windows. One of these four
windows is used to present a three-dimen-
sional volume object reconstructed from a
two-dimensional cross-sectional image set.
The other three windows are used to display
three orthogonal images, such as the trans-
axial, sagittal, and coronal of the same vol-
ume object, respectively. Three graphic
planes (i.e., the xy plane, yz plane, and zx
plane) in the three-dimensional object win-
dows represent the positions where images
are sliced in the transaxial, sagittal, and coro-
nal planes. Users may move one of the planes
to view different cuts of images. For example,
when the xy plane is moved along the z direc-
tion, the transaxial images are displayed simi-
lar to the cine-display format. This implemen-
tation can be expanded from one monitor to
multiple monitors so that comparison studies
are possible. This display method imitates
cross-sectional scanning without a physical
scanner system.

The second method is also based on a re-
constructed volume object. The three-dimen-
sional object can be partitioned into eight por-
tions with the xy, yz, and zx planes. By
removing one of the portions, the internal
anatomic structures of the three-dimensional
object can be seen. The scope of the removed
portion can be controlled by maneuvering the
Xy, yz, and zx planes along z, x, and y direc-
tions, respectively, to reveal the internal
structures of the three-dimensional object.
Depending on the monitor and image spatial
resolution, one or more three-dimensional
objects can be displayed simultaneously on
one monitor. Users maneuvering the three
planes simulate the surgical technique to
view internal structures of a volume object.

The three-dimensional display methods de-
scribed require intensive user interface on the
display workstation and demand a high com-
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putation power system (most likely a spe-
cially designed computer system). The three-
dimensional presentation, however, provides
a means to cope with the combined problem
of limited display monitors and a large
amount of image data.

Montage-Display Format. A montage rep-
resents a selected subset of individual images
from a CT scan, MR image, US, or any other
multiimage series. This is useful because only
a few images from most series show the par-
ticular pathology or interesting features that
the user wants to focus on. For an average
case, such as MR imaging, comprising six
sequences averaging 30 images per series,
there are typically 180 images for a given
study. A typical montage contains about 20
images. These represent the number of sig-
nificant images from the radiologist’s point of
view that are necessary to show the case.
Obviously, it is important for the radiologist
to view all images for the initial interpreta-
tion. This montage is then used for recalling
the study later on for comparison with a new
study or to show to referring physicians. It is
up to the user to select images of significance.
The montage feature allows the user to select
the images of interest from all sequences into
one montage file for future reference. Subse-
quent reviews of the prior studies can be
done simply by referring to the montage file
containing the significant images, rather than
displaying all sequences done in the examina-
tion. This montage set also can be printed on
paper or film for the referring physician, the
patient, or teaching conferences.

There is one major issue regarding the
montage internal design that needs to be con-
sidered. This is whether to store the actual
image pixel data in the montage file or simply
to store indices of the image data. The trade-
off is between storage space versus immedi-
ate access to the images. Storing the image
data in the montage has the advantage of
being the most efficient way to retrieve and
display the images, because the data lies in
one contiguous space ready to be loaded into
the display workstation. One disadvantage is
that the image data is duplicated. The ques-
tion is how much extra storage is required.
Based on the previous discussion, each mon-
tage file may require about 10% extra storage
per study. If the assumption of two montage
files per study is made, a reasonable estimate
of extra storage required for the database us-
ing this approach is 20%. Another disadvan-
tage is that stored images in a contiguous file
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makes editing the montage file more difficult.
Deleting and inserting chunks of image data
requires extensive disk I/0 operations.

Storing indices to image data has the ad-
vantage of easy editing and requires the least
amount of additional storage space. One dis-
advantage is that the actual image data is
contained in various image files. This is be-
cause each image file containing images in
the montage has to be retrieved from the
archive to the local storage of the workstation
before the montage images can be displayed.
This means a time delay may occur. In the
worst case, 20 such retrieval processes may
be needed for one montage file, meaning a
delay of 10 to 20 minutes before the complete
file can be displayed, assuming 30 to 60 sec-
onds required per retrieval process. Of
course, the user rarely should see this delay
owing to the use of the prefetching from the
Folder Manager.

Image Manipulation

The ultimate goal of handling image sets
before images are displayed is to minimize
the radiologist’s interaction with the display
workstation. No matter how carefully the
workstation is designed to preprocess image
sets, however, chances are that the processed
images may not satisfy individual preferences
of radiologists for all cases. Therefore, radiol-
ogists may need to do minimal manipulations
or minor adjustments on images providing
that the user interface operations are easy to
use and the speed of manipulation is fast.
The following manual image-manipulation
functions are essential: (1) window and level,
(2) zoom and pan, (3) rotation, and (4) en-
hancement. Description of these functions
and their need in the automatic mode have
been discussed. In the following, our discus-
sion focuses on the user interface in the man-
ual mode. In particular, we focus on (1) a
common design for these image manipulation
functions, and (2) the implementation of each
individual function.

Common Design Issues

An easy method for choosing a target im-
age to be manipulated can simplify the opera-
tion of image manipulation. Consider the sit-
uation that a multiple-image file is displayed
on more than one monitor. If a user is re-
quired to maneuver a mouse to activate a
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monitor where a target image is displayed
and then to initiate the target image before an
image manipulation can be performed, this
maneuvering is considered complicated be-
cause it requires three operations. A desirable
design is a single operation by pointing the
cursor on the targeted image.

Another issue is whether a manipulation
applied on a single image affects all images
of the image file immediately after the manip-
ulation. Usually, for a multiple-image file it
is preferable that the manipulation is on a
single image first and then the effect of the
manipulation instantaneously propagates to
other images within the same file without the
user’s further interaction. On occasion, the
manipulation of a single image is demanded.
To cover these two options, an on and off
toggle should be implemented.

From time to time, after many image ma-
nipulation operations, the result may be
worse than the original appearance. In this
situation, the user typically wants to restore
the initial display parameters and settings.
Therefore, a reset function is needed.

Window and Level

The function of the window and level can
be implemented in two ways: (1) manually
adjusted, and (2) preset. With the current
technology, most gray-level monitors can
only display 256 shades of gray (i.e., eight-
bit). For images containing more than eight
bits of information, the function of manually
adjusting window and level is required to
access the full image gray scale dynamically
and to select the best image contrast for view-
ing. Although manually adjusting window
and level provides flexibility, the operation
is time consuming. To compensate for this,
presetting window and level allows an in-
stant optimal display.

The presets for window and level and se-
quence are chosen based on the protocols es-
tablished for each examination type. Exam-
ples in CT scan are bone, lung, soft tissues,
head, chest, and abdomen; and in MR im-
aging are T1, T2, axial, sagittal, coronal, and
so forth. For the unusual cases in which the
automatic selection by protocol does not
work properly, the desired settings can be
assembled within a menu or they can be
listed as a set of icons or buttons.

Zoom and Pan

With this function, the user can magnify
(zoom) and pan the image on the screen. The



field of view, however, decreases in propor-
tion to the square of the magnification factor.
Magnification commonly is performed via
pixel replication or interpolation. In the for-
mer, one pixel value repeats itself several
times in both the horizontal and vertical di-
rections. In the latter, the pixel value is re-
placed by interpolation of its neighbors. For
example, to magnify the image by two by
replication is to replicate the image 2 X 2
times. The zoom and pan function is an in-
teractive command manipulated via a track-
ball, a dialbox, or a mouse. Owing to the
decreased field of view after the zoom, the
ROI may not be on the screen. By using the
pan operation, the user can move the image
back to the center of the screen. The default
presentation of images on the monitors al-
ways should attempt to match the inherent
spatial resolution of the images to the resolu-
tion of the monitors. For those instances when
the full image data is presented on the moni-
tor in a compressed view, the zoom function
should allow presentation at full resolution.

Rotation

The image rotation function contains eight
orientations, including (1) 0 degrees, (2) 90
degrees, (3) 180 degrees, (4) 270 degrees, (5)
x-axis flip, (6) y-axis flip, (7) 90 degrees plus
y-axis flip, and (8) 270 degrees plus y-axis
flip. Other degree rotations are CPU intensive
and take longer to complete one rotation,
which is not desirable in an image-display
workstation. These eight orientations easily
can be implemented by using the method of
the pop-up menu or with icons.

Image Enhancement

Another image manipulation function ap-
plies different enhancement functions. These
enhancement functions are particularly useful
for CR images, as described previously. The
shape of each enhancement curve explicitly
shows the characteristics of the enhancement.
For this reason, the implementation of this
process should focus on easy manipulation of
the shape of enhancement curves.

WORKSTATIONS FOR FUTURE
NEEDS

A patient examination can involve several
imaging modalities. From the radiologist’s
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point of view, gathering as much information
as possible for making an accurate diagnosis
is a natural tendency. This means that a
multipurpose workstation may be necessary
in the future. The workstation is not only
required to display large amounts of image
sets, but also demanded to present combined
image information from different modalities.
For example, visualization of registered ana-
tomic and functional images, such as positron
emission tomography and MR imaging, is
one of the means to facilitate radiologists’
viewing practice. These images, in addition to
Doppler US and general NM images, require
color image-display monitors. In addition, ra-
diologists require high-resolution monitors to
detect subtle but important information, such
as microcalcification in mammography and
hairline fractures in bone radiography. This
suggests that a multipurpose workstation
with hybrid monitor configuration (both
high-resolution and color monitors) or high-
resolution color monitors may be needed in
the future.

One complaint about digital workstations
from radiologists is the cumbersome user in-
terface. The main reason is that users have to
rely on their hands to operate the worksta-
tion, which might divert their attention from
the images. This suggests that voice control
of the workstation may be a partial solution
for future workstation design. But the tech-
nology today can provide a very efficient and
useful workstation as long as the Folder Man-
ager concepts are implemented in the soft-
ware.

SUMMARY

The importance of this article is fourfold.
First, the introduction of workstation technol-
ogy and the types of image workstations pro-
vides readers with a better understanding of
the state-of-the-art and availability of digital
image-display workstations in the market-
place. Second, this article identifies primary
processes related to image viewing in radiol-
ogy daily operations. This is crucial because
it illustrates the important concepts of the
Folder Manager with image preprocessing,
patient folder organization, and automatic
image display sequencing. With these fea-
tures incorporated in the workstation design,
the number of steps required for a radiologist
to interact with a workstation is minimized.
Third, the discussions on how to present and
manipulate images on the workstations sug-
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gest methods concerning the issue of dis-
playing large volumes of image sets on a
limited number of monitor screens. Lastly,
examples of automatic image sequencing,
high-resolution color monitors, and voice-
based user interface illustrate current research
topics in the future of digital workstation de-

sign.
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Abstract—Teleradiology has become increasingly important in the managed care radiology practice environment. In
order to fully appreciate the teleradiology operation, we have to understand the current technology available, some
service models, and trade-off factors. This paper is organized in three parts. The first part is a review component of a
teleradiology operation as well as state-of-the-art technologies. In the second part, we generalize several service
models based on our past experience to illustrate the trend in teleradiology applications. The last part on trade-off
factors is derived from field data. Four major factors (image capture, workstation, image compression and
communication technology) balance a teleradiology operation in terms of cost, image quality, and turnaround time.
The major issues in teleradiology yet to be resolved are patient confidentiality and image authenticity. Copyright ©

1996 Elsevier Science Ltd.
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BACKGROUND

During the past several years, our country’s health
care delivery system has been changing from fee-for-
service to managed, capitated care. As a result, we
see the trend of primary care physicians joining
health maintenance organizations (HMOs). HMOs
purchase smaller hospitals and form hospital groups
under the umbrella of HMOs. Also, academic
institutions form consortia to compete with other
local hospitals and HMOs. This phenomenon creates
an opportunity in radiology practice as radiology
expert centers are formed. In the expert center model,
radiological images and related data are transmitted
between examination sites and diagnostic centers
through telecommunications. This type of radiology
practice is loosely called teleradiology.

Figure 1 shows an expert center model in
teleradiology. In this model, the three modes of
operation are shown: telediagnosis—diagnosis is
made within 4-24 h after images are produced;
teleconsultation—within half an hour; and teleman-
agement—in real time. Telediagnosis means that an
examination is done at a remote site, images and
related information are transmitted to an expert
center for radiologic diagnosis. This service does not
require immediate diagnosis and can wait between 4
and 24 h. Teleconsultation is different in the sense
that the patient may be still waiting in the examina-
tion site or the primary care physician’s office, a
second opinion or an immediate diagnosis is required
preferably within half an hour. The third service is
for telemanagement. In this case, the patient may be
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still on the examination table and an immediate
diagnosis is required for the primary care physician
to manage the patient in situ. In this expert model,
rural clinics, community hospitals and HMOs rely on
radiologists at the center for consultation. It is clear
from Fig. 1 that in tcleradiology, the turnaround
time requirement is different depending on the modes
of service which in turn determines the technology
required and cost involved.

Why do we need teleradiology?

The managed care trend in health care delivery
system expedites the formation of teleradiology
expert centers. However, even without the health
care reform, teleradiology is still an extremely
important component in radiology practice for the
following reasons. First, teleradiology secures images
for radiologists to read so that no images will be
accidentally lost in the form of transportation.
Second, teleradiology reduces the reading cycle time
from when the image is formed to when the report is
completed. Third, since radiology subdivides into
many subspecialties, even a general radiologist
requires an expert’s second opinion on occasion.
The availability of teleradiology will facilitate seeking
the second opinion. Fourth, teleradiology increases
radiologists’ income since no images would be
accidentally lost and subsequently not read. The
health care reform adds two more reasons. (1) It
saves the health care costs since an expert center can
serve multiple sites which reduces the number of
radiologists required. (2) It improves the efficiency
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Fig. 1. The expert center model in teleradiology.

and effectiveness of health care because the turn-
around time is faster and there is no loss of images.

What is teleradiology?

Generally speaking, teleradiology means that an
image is sent from the examination site to a remote
site where an expert radiologist will make the
diagnosis. The report is sent to the examination site
where a primary physician can then prescribe the
patient’s treatment immediately. Teleradiology can
be very simple or extremely complicated. In the
simple case, an image is sent from a CT scanner, for
example, in the evening to the radiologist’s home
using low quality teleradiology equipment and slow
speed communication technology for a second
opinion. During off hours, evenings and weekends,
there may not be a radiologist at the examination site
to cover the service. A resident normally is in charge
and requires consultation occasionally from the
radiologist at home during these off hours. This
type of teleradiology does not require highly sophis-
ticated equipment. A conventional telephone and
simple desktop personal computer with modem
connection and display software is sufficient to
perform this teleradiology operation. This type of
application originated in early 1970 (1).

The second type of teleradiology is more
complicated with four different models starting
from simple to complicated in ascending order as
shown in Table 1. The complications occur when
historical images are required for comparison with
the current examination, and when information from
the radiology information system (RIS) is required to
help the expert make a diagnosis. In addition,
complications arise when the examination and
dictation are required to be archived and appended
to the patient image data file. Teleradiology is
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relatively simple to operate when no archiving is
required. However, when archiving and retrieval of
previous information of the same patient is required,
the operation becomes extremely complicated.

Teleradiology and picture archiving and
communication systems (PACS)

When the teleradiology service requires patient’s
historical images as well as related information,
teleradiology and PACS become very similar. For
the definition of PACS, refer to (2). Table 2 shows
the differences between teleradiology and PACS. The
major difference between them is in the methods of
image capture. Most current teleradiology still uses a
digitizer as the primary method of converting a film
image to digital format, although the trend is moving
towards DICOM (see next section). In PACS, direct
digital image capture using the DICOM (3) is mostly
used. In networking, teleradiology uses slower speed

Table 1. Four models in teleradiology

Historical images/RIS  Archive
Most simplistic No No
Simplistic Yes No
Complicated No Yes
Most complicated Yes Yes

Table 2. Differences between teleradiology and PACS

Telerad PACS
Image capture Digitizer DICOM
Display technology Same Same
Networking WAN LAN
Storage Short Long
Compression Yes May be




Teleradiology technologies * H.K. HUANG 61

Table 3. Size of some common medical images

One image (bits)

No. of images/exam One examination

Nuclear Medicine (NM) 128 x128x 12
Magnetic Resonance Imaging (MRI) 256x256x 12
Ultrasound (US)* 512x 512 x 8(24)
Digital Subt. Angiography (DSA) 512x512x8
Digitized Electronic Microscopy 512x512x 8
Digitized Color Microscopy 512x512x24
Computed Tomography (CT) 512x512x12
Computed Radiograph (CR) 2048 x 2048 x 12
Digitized X-rays 2048 x 2048 x 12

Digitized Mammography 4096 x 4096 x 12

30-60 1-2 MB
60 8§ MB
20-230 5-60 MB
15-40 4-10 MB
1 0.26 MB
1 0.79 MB
40 20 MB
2 16 MB
2 16 MB
4 128 MB

*Doppler US with 24 bit color images.

wide area networks (WAN) comparing with the
higher speed local area network (LAN) used in
PACS. In teleradiology, the image storage is mostly
short-term, whereas in PACS it is long-term. Tele-
radiology relies heavily on image compression (4)
whereas PACS may or may not.

The second column in Table 3 gives sizes of some
common medical images. In clinical applications, one
single image is not sufficient for making diagnosis. In
general, a typical examination generates between 10
and 20 Mbytes. The fourth column in Table 3 shows
an average size of one typical examination in each of
these image modalities. The highest extreme is in
digital mammography which requires 128 Mbytes.
To transmit 128 Mbytes of information through
WAN requires a very high bandwidth communica-
tion technology. One research topic in telemammo-
graphy is how to transmit this large file size through
WAN with acceptable speed and cost.

TELERADIOLOGY COMPONENTS

Table 4 lists the teleradiology components and
Fig. 2 shows a generic schematic of their connections.
Among these components, reporting and billing are
common knowledge and will not be discussed here.
Devices which generate images in teleradiology
applications include computed tomography (CT),
magnetic resonance imaging (MR), computed radio-
graphy (CR), ultrasound imaging (US), nuclear
medicine (NM), digital subtraction angiography-
digital fluorography (DSA, DF), and film digitizer.
Images from these acquisition devices are first
generated from the examination site and then sent
through the communication network to the expert
center if they are already in digital format. Or, if
these images are stored on films, then they need to be
digitized by a film scanner at the examination site.

Table 4. Teleradiology components

Imaging acquisition device
Image capture

Data reformatting
Transmission

Storage

Display

Reporting

Billing

Image capture

In image capture, if the original image data are
on film, then either a video frame grabber or a laser
film digitizer is used to convert them to digital
format. A video frame grabber produces lower
quality digital images but is faster and cheaper. On
the other hand, laser film digitizers produce extre-
mely high quality digital data, but take longer and
cost more compared to the video frame grabber (2).
During the past several years, computed radiography
(CR) has been used extensively in teleradiology.
Conventional projection radiography can be
obtained with CR which produces a direct digital
image as the output (5).

Data reformatting
After images are captured, it is advantageous to
convert these images and related data to some

Referring Site Expert Center
Digitizer
: ] |
Laser n
e
Patlent RIS
i

Fig. 2. A generic schematic of teleradiology components
and their connections.

183



62 Computerized Medical Imaging and Graphics

industry standards because multi vendors’ equipment
can be used in the teleradiology chain. The two
common standards used in the imaging industry are
the Digital Imaging and Communication in Medicine
(DICOM) for images and Health Level 7 (HL7) for
textual data (6). The DICOM standard includes both
the image format as well as the communication
protocols, whereas HL7 is only for textual data. The
communication for textual information generally
uses TCP/IP communication protocols. The descrip-
tion of these two standards is given elsewhere (7).

Storage

At the receiving end of the teleradiology chain, a
local storage device is needed for image display. The
capacity of this device can range from several
hundred Mbytes to 5-10 Gbytes. For teleradiology
applications requiring historical images and radi-
ology information retrieval, and current examination
and diagnosis archival, a long-term archive, such as
an optical disk library, is needed at the expert center.
The architecture of the long term storage device is
very similar to that used in PACS (8).

Display workstation

For an inexpensive teleradiology system, a low
cost 512-line single monitor can be used for
displaying images. However, sophisticated multi-
monitor display workstations are needed for primary
diagnosis. The state-of-the-art technology in image
workstations will be described in the next section.

Communication networking

An important component in teleradiology is the
communication network used for transmission of
images and related data from the acquisition site to
the expert center for diagnosis. Since most tele-
radiology applications are not within the same
hospital complex but through inter-health care
facilities in metropolitan areas or at longer distances,
communication technology involved requires wide
area network (WAN). WAN can be wireless or with
cables. In wireless WAN, technologies available are
_microwave transmission and communication satel-
lites. Wireless WAN has not been used extensively
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due to the cost. Table 5 shows the technology
available in WAN using cables. It starts from the
low communication rate DS-0 with 56 kbits/s, to a
very high communication data rate DS-3 with 45
Mbits/s. All these WAN technologies are available
through either a long distance or local telephone
carrier. The cost of using WAN is a function of
transmission speed. Thus, for a DS-0 line which has
low transmission rate, the cost is fairly low compared
to DS-3 which is faster but more expensive. Most of
the private lines, for example T-1 and T-3, are point-
to-point and the cost also depends on the distance
between connections. Tables 6 and 7 give an example
showing the relative cost between DS-0 and T-1 lines
between UCSF and Mt Zion Hospital (MZH), two
sites in the San Francisco Bay Area about 2 miles
apart.

Comparing Tables 6 and 7 reveals that the initial
investment for the DS-0 is $500. The monthly cost is
$30 fixed fee plus per local call charge. On the other
hand, for the T-1 service the up front investment is
$14,500, and the T-1 monthly cost is $554. The user
does not have to pay an extra charge per call to use
the line. The up front investment for the T-1 is much
higher than the DS-0, and for longer distances, its
monthly charge is expensive. For example, the charge
between San Francisco and Washington, D.C. for a
T-1 line could be as high a $10,000 per month.
However, the speed of communication using the T-1
is about 30 times faster than the DS-0. Using T-1 line
for teleradiology is very popular. Some larger
companies lease several T-1 lines from telephone
carriers and sub-lease portions of them to smaller
companies for teleradiology applications.

User friendliness

One component not listed in Table 4 is the user
friendliness in a teleradiology system. User friendli-
ness includes both the connections of the tele-
radiology equipment at the examination site and
the expert center, and the simplicity of using the
display workstation at the expert center.

User friendliness means that the complete tele-
radiology operation should be as automatic as
possible requiring only minimal user intervention.

Table 5. Wire technologies available in Wide Area Network (WAN)

Technology Speed

DS-0 (Digital Service) 56 kbits/s

DS-1 dial up 56 kbits/s to 24 x 56=1.344 Mbits/s
DS-1 Private Line (T-1) 1.544 Mbits/s

ISDN Integrated Service Digital Network
DS-3 Private Line (T-3)

56 kbits/s—1.544 Mbits/s
28 DS-1=45 Mbits/s
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Table 6. WAN cost using DS0 (56 kbits/s) between UCSF-

MZH
Modems (2) 3400
Installation (2) 5100
Up front investment 5500

DOS Monthly fee
(30 times slower than the T-1)

$30+ per call

Table 7. WAN cost using T-1 between UCSF-MZH

Modems (2) $12,000
Ethernet converter (2)

T-1 Installation 32,500
Up front investment $14,500
T-1 monthly charge: 5554

For the image workstation to be user friendly
requires three criteria to be met: (1) image and related
data pre-fetch; (2) automatic image sequencing at the
monitors; and (3) automatic look-up table, image
rotation and unwanted background removal from the
image. Image and related data pre-fetch means that
for the same patient examination, all historical images
and related data required for comparison by the
radiologist should be pre-fetched from the patient
folder prior to image transmission and display. When
the radiologist at the expert center starts to review the
case, these pre-fetched images and related data are
available immediately. Automatic image sequencing
at the display workstation means that all these images
and related data are sequentially arranged so that at
the touch of the mouse, properly arranged images and
information are shown on the monitors. Pre-arranged
data minimizes the times required for the searching
and the organizing of them by the radiologist at the
expert center. This translates to an effective and
efficient teleradiology operation. The third factor,
automatic look-up table, rotation and background
removal, is necessary because images acquired at the
distant site might not have the proper look-up table
for optimal visual display, images might not be

generated in the proper orientation, and with some
unwanted white background in the image due to
radiographic collimation. All these parameters will
have an effect on the proper diagnosis of the image.

STATE-OF-THE-ART TECHNOLOGY

In the last section we discussed the components
in a teleradiology operation. In this section, we
present the state-of-the-art technology in tele-
radiology, especially in communication technology,
image compression, and image workstations.

Wide area network-asynchronous transfer mode
(ATM) technology

ATM technology is an emerging communication
technology both for WAN and LAN. The current
commercially available ATM technology is the OC3
with 155 mbits/s. Using ATM for data communica-
tion between two nodes requires one adapter board
at the computer of each node, an ATM switch
connecting both adapters at each node with fiber
optic cables (9).

In LAN, ATM is being used by many sites for
image communication, whereas in WAN, ATM still
has the obstacle to pay for expensive long distance
carriers. Table 8 shows the comparison between using
T-1 and ATM for communication of images between
Mt Zion Hospital and UCSF. Results demonstrate
that ATM is almost two orders of magnitude faster
than T-1. The cost for using ATM technology is still
restricted, not because of the technology, but because
of the charges by long distance carriers. One way to
make the ATM an affordable WAN communication
method is to have the carrier to lower the fiber optic
cable utility cost. Figure 3 shows a testbed prototype
transmitting CR images from UCSF to a work-
station at the San Francisco VA Medical Center. A
10 Mbyte CR image after generated by the CR can
be transmitted to the VA Medical Center about 10
miles away in 1.5 s.

Table 8. Time required to send a 10 MB X-ray, 40 MB CT study from MZH to UCSF using T1 and ATM (OC3) (no
compression)

One X-ray exam

2 K x2.5 K x2 byte (10 MB)

One CT study (40 MB)

One image

Two images

One study One current + One historical

T1 (1.5 mbits/s) realization
100 KB/s

100 sec (1.6 min)

ATM (155 mbits/s) realization 13s 27s

60 mbits/s

200 5 (3.9 min)

400 s (6.7 min) 800 s (13.4 min)

53s 10.7 s
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Fig. 3. A. FCR 9000; B. ATM Switch; C. ISG image
workstation. Radiographs generated by a CR system are
transmitted through the ATM at UCSF to the ATM main
switch at Pacific Bell in Oakland, then to the ATM switch
at the SFVA Medical Center where they are displayed at
the 1600 line workstation. The completed process takes less
than 2 s after the images are generated (courtesy of Dr
Gretchen Gooding).
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Display workstations

Table 9 shows the specifications of 2000 line and
1600 line workstations used for teleradiology primary
readings. These state-of-the-art technology dia-
gnostic workstation use two monitors with over 2
gigabytes local storage, and 1-2 s for images and
reports display. A 2000 line workstation costs
between $50,000 and $60,000, whereas a 1600 line
costs between $30,000 to $40,000. User friendly
software is required for easy and convenient use by
the radiologist at the workstation.

Image compression

Teleradiology requires image compression
because of the slow speed and high cost of using
WAN. For lossless image compression, current
technology can achieve between 3:1 to 2:1 compres-
sion ratios, whereas in lossy image compression using
cosine transform based MPEG and JPEG hardware
and software, 20:1 to 10:1 compression ratios can be
obtained with acceptable image quality. The latest
advance in image compression technology uses the
wavelet transform. Wavelet transform has the
advantage over cosine transform for higher compres-
sion ratio and better image  quality after the
decompression (10). With the advance in commu-
nication technology, image workstation design, and
image compression, teleradiology will move closer as
an integrated diagnostic tool in daily radiology
practice.

TELERADIOLOGY EXAMPLES AND MODELS

Teleradiology services started to proliferate
about 2 years ago. One of the earliest health care
facilities using teleradiology was the Mayo Clinic.
The Mayo Clinic has three sites in Rochester, MN;
Jacksonville, FL; and Scottsdale, AZ. In order to
provide a service to all three sites, a satellite
communication method was used. The Mayo Clinic
chose IBM at Rochester as the technical partner for
the teleradiology service. Other example is the service
to Saudi Arabia provided by the Massachusetts
General Hospital (MGH). In these cases, inexpensive
regular voice lines, 9.6 kbits/s are used. Table 10
summarizes the MGH operation (11). In the

Table 9. Specifications of 2000 and 1600 line workstations
for teleradiology

Two monitors

1-2 week local storage for current + previous exam

1-2 second display of images and reports from local storage
DICOM conformance

Simple image processing functions
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Table 10. MGH operation-two regular grade voice lines
(9.6 kbps)

Customer: Saudi Arabia

24-48 hr turnaround time

4-6 images/case

Compression: Radiograph 20:1, CT 10:1
Transmission: 3—4 mins/image (37.0)
Workstation: 2K monitors

following, based on our past experience, we gen-
eralize two teleradiology models serving as examples
to describe the structure of the teleradiology, how the
service is set up, as well as the operational procedure.

Model 1—university consortium. Telequest is a
university consortium formed by the departments of
radiology at the following universities: Bowman
Graduate School of Medicine, Wake Forest Uni-
versity; The Brigham Radiology Foundation in
Boston; Emery University Hospital in Atlanta;
University of California, San Francisco; and Penn-
sylvania Medical Center in Philadelphia. A for-profit
organization called Telequest was formed in order to
provide a nationwide sub-specialty radiology service.

In this model, Telequest provides a turn-key
operation for the customer (e.g. an imaging center, a
HMO, etc.) and transmits images to the consultation
site at one of these five radiology departments. At the
customer site, the company provides a turn-key
operation, assists the site to interface with the
radiology information system, the image acquisition
devices, and provides the customer site around-the-
clock service coverage. The communication connec-
tions is from a third party vendor allowing the
customers to select a desired transmission speed. The
customer can select consultants from any consulta-
tion sites to read the cases. At the consultation site,
high resolution workstations described in the pre-
vious section are used for the reading, and a rapid
turnaround report is guaranteed by the contract.
Figures 4 and 5 show, respectively, the teleradiology
operation and data flow in a university radiology
department consortium model.

Telequest handles all the marketing, service,
communication connections, billing and manage-
ment. As an example, a customer site is an imaging
center located at Ohio with two image acquisition
systems, a General Electric Signa 5X MR scanner
and a Helical CT scanner. The operational hours are
from Monday to Friday 7:30am to 10:30pm,
Saturday and Sunday is from 8:00am to 2:00pm.
The image readings are distributed to the various
consultation sites at these five universities. The
network used is a fractional T-1 provided by IBM.

Images/Demagraphic Capture at Customer Site
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Fig. 4. Teleradiology operation in a university radiology
department consortium model.
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Fig. 5. Data flow in a university radiology department
consortium model.

Image compression used is the 2-3:1 lossless com-
pression method. This teleradiology service model
uses the strength of these prestigious radiology
departments to attract business from imaging centers
and HMOs throughout the nation. The result is that
images are collected from rural sites, community
hospitals, HMOs to the expert centers, and consulta-
tions are distributed geographically to these five
universities’ radiology departments.

Teleradiology service for second opinion. In this
model, a health care insurance company in a foreign
country initiates an add-on subscription for its policy
holder. For an extra amount of money per year on
top of the existing health insurance, the subscriber of
the add-on policy has the right to request a second
opinion on his/her existing medical diagnosis from a
premier medical center in the US at the subscriber’s
own expense. Table 11 shows the operational
procedure of this second opinion teleradiology
service.
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Table 11. Operational procedure of a second opinion teleradiology consultation service

@ Subscriber requests 2 medical second opinion on the radiologic exam to the health insurance company
e The insurance company arranges images to be digitized and transmitted from the foreign country to the US consultation site at the

subscriber’s own expense

@ Images are displayed on high resolution workstation and read by experts at the consultation site
@ Second opinion is provided to the subscriber via phone, fax, or teleconference with the subscriber’s referring physician at the foreign

country

@ Subscriber can schedule follow-up exams at the consultation site at his/her expense

An example of this model is an Israel health
insurance company, and the premier medical center
is The University of California, San Francisco. The
current enrolment of this add-on policy is about
800,000 in a country of 5 million people. The physical
communication connection between the customer site
and the expert site is through international ISDN
lines (see Table 5) shown in Fig. 6. The key in this
connection is a black box (Ascend) which provides
intelligent software to interpret the number of ISDN
lines at the sending site, the number of ISDN lines at
the receiving site, and the international ISDN
standard conversion. Depending on the speed
required, multiple ISDN lines can be used to increase
the rate of transmission. At the sending site, a film
digitizer is used, and at the expert site a 1600 line two
monitor workstation is used for interpretations.

The previous two models demonstrate some
trend in teleradiology service. In the first model, the
expert centers expand their capitations in radiology
examinations through a consortium. These radiology
departments increase their workload and income
which benefits the radiologists as well as the

Digitizer
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NTD: Network Termination Device

Fig. 6. The physical communication connection between
the customer (image capture site) and the expert site of an
internatiional second opinion teleradiology service.
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departments. In the second model, second opinion
consultation provides the developing country easy
access to premier medical centers in the US for
consultation. From the customer point of view, a
minimal add-on cost on top of an existing health
insurance policy is a small amount of pay for peace
of mind by allowing them to receive a second opinion
consultation if they so desire.

SOME IMPORTANT ISSUES IN
TELERADIOLOGY

There are two important issues in teleradiology:
the trade-off between quality, turnaround time, and
cost; and second, data security including patient
confidentiality and image authenticity. Table 12
shows the teleradiology trade-off parameters between
image quality, turnaround time, and cost. These
three parameters are effected by the method of image
capture, type of workstations used, the amount of
image compressed, as well as communication tech-
nology. The cost in teleradiology is determined by all
four factors.

In terms of data security, we have to consider
patient confidentiality as well as image authenticity.
Since teleradiology uses a public communication
method to transmit images which has no security, the
question arises as to what type of protection one
should provide to assure the patient’s confidentiality.
The second issue is the image authenticity. After the
image is created in digital form, can we assure that
the image created has not been altered either
intentionally or unintentionally? (12) To guarantee
image and data authenticity, methods such as data
encryption and digital signatures can be used which
have been in the domain of defense research for
many years. Some of these techniques may be used to

Table 12. Teleradiology trade-off parameters

Image Comm
capture Workstat  Compress Tech
Quality X X X
Turnarnd tm X X X
Cost X X X X
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protect the data authenticity as well as patient
confidentiality (13). If high security is imposed on
image data, it will increase the cost in decryption and
decrease the easy access due to many layers of
passwords. The trade-off between cost and perfor-
mance, confidentiality and reliability will become a
major future socio-economic issue in teleradiology.
Figure 7 shows a CT image which has been altered
digitally by inserting a tumor on the lung (see
arrows). Since alterating a digital image is not
difficult to do (14), developing methods to protect
integrity of image data is essential in teleradiology
applications.

DISCUSSION

Teleradiology has been used since the 1970s,
however, technology was not ready for massive
application until 2 years ago. It has become an
important topic involving socio-economic issues
because the role telemedicine will play in health
care reform. The trend in teleradiology is to balance
the cost with the image quality and turnaround time
for the service. The four major factors involved are:
the method of image capture, the type of workstation
used, the amount of image compression, as well as
the communication technology. In communication
technology, DS lines and ISDN are still the most
popular means in low-end teleradiology service. T-1
is expensive when the distance is far apart, but many
manufacturers are starting to use it on a shared basis.
ATM is an emerging technology which promises to
revolutionize the method of image communication.
We see this happening in LAN already. In order for
teleradiology to fully utilize this new technology,
users must exert pressure on carriers to lower the
price for using the wide area fiber optic cables. The

Fig. 7. Left: a CT scan of the chest; right: the same scan

with a digitally inserted tumor (see arrow). The insertion

process requires minimal image processing (courtesy of Dr
X. Zhu).

two models presented demonstrate the trend in
teleradiology application as well as type of services
using teleradiology. We see the trend that tele-
radiology will become a necessity in medical practices
in the 21st century and it will be an integral part of
telemedicine as the method of practicing medicine in
the future.

Regarding the use of internet and World Wide
Web (WWW) for teleradiology service; at the
moment, both internet and WWW have problems
with transmission speed and no control of data
confidentiality, security, as well as authenticity.
Therefore, the use of internet and WWW for
teleradiology application does not look promising
al the moment.

SUMMARY

The keys to a successful teleradiology operation
require the system to be reliable with minimal user
intervention, timely delivery of images with informa-
tion, rapid display, casy to use, as well as affordable
to the users. In this paper we present a loose
definition of teleradiology, describe its components,
and some state-of-the-art technologies which will
effect future teleradiology applications. Two models
of teleradiology service are given; one is based on a
university consortium which forms the expert center
concept and the second is on second opinion
teleradiology consultation service. Two important
issues of teleradiology are: (i) the trade-off between
quality, turnaround time, and the cost of service; and
(i1) the patient confidentiality and image authenticity
in a teleradiology service.
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A Cryptologic Based Trust
Center for Medical Images
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Abstract

Objective: To investigate practical solutions that can integrate cryptographic

techniques and picture archiving and communication systems (PACS) to improve the security of

medical images.

Design: The PACS at the University of California San Francisco Medical Center consolidate
images and associated data from various scanners into a centralized data archive and transmit
them to remote display stations for review and consultation purposes. The purpose of this study
is to investigate the model of a digital trust center that integrates cryptographic algorithms and
protocols seamlessly into such a digital radiology environment to improve the security of

medical images.

Measurements: The timing performance of encryption, decryption, and transmission of the
cryptographic protocols over 81 volumetric PACS datasets has been measured. Lossless data
compression is also applied before the encryption. The transmission performance is measured
against three types of networks of different bandwidths: narrow-band Integrated Services Digital
Network, Ethernet, and OC-3c Asynchronous Transfer Mode.

Results: The proposed digital trust center provides a cryptosystem solution to protect the
confidentiality and to determine the authenticity of digital images in hospitals. The results of this
study indicate that diagnostic images such as x-rays and magnetic resonance images could be
routinely encrypted in PACS. However, applying encryption in teleradiology and PACS is a
tradeoff between communications performance and security measures.

Conclusion: Many people are uncertain about how to integrate cryptographic algorithms
coherently into existing operations of the clinical enterprise. This paper describes a centralized
cryptosystem architecture to ensure image data authenticity in a digital radiology department.
The system performance has been evaluated in a hospital-integrated PACS environment.

B JAMIA. 1996;3:410-421.

Medical images form the cornerstone of patient rec-
ords and often are at the heart of the patient’s diag-
nosis, determination of therapy, and follow-up. They
are used not only by radiologists, but also by other
clinicians and specialists, such as medical oncologists,
radiotherapists, surgeons, neurologists, cardiologists,
dermatologists, pathologists, and primary physicians.
The trend in medical imaging is increasingly toward
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a digital and multimedia orientation. The goals are to
represent medical images in digital form supporting
image transfer and archiving and to manipulate vi-
sual information for various clinical services, such as
teleradiology and diagnostic workups. Another push
is from the picture archiving and communication sys-
tems (PACS) community, which envisions an all-dig-
ital radiology environment in hospitals for acquisi-
tion, storage, communication, and display of large
volumes of medical images.! The PACS technology
provides a systems integration solution for these is-
lands of automation and facilitates the extraction of
the rich information contained in multimodality im-
ages. Several large-scale PACS have been successfully
put into clinical operation and trials.' The new thrust
of PACS development is to integrate complementary
textual information of clinical systems into the central
image archive*
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Along with this digital radiology world comes the
problem of establishing trust in medical documents
that exist only in the easily altered memory of a com-
puter. Trust can be defined in terms of authenticity —
ie., detect unauthorized modification of image data
—and confidentiality—i.e., prevent unauthorized
disclosure of image data. One of the advantages of
printed film or text is its authenticity—when we see
ink on paper or images in print, we feel that these are
immutable records, not subject to manipulation or
tampering without leaving traces. Few of us, however,
have this level of faith in the immutability of medical
records committed to electronic media.

People who seek unauthorized access to online med-
ical records do so for several reasons: unauthorized
release, industrial espionage, sports hacking, com-
puter theft, and vandalism, to name a few.' Examples
of unauthorized release include failure to obtain in-
formed consent in writing from the patient or failure
to seek an approval from the responsible authority.
Industrial espionage occurs, for instance, when a
health insurance company seeks a business advantage
by obtaining the confidential patient population dem-
ographics stored in a competitor’s databases. Hacking
is another form of unauthorized access by people who
view such activities as a sport, and hackers usually
leave the data and systems intact. In contrast, com-
puter theft and vandalism are the most dangerous
forms of unauthorized access. Individuals penetrating
an online medical database seek to steal or alter in-
formation about patients and harm the medical sys-
tem.

Many means have been proposed to improve the se-
curity of online medical information: limit physical
access to the network, change user passwords fre-
quently, create firewalls to isolate information from
other networks, and enforce administrative proce-
dures for data security. Cryptography is one of the
strongest and most mathematically sound methods to
ensure trust in computerized medical data. There are
two major cryptographic techniques: key-based en-
cryption and digital time stamping. These techniques
complement one another. Key-based cryptography as-
sociates the content of an image with the originator
by using one or two distinct keys and prevents unau-
thorized disclosure of the image.® Digital time stamp-
ing, on the other hand, generates a characteristic “dig-
ital fingerprint” for an image when it is first generated
by using a mathematical hash function that permits
detection of subsequent modifications. Digital time
stamping is not a form of encryption. Research in the
past two decades has concentrated on authenticating
textual data. The growing use of digital medical im-
ages, however, poses new challenges due to their
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large size and different user requirements. This study
investigates the appropriateness of various crypto-
graphic algorithms for improving the security of med-
ical images and derives new methods that incorporate
these algorithms seamlessly into digital radiology op-
erations, especially PACS and teleradiology.

Methods

Terminology

This section introduces the basic nomenclature. A
message is called plaintext. The process of disguising
a message so as to hide its content is called encryp-
tion. An encrypted message is called, ciphertext. The
process of converting ciphertext back into plaintext is
called decryption. Cryptography is the art and science
of keeping a message secure, and cryptoanalysis is the
art and science of breaking ciphertext.

A cryptographic algorithm, also known as a cipher, is
the mathematical function used for encryption and
decryption. To encrypt a plaintext message, apply an
encryption algorithm to the plaintext. To decrypt a
ciphertext message, apply a decryption algorithm to
the ciphertext. If the strength of the security provided
by an algorithm is based on keeping the nature of the
algorithm secret, it is called restricted (e.g., Zenith's
video-scrambling algorithm). By today’s data security
standards, restricted algorithms provide woefully in-
adequate security. They are easy to break by experi-
enced cryptanalysts and are not suitable for a large or
changing group of users.

Meanwhile, many users and developers have the mis-
conception that data compression can provide protec-
tion as certain compression algorithms scramble im-
age data into visually unrecognized forms. The truth
is that data compression, similar to restricted crypto-
graphic algorithms, provides little protection once the
compression algorithm used is known by the intruder.
For high-security applications, all modern encryption
algorithms use a key, which can take on one of many
values (larger is better). Figure 1 shows the process of
encryption and decryption with keys.

A protocol is a series of well-defined steps, involving
two or more parties, designed to accomplish a task. A
cryptographic protocol is one that uses cryptography.
A self-enforcing protocol is the best type of crypto-
graphic protocol because it is independent of the
trustworthiness of people or the secrecy of the cryp-
tographic algorithms used. The protocol itself guar-
antees fairness; if one of the parties tries to cheat, the
other party immediately detects the cheating and the
protocol stops. Whatever the cheating party hoped
would happen doesn’t happen. In the teleradiology
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and PACS environment, the system designer should
strive to design and implement cryptographic proto-
cols that are self-enforcing, cost-effective to imple-
ment, and can ensure a high level of security.

Cryptographic Algorithms ;

A cryptographic algorithm is the mathematical func-
tion used for encryption and decryption. Table 1 clas-
sifies key-based algorithms according to the nature of
the encryption and decryption keys.

Secret Key Encryption

In a secret or private-key algorithm, the encryption
key can be calculated from the decryption key, and
vice versa. In many such cryptosystems, the encryp-
tion and the decryption keys are the same. These al-
gorithms require the sender and receiver to agree on
a key before they pass messages back and forth. This
key must be kept secret; therefore, the level of security
provided by such symmetric algorithms rests in the
key. The Data Encryption Standard (DES), adopted by
the federal government in 1976 and authorized for use
on all unclassified government communications, is an
example of a secret key algorithm.” The key is a 56-
bit number and can be changed at any time.

Figure 2 illustrates an example of a secret key cipher
on magnetic resonance images (MRIs). The cipher
used is based on the International Data Encryption
Algorithm (IDEA). The IDEA cipher is a newer and
more secure cipher than DES.” Its key length is 128
bits—over twice as leng as DES. Assuming that a
brute-force attack is the most efficient, it would re-

quire 2'* (10%) encryptions to recover the key. In con-
trast to the DES cipher, no papers have been pub-
lished on breaking IDEA messages so far. In addition,
there are no obvious patterns in the ciphertext. Figure
3 illustrates this with the even histogram distribution
of the encrypted image slice in Figure 2. Pixel values
of the 8-bit image slice range from 0 to 255.

The main drawback of secret-key algorithms is that
anyone with the key can both encode and decode
messages. Thus, any message can be compromised
when the key is intercepted. Managing keys involved
in a cryptographic protocol creates another problem.
Assuming a separate key is used for each pair of users
in a network, the total number of keys increases rap-
idly as the number of users increases. For n users, the
total number of keys needed is (n X (n — 1))/2; e.g,,
10 users need 45 different keys to talk with one an-
other, while 100 users need 4,950 keys. Such complex-
ity of key management is not feasible for large user
groups in a hospital or health maintenance organiza-
tion (HMO) environment. Further, it is impossible to
send someone a secret message unless the sender al-
ready can send the receiver a secret message—that is,
the sender cannot communicate with the receiver
without prior arrangement.

Public-Key Encryption

Public-key algorithms solve the secret-key manage-
ment problem by having two different keys: one pub-
lic and one private.” Information is encoded by the
sender with the recipient’s public key but can only be

Figure 2 The original MR (left)
image slice and the corresponding
MR (right) image slice encrypted
using the IDEA algorithm.



Journal of the American Medical Informatics Association Volume 3 Number 6 Nov / Dec 1996 [‘13

Figure 3 The histo-
gram distribution of
the encrypted MR im-
age slice in Figure 2.
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Table 1 m

Three Types of Key-based Cryptography

Nature of
Type keys Characteristics

Secret-key Encryption key (e) = e and d are

cryptography Decryption key (d) private
Public-key e=d e public, d

cryptography private
Digital signa- e=d ¢ private, d

ture public

decoded by a recipient who possesses the private key.
Moreover, the public key contains no hint as to the
nature of the private key—it is computationally im-
possible to deduce the private key from the public
key. Anyone with the public key (which, presumably,
is made public by the owner) can encrypt a message
but can not decrypt it. Only the person with the pri-
vate key can decrypt the message.

Although public-key algorithms have better and more
reliable key management over secret-key algorithms,
they are much slower in execution. An example is the
Rivest, Shamir, and Adleman (RSA) public-key cryp-
tography, which derives its strength from the diffi-
culty of factoring large numbers.” The public and pri-
vate keys used in RSA are functions of a pair of large
(100 to 200 digits or even larger) prime numbers. Re-
covering the plaintext from one of the keys and the
ciphertext is conjectured to be equivalent to factoring
the product of the two primes. It is, however, not
practical to use pure RSA with large keys to encrypt
and decrypt long messages. A 1,024-bit RSA key
would decrypt messages about 4,000 times slower
than the secret-key cipher. Furthermore, the workload
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to exhaust all the possible 128-bit keys in the IDEA
cipher would roughly equal the factoring workload to
crack a 2,304-bit RSA key, which is quite a bit bigger
than the 1,024-bit RSA key size that.most people use
for high-security applications. Given this range of key
sizes, and assuming there are no hidden weaknesses
in the secret-key cipher, the weak link in this approach
of using both private- and public-key cryptography is
in the public-key cipher.

Public-key cryptography is attractive not because it is
intrinsically stronger than a secret-key cipher—its ap-
peal is that it helps one manage keys more conven-
iently. Subsequently, the use of public-key encryption
for large medical images is better accomplished by
using a high-quality, yet faster, single-key encryption
algorithm to encipher the message. This original
unenciphered message is the plaintext. In a process
transparent to the user, a temporary random key, cre-
ated just for this one session, is used to conventionally
encipher the plaintext file. The recipient’s public key
is then used to encipher this temporary random con-
ventional key. This public-key-enciphered conven-
tional ““session” key is sent along with the enciphered
text (ciphertext) to the recipient. The recipient uses his
or her own secret key to recover this temporary ses-
sion key and then uses that key to run the fast, con-
ventional single-key algorithm to decipher the lage
ciphertext message.

Digital Signature

Digital-signature algorithms are used to prove au-
thorship of, or at least agreement with, the contents
of the computerized document. Digital signatures can
be accomplished in some public-key algorithms by en-
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crypting messages with the sender’s private key and
decrypting them with the sender’s public key. En-
crypting a radiologic image or report using the phy-
sician’s private key generates a secure digital signa-
ture.

When the focus is on the authenticity of medical doc-
uments rather than their confidentiality, a digital sig-
nature can often be implemented with one-way hash
functions. A hash function takes an input data string
and converts it to a fixed-size, often smaller, output
data string. For a one-way hash function, it is easy to
compute a hash value from an input string, but it is
difficult to generate a string that hashes to a particular
value. Commonly used hash functions in cryptogra-
phy return values on the order of 128 bits long, so
that there are 2'** possible hashes. The number of tri-
als required to find a random string with the same
hash value as a given string is 2'*, and the number
of trials required to find two random data strings hav-
ing the same (random) hash value is 2%. The hash
value, known also as the digital fingerprint or mes-
sage digest (MD), is somewhat analogous to a “check-
sum” or CRC error checking code in that it compactly
represents the message and is used to detect changes
in it. Unlike a CRC, however, it is not computationally
feasible for an attacker to devise a substitute message
that would produce an identical message digest. With
the public-key encryption, the message digest is en-
crypted by the secret key to form a signature. Hash
functions are also used extensively in digital time-
stamping methods.

Digital Time Stamping

Another proposal for certifying the contents of a doc-
ument involves using a one-way hash function to cre-
ate a type of digital time stamp of the document.”"
Many secure one-way hash functions are publicly
known, however. A forger thus could alter a message,
compute a new message digest, and simply attach it
to the bogus message. One strategy is to encrypt the
hash value with the sender’s secret key and attach
that value to the original message. The receiver com-
putes a new hash value from the message and com-
pares it with the one recovered from the sender’s pub-
lic key. If they match, then the message was not
altered. It is worth noting that computing the hash
value of a file is a much faster process than encrypting
the entire file.

Another way to strengthen the credibility of a docu-
ment’s time stamp would be to send its hash-value
fingerprint to a central time-stamp service. This ser-
vice would attach the time of arrival and put both in
permanent storage. Any question about a document’s
date and authenticity could be settled by checking the

WONG, Cryptographic Techniques and PACS

time-stamp service. This observation leads to the con-
cept of digital trust centers for authenticating large
volumes of medical images (see Digital Image Trust
Centers, below).

Key Length

From the user’s point of view, cryptographic keys are
similar to the passwords used to operate automatic
teller machines and to control access to computer sys-
tems. Just as different computer systems allow pass-
words of different lengths, different encryption algo-
rithms use keys of different lengths. As with
passwords, the longer the key, the stronger the secu-
rity that the algorithm provides. The common way to
crack a key used in a robust secret-key algorithm is
by brute-force attacks (e.g., by trying every possible
key, one after another, until one of the tries succeeds
in decrypting the ciphertext).

It is easy to calculate the complexity of a brute-force
attack. If the key is eight bits long, there are 2°, or 256,
possible keys. Therefore, it will take 256 attempts to
find the correct key, with a 50% chance of finding the
key after half of the attempts. If the key is 56 bits long,
as in the case of DES, then there are 2* possible keys.
Assuming a computer program can try a million keys
per second, it will take 2,285 years to find the correct
key. If the key is 128 bits long, as in case of IDEA, it
will take 10% years. For $1 million, a brute-force crack-
ing machine could be built to crack a 56-bit DES key
in an average of 3.5 hours (results guaranteed in 7
hours)."” This cost is within the budgets of most large
companies and many criminal organizations. Fortu-
nately, breaking an 80-bit or higher key is still ex-
tremely difficult, if not beyond the realm of possibility,
at this stage.

In contrast with secret-key algorithms, breaking pub-
lic-key algorithms does not involve trying every pos-
sible key. Instead, it involves trying to factor the large
numbers that are the product of two large primes (see
Public Key Encryption, above). Factoring large num-
bers is difficult. Table 2 lists public-key module
lengths whose factoring difficulty roughly equals the

Table 2 m

Private-key and Public-key Key Lengths with
Similar Resistance to Brute Force Attacks

Private-key Key Length (bits) Public-key Key Length (bits)

56 384
64 512
80 768
112 1792
128 2304
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Table 3 =
Comparison of Major Cryptographic Algorithms in Image Authentication
Cryptographic Unauthorized Unauthorized Processing Key
Algorithms Read Detection Write Detection Speed Management
Secret Key o * 0 -
Public Key + + - &
Digital Time Stamp = + # NA

Notations: + means positive (i.e., fast or strong; — means negative (i.e., slow or weak); 0 means average; NA means not applicable.

difficulty of a brute-force attack for private-key
lengths.” That table states that if one is concerned
enough about security to select a private-key algo-
rithm with a 64-bit key, one should choose a module
length for the public-key algorithm of about 512 bits.

Algorithm Comparisons

Table 3 summarizes the strengths and weaknesses of
the various cryptographic algorithms for improving
the security of large image files in digital radiology
environments. Because a digital signature can be cre-
ated by using a public-key method, Table 3 does not
evaluate this algorithm.

Digital Image Trust Centers

The purpose of a digital trust center (DTC) is to in-
corporate systematically a variety of cryptographic
algorithms (discussed above) in digital radiology en-
vironments. Currently, health care provider organi-
zations lack such a cryptologic model for digital im-
age protection. Figure 4 illustrates the architecture of
a digital image trust center within a hospital-inte-
grated PACS environment. In this figure, multimedia
data from various image and text sources in a radi-
ology department, such as medical imaging scanners,
radiology information systems (RIS), hospital infor-
mation systems (HIS), individual PAC systems, and
film digitizers are linked to a centralized data repos-
itory that is managed by the PACS archival server.

In the DTC architecture, the PACS archival server in-
teracts with an authentication server to support the
authentication service. The authentication server can
attach the hash value and time stamp to an incoming
image dataset. The archival server then stores this da-
taset and its time stamp in the PACS image database
and sends a copy of the time stamp back to the im-
aging source for recording. The image data can be
originated by three possible sources. When the im-
aging source originates from a digital imaging scan-
ner, such as magnetic resonance imaging (MRI) and
x-ray computed tomography (CT), the image time
stamp should be saved into the database of the
acquisition computer of that scanner node. When
the imaging source is from a sectional PACS, such
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as an Ultrasound or Nuclear Medicine PACS, the elec-
tronic time stamp should be saved in the local archive
of that sectional PACS. When the film digitizer is used
to convert external or existing screen films, the time
stamp should be saved into the host computer of that
film digitizer. Generally, PACS controllers and these ac-
quisition computers can manage time-stamp data
through a local database management system (DBMS).

The DTC builds on the infrastructure of the PACS,
and so its access control protocols inherited from the
PACS. That is, information access is limited to display
stations registered in the PACS networks and is
granted by patient name or hospital ID only. Also, the
PACS does not permit the user to alter the original
image and associated data from a display station, al-
though the user can append new findings of an im-
aging study as separate entries into the central ar-
chive. Further work will investigate better access con-
trol policies for various kinds of image care services.

Someone who challenges the originality of an image
stored in a local imaging site can just query the PACS
archival server for verification by providing the image
ID. To ease concerns about tampering or backdating
at the centralized PACS repository, the scheme can be
further refined to blend several sequential time-stamp
requests into a chain or a binary tree structure.” Such
authentication protocols incur little operational over-
head with common hash functions; such as Message
Digest 4 (MD4) and Message Digest 5 (MD5).> Within
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Flgure 4 Digital trust center method in PACS for med-
ical image authentication.
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the PACS framework, the authentication server can
reside in the same computer as the archival center and
thus has minimum effect on the overall system archi-
tecture. For teleradiology systems without an on-line
image database server, an authentication server node
should be installed in the expert center site that serves
remote small hospitals or rural clinics. The authenti-
cation server in this case will calculate and store the
electronic time stamps of incoming images.

Moreover, a remote display station can query the
PACS server to verify the authenticity of an image
received. The display station does so by computing
the hash value, or fingerprint, of the image in question
and matching this value with the one obtained from
the PACS archive. Since massive image transfer is not
required, the verification will be done quickly.

The authentication server can also be extended to pro-
tect confidentiality. For example, the server creates a
random key to encipher an image data file and stores
it together with the encrypted image file into the
PACS central archive. This assigned key will be sent
together with the encrypted image file to the remote
display station for confidentiality protection. Such an
encryption procedure or protocol, however, can be
compromised if the key is intercepted during the
transmission. Public-key algorithms are preferable,
but they are a thousand times slower than conven-
tional single-key algorithms in encryption. Thus, the
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Figure 5 The logical flow of the encryption protocol
that incorporates both IDEA secret-key cipher and RSA
public-key cipher within a hospital-integrated PACS en-
vironment. Medical images are directly retrieved from
the PACS central archive. Lossless compression is ap-
plied also. Encryption and decryption are performed by
two UNIX workstations in the UCSF PACS networks.
M'M’ = 3D image datasets; C = lossless image compres-
sion function; C™' = inverse function of C for lossless
decompression; E', E = encryption functions; D, D' = de-
cryption functions; and e, i = encryption keys.
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encryption protocols in our authentication server used
a mix of private and public key cryptographic tech-
niques. Image encryption imposes added difficulties
due to the need to store and transmit massive
amounts of image data, instead of their hash values
or time stamps for authentication. Thus, we devote
the next section to discuss the design and perfor-
mance of encryption protocols in the digital trust cen-
ter.

Encryption Protocol

A hybrid encryption protocol has been derived for use
in the digital trust center for securing medical image
data. This cryptographic protocol takes advantage of
the fast encryption of secret-key algorithms and se-
cure key management of public-key methods. This
study tested 81 datasets of MRI and positron emission
tomography (PET) images retrieved from the UCSF
PACS central archive. PET images are converted into
8-bit gray level. The MRI images are divided into 16-
bit and 8-bit images. The 8-bit MR images are con-
verted from the heavily T1-weighted scans with no
degradation of image quality.

As shown in Figure 5, an image dataset is retrieved
from the UCSF PACS archive and subjected to lossless
compression. (Since diagnostic and other textual re-
ports are much smaller in size, they are not the focus
of this study.) Using data compression together with
encryption has three advantages:

m Cryptanalysis relies on exploiting redundancies in
the plaintext, and compressing a file before encryp-
tion reduces these redundancies.

B Encryption is time-consuming, especially for a
large-image file, and compressing a file before en-
cryption speeds up the entire process.

B Transmission time depends on file size, and com-
pressing a file compensates for the expansion due
to encryption and reduces the amount of data to be
transferred.

It is worth noting that many of the current PAC sys-
tems have not yet implemented image compression of
any kind. The need for providing image security adds
further incentive to incorporate compression into all
PAC systems, besides overcoming data storage and
transmission limitations. Further, it is important to
perform compression before encryption. If the encryp-
tion algorithm is any good, the ciphertext will not be
compressible; it will look like random data.® Thus,
most cryptographic packages routinely perform data
compression before encryption. The secret-key algo-
rithm known as the International Data Encryption Al-
gorithm (IDEA),” is used to encrypt the compressed
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images, where the secret key is randomly generated
for each image encryption. The popular and robust
public-key algorithm known as Rivest, Shamir, and
Adleman (RSA),’ is used to encrypt the randomly
generated secret key, i, which is a 1,024-bit number.
This public-key-encrypted secret key is sent along
with the ciphertext (encrypted image dataset) to the
receiver. The receiver uses an individual private key
to recover this encrypted secret key and then applies
that key to run the fast secret-key algorithm to de-
crypt the large ciphertext.

In this experiment, the sender and the receiver are
located in separate SUN SPARC LX workstations
(SUN Microsystems, Mountain View, CA) in our
PACS networks. The original and the decrypted im-
age datasets were also evaluated to be equivalent; i.e.,
there was no contamination to the image datasets dur-
ing this cryptographic process. The software system
uses the Pretty Good Privacy (PGP) package' and the
UCSF PACS data access and transmission pro-

grams.">'

Results

Table 4 summarizes the encryption results on 81 vol-
ume image datasets of 16-bit MR (18 samples), 8-bit
MR (30 samples), and 8-bit PET (33 samples) images.
The 8-bit image datasets are postprocessed with a
look-up table implemented in a medical workstation."”
Two types of performance outcome are measured: the
encryption time and decryption time with respect to
the entire volume dataset and with respect to individ-
ual image slices. All these datasets have a uniform
image dimension per slice.

As indicated in Table 4, for a few image slices, or even
the entire PET volume dataset, it is feasible to incor-
porate key-based security software into real-time dig-
ital radiology applications (i.e., computational over-
head is no more than a few seconds) using such

Table 4 m

common computing platforms as low-end SUN
SPARC workstations.

Table 4 shows transmission with encryption and with
decryption over low-end SUN SPARC workstations.
Note that the reduction in the size of the ciphertext is
due to applying lossless compression on image data
before encryption. This leads to improvements in
transmission time for encrypted files compared with
unencrypted files.

This, however, does not apply to the large-volume
data of a brain MRI (average about 7.2 MB) or other,
even larger image datasets, such as those of mam-
mograms (10 MB per digitized film) and CT (about
30-40 MB for a chest study). Table 4 shows also that
the encryption process is slightly slower than the de-
cryption process in our implementation.

One important use of encryption is to ensure the au-
thenticity and confidentiality of radiologic images in
telemedicine applications. Tables 5 and 6 give the
transmission time performance of unencrypted and
encrypted image datasets and slices with respect to
three different communications media: narrow band
integrated services digital network (56 Kbs N-ISDN),
Ethernet (10 Mbs), and OC3-c asynchronous transfer
mode (155 Mbs ATM). Figure 6 shows a set of timing
performance charts of the three imaging modalities
with and without encryption over these communica-
tions networks. To reflect real-life situations, the tim-
ing calculation is based on the actual data throughput
rates measured in our PACS and teleradiology envi-
ronment, rather than the maximum bit rates allowed
for these communications media.""

As shown in Figure 6, the faster transmission speed
of encrypted files is largely due to the lossless com-
pression done before the encryption process. Encryp-
tion normally results in similar file size. For low-speed
communications media such as N-ISDN, and in the
absence of data compression, the hybrid encryption

Time Performance of Encryption and Decryption Based on the Hybrid Scheme in Figure 5

Average Average
Average Average Encryp./ Decryp. Encryp./Decryp.
Image Volume Ciphertext Time per Volume Time per Slice
Modality Dimension Size (MB) s.d. Size (MB) s.d. (s) s.d. (s) s.d.

MRI—Brain 256 X 256 X 16-bit 7.21 *0.51 2.51 *0.68 239.17 *26.46 424 *032
184.61 *=21.47 3.28 *0.27

MRI—Brain 256 X 256 X 8-bit 3.57 =1.20 1.73 *0.72 100.91 *16.90 1.92 *0.23
88.06 +10.42 1.68 +0.15

PET—Brain 128 X 128 X 8-bit 0.75 +0.00 0.36 *0.15 23.43 *4.88 0.50 *=0.10
20.03 +2.37 0.43 *0.05

Notations: s.d. = standard deviation; MB = megabytes; s = seconds.
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Table 5 m

Effective Transmission Performance of Encrypted and Unencrypted Image Datasets Over N-ISDN (23
Kbs), 10-Base-T Ethernet (1 Mbs), and OC3-c ATM (65 Mbs) Networks

Mean Mean
Transmission Transmission
Mean Mean Communication Time per Time per
Imaging Volume Ciphertext Medium (averaged Unencrypted Encrypted
Modality Size (MB) Size (MB) data throughput) Volume (s) s.d. Volume (s) s.d.
16-bit MRI 7.21 251 N-ISDN 2508.06 +176.11 872.55 *+237.52
Ethernet 57.69 *+4.05 20.07 +546
ATM 0.89 *0.06 0.31 *0.08
8-bit MRI 3.57 1.73 N-ISDN 1242.56 *+417.67 601.16 *+251.62
Ethernet 28.58 *9.61 13.83 *5.79
ATM 0.44 *0.15 0.21 +0.09
8-bit PET 0.75 0.36 N-ISDN 261.565 *0.00 124.182 *+53.884
Ethernet 6.016 +0.00 2.856 +1.239
ATM 0.093 +0.00 0.044 *0.019

Kbs = kilobits per second; Mbs = megabits per second.

scheme described in Figure 5 not only ensures data
integrity but also provides faster transmission. This is
a useful finding, as most teleradiology applications
are using low-speed public networks or the Internet
for transmission. For high-speed broadband networks
of 1 Mbs or more, however, there is a noticeable tim-
ing performance degradation when using encryption
software, either with or without compression. For in-
stance, Table 5 shows that the mean transmission time
per unencrypted (original) 16-bit MRI volumetric da-
taset is 57.69 seconds (s), with a standard deviation of
4 s. In comparison, the mean transmission time and
mean encryption time per encrypted 16-bit MRI da-
taset is: 20.07 s + 239.17 s = 259.24 s (from Tables 4
and 5), with a standard deviation of 5.46 s + 26.46 s
= 31.92 s. The PACS networks are usually built on
broadband technology for fast image transmission, so
software implementation of image encryption thus in-
curs noticeable timing overhead. Therefore, the deci-

Table 6 =

sion whether to apply encryption in a digital radiol-
ogy environment becomes a tradeoff between time
and security.

Discussion

Ready access to medical documents in the coming era
of digital radiology carries with it the responsibility
for ensuring that information is both authentic and
confidential. The growing use of digital medical im-
ages in clinical practice poses new security issues due
to the large image size and different user require-
ments. Research in computer cryptography has
reached such a level of maturity that many robust al-
gorithms are now available. Recently, papers discuss-
ing the use of specific cryptographic techniques in au-
thenticating medical images have also been published.
What is still missing, however, is the understanding

Effective Transmission Performance of a Single Encrypted and Unencrypted Image Slice Over N-ISDN (23
Kbs), 10-Base-T Ethernet (1 Mbs), and OC3-c ATM (65 Mbs) Networks

Mean
i Transmission  Transmission
Mean Mean Communication Time per Time per
Imaging Volume Ciphertext Medium (estimated Unencrypted Encrypted
Modality Size (MB) s.d. Size (MB) s.d. throughput) Slice (s) Slice (s) s.d.
16-bit MRI 7.21 *0.51 251 +0.68 N-ISDN 45.59 15.49 *4.22
Ethernet 1.05 0.36 +0.10
ATM 0.02 0.01 =0.001
8-bit MRI 3.57 %1.20 1.73 *0.72 N-ISDN 22.80 11.47 *4.80
Ethernet 0.52 0.26 +0.11
ATM 0.008 0.004 +0.002
8-bit PET 0.75 *0.00 0.36 0.15 N-ISDN 5.699 2,642 *1.15
Ethernet 0.131 0.061 =0.03
ATM 0.002 0.001 +0.0004

Note: Kbs = kilobits per second; Mbs = megabits per second.
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Figure 6(A-F) Transmission time performance charts of three types of image files and slices with and without en-
cryption.
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of how to integrate these cryptographic algorithms
coherently into the existing operations of the enter-
prise.

This study takes a software system view of creating
trust in digital radiology images and investigates the
holistic approach of integrating a spectrum of cryp-
tographic algorithms to meet the various security re-
quirements of patient records. The key idea is to in-
troduce a digital trust center as a digital notary to
certify and protect the confidentiality of large volumes
of medical images in hospitals. We evaluated the per-
formance of our cryptosystem in encrypting several
imaging modalities: 16-bit MRI, 8-bit postprocessed
MR, and PET, using cryptographic protocols oper-
ated within the hospital’s integrated PACS environ-
ment. We presented the experimental results based on
the sample size of 81 volumetric MR and PET images
archived in our PACS repository. Future work will ex-
periment with other encryption techniques to show
performance comparisons.

Our result indicates that image authentication can be
readily incorporated into the existing PACS architec-
ture without affecting existing operations. Real-time
software encryption to protect confidentiality is pos-
sible for one or a few selected image slices but not for
the entire volumetric dataset (except the low-volume
datasets, such as PET images). The encryption of 16-
bit MRI and other higher imaging modalities, such as
CT and mammography, would require dedicated
hardware. Besides the considerable costs, the lack of
interface standards also makes the current generation
of cryptographic hardware not readily portable across
different digital radiology systems.

Over low-speed phone lines, ISDN, and the Internet,
the hybridization of lossless compression, public-key
cryptography, and secret-key cryptography can re-
duce the transmission time greatly while providing
added security and quality assurance. Certainly, lossy
compression can be interchanged with the lossless
scheme to further speed up the transmission, but this
is done at the expense of image quality.

Many protocols for non-medical applications have
been developed recently for securing and authenti-
cating digital information. For example, the Internet
Engineering Society developed the Privacy Enhanced
Mail (PEM) standard software, which utilizes DES to
encrypt e-mail text and RSA to authenticate and sign
it. ViaCrypt (Lemcom, Phoenix, AZ) and PGP use
IDEA instead of DES for encryption. Digital Notary
(Surety Technologies, Morristown, NJ) uses tree-based
digital time stamping for data authentication.” These

WONG, Cryptographic Techniques and PACS

protocols can be easily incorporated into the digital
trust center model and optimized for digital radiology
applications. In addition, most encryption software
packages come with automatic key management soft-
ware that contains files of public- or secret-key ma-
terial, the owner’s user ID, and a time stamp showing
when a certain key pair was generated. Often, the se-
cret key files are encrypted with their own passwords
or pass phases for protection.

Although cryptography is a powerful system for pro-
tecting medical data, it is not a panacea. For instance,
cryptography can not protect against stolen encryp-
tion keys. The whole point of using encryption is to
make it possible for people who have your encryption
keys to decrypt your files. Thus, any attacker who can
steal your keys can decrypt your files. Also, cryptog-
raphy cannot protect against destructive attacks.
Sometimes, an attacker does not want to read your
files but just wants to keep you from reading them.
Even an attacker who cannot get access to your en-
cryption keys can still cause you a lot of pain and
suffering by breaking into the image archive and eras-
ing relevant medical documents. To solve such prob-
lems, the health care provider organizations must en-
force proper protocols or procedures for access
control.” A rudimentary form of access control, in-
heriting the current data access protocol of PACS, is
provided in the digital trust center model. Future
work will investigate this important security issue for
more specialized image care services in more detail.

In the past, the whole issue of cryptography was
clouded by disputes over export and government ac-
cess for law-enforcement purposes. The discovery and
publication of public-key algorithms and digital time
stamping open up many vistas for using robust cryp-
tography in non-federal sectors. These two kinds of
cryptographic algorithms are the core techniques to
establish the trust in multimedia medical records
among hospitals using digital images. Research
should now focus on the coherent integration of these
algorithms into existing hospital information systems.

Nevertheless, there can never be a purely technologic
soluton to privacy, and social issues must be consid-
ered in their own right. The digital trust center pro-
vides a systematic approach for integrating various
cryptographic techniques and constructing computer
systems that are privacy enabled, giving power to the
individual or local hospital. But only the medical com-
munity’s proper appreciation for these techniques and
an understanding of their interrelations can cause the
right cryptosystem to be used.
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Preface

Picture archiving and communication systems (PACS) is a concept perceived in the
early 1980s by the radiology community as a future method of practicing radiology.
PACS consists of image acquisition devices, storage archiving units. display sta-
tions, computer processors, and database management systems. These components
are integrated by a communications network system. During the past 10 years.
technologies related to these components became mature. and their applications
have gone beyond radiology to the entire health care delivery system. As a result.
PACS for special clinical applications as well as large-scale. hospital-wide PACS
are being installed throughout the United States and the world.

A literature search related to PACS reveals that there are about two thousand
publications, several edited books, several special issues in journals. and three
chapters in my earlier book. Elements in Digital Radiology. Although these publica-
tions provide. chronologically. documentation on research and development ad-
vancement of PACS during the past decade or so. they lack coherence in the subject
matter. This book is an attempt to introduce this topic systematically. based on the
most recent research and development results. Although originating in the radiology
community, the PACS concept can be applied to any scientific field that requires the
handling of voluminous pictures and textual data. We anticipate that this field will
continue to grow in the next 5 years. This book will serve as a foundation for the
future training of people entering this area of work.

I owe a debt of gratitude to Dr, Edmund Anthony Franken. Jr., past chairman of
the Department of Radiology. University of lowa. for getting me interested in this
field in 1981. Later, Dr. Gabriel Wilson, then the chairman of the Department of
Radiological Sciences at UCLA. offered me an opportunity 1o launch a PACS

xiii
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xiv PACS

project in the department. He provided the initial financial support to establish the
Image Processing Laboratory, which later became the Medical Imaging Division. In
the ensuing years, Drs. Zoran Barbaric, Robert Leslie Bernett, acting chairmen, and
Dr. Hooshang Kangarloo, past chairman of the department, all provided generous
support to the project. We also received from the National Institutes of Health (NIH)
three large long-term grants in PACS, and we established collaboration from private
industry including (in chronological order) Technicare Corporation; Gould/DeAnza
Graphic System Division; Light Signatures, Inc.; Konica; IBM Corporation; ADAC
Laboratories; Philips Medical Systems, Inc.; Mitsubishi Electronic Corporation;
3M; and Kodak. As a result of these efforts, a large-scale PACS was released for
clinical use in early 1992. This UCLA PACS was developed with the Department of
Radiology in mind and lacks the expanded, open architecture design that is neces-
sary for a hospital-integrated PACS.

In October 1992, Dr. Ronald Arenson, chairman of the Department of Radiology.
UCSF, offered me an opportunity to build a second PACS. Kathy Andriole (com-
puted radiography), Todd Bazzill (network), Andrew Lou (acquisition and display).
and Albert Wong (PACS controller), who were part of the core team that built the
first PACS, also joined UCSF. In addition, Yuki Ishimitsu and Jun Wang came from
UCLA 10 UCSF 1o finish their Ph.D. dissertations. At UCSF we recruited several
staff members, some postdoctoral fellows, and our assistant. Laura Snarr. Together.
we established the Laboratory for Radiological Informatics.

Meanwhile, the NIH has continued supporting our laboratory. We also received
new support from IBM Almaden Research Center; the CalREN (California Re-
search and Education Network) Program by Pacific Bell: HPCC (High Performance
Computing and Communication) Program sponsored by the NLM (National Library
of Medicine); Abe Sekkei, Japan: Lumisys: and Sun Microsystems.

It took us about 18 months to complete the second-generation PACS infrastruc-
ture including the interface to the hospital and radiology information systems and to
the departmental Macintosh users. We released image workstations one by one for
clinical use beginning early in 1994. The next step in our PACS growth is to obtain
hospital commitment for deployment of many image workstations to the radiology
department as well as in the hospital. In the research area. we are moving toward
image content base information retrieval, online PACS three-dimensional rendering.
and distributed computing in a PACS environment.

From our experience during the past 12 years, we can identify some major
contributions in advancing PACS development. Technically. the first laser film
digitizers, developed for clinical use by Konica and Lumisys. the development of
computed radiography (CR) by Fuji and its introduction from Japan to the United
States by Dr. William Angus of Philips Medical Systems. and the large-capacity
optical disk storage by Kodak all are critical. Also highly significant are parallel
transfer disk technology, 2000-line and 72 Hz display monitors. the system integra-
tion methods developed by Siemens Gammasonics and Loral for large-scale PACS.
the DICOM committee's effort in standardization, and the asyvnchronous transfer
mode (ATM) technology for merging local area network and wide area network
communications.
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PREFACE XV

In terms of events, the annual SPIE PACS and Medical Imaging meeting and
EuroPACS are the continuous driving force for PACS. In addition, every two years
the Computer-Assisted Radiology (CAR) meeting, organized by Prof. Heinz
Lemke, and the Image Management and Communication (IMAC) Conference orga-
nized by Dr. Seong K. Mun. provide a forum for international PACS discussion.
The InfoRAD Section at the Radiological Society of North America (RSNA) orga-
nized in 1933 by Dr. Laurens V. Ackerman with the live demonstration of DICOM
interface. sets the tone for industrial PACS open architecture. The annual RSNA
refresher courses in PACS organized first by Dr. C. Douglas Maynard and then by
Dr. Edward V. Staab, provide continuing education in PACS to the radiology
community.

In 1992 Second Generation PACS. Michel Osteaux’s edited book. gave me
confidence that PACS is moving toward a hospital-integrated approach. When Dr.
Roger A. Bauman became editor-in-chief of the then new Journal of Digital Imag-
ing in 1988, the consolidation of PACS research and development publications
became possible. Colonel Fred Goeringer instrumented the Army’s project in medi-
cal diagnostic imaging support (MDIS) systems. resulting in several large-scale
PACS installations that provide major stimulus and funding for the PACS industry.

All these contributions have profoundly influenced my thoughts on the direction
of PACS research and development as well as the contents of this book. This book
summarizes our experiences in developing the concept of digital radiology and
PACS during the past 10 years. Selected portions of the book have been used as
lecture materials in graduate courses on medical imaging and advanced instrumenta-
tion at The University of California at Los Angeles. San Francisco. and Berkeley.
We hope that this book will inspire more researchers to become interested in this
field. Together we can move one step closer to the reality of a digital-based health
care environment.

H.K. (Bemie) Huang
San Francisco and Agoura Hills. CA
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Sunday 1:30-3:00 PM - 114 hours

Course No. 153
How to Use a PACS Workstation (*Hands-on” Workshop)

Ronald L. Arenson, MD, Moderator, San Francisco, CA

David E. Avrin, MD, PhD, San Francisco, CA

Ronald L. Arenson, MD, San Francisco, CA

Steven C. Horii, MD, Philadelphia, PA
PACS continue to hold promise for reducing dependence on film
for acquisition, storage, and display of medical images. This will
provide radiologists and other health care professionals with
hands-on instruction while using state-of-the-art workstations for
PACS.

Purpose: Attendees will become familiar with important con-
cepts, including basic image manipulation (window/level, scroll/
zoom, and patient selection), image compression, 3D reconstruc-
tion, image processing (edge enhancement), and folder manager
processes (pre-fetch, auto-sequence, auto-routing, and auto-
window/level). Where appropriate, comparison normal images
will be shown along with the modified images to demonstrate
differences. No more than three participants will share each
workstation, allowing sufficient individual time to master the
techniques presented.

Repeats on Monday morning, Course 253; Monday afternoon,
Course 353; Tuesday morning, Course 453; Wednesday
morning, Course 553; Thursday morning, Course 653; Thursday
afternoon, Course 753; and Friday morning, Course 853

Wednesday 8:30-10:00 AM - 114, hours

Course No. 523
Categorical Course in Physics: Technology Update and
Quality Improvement of Diagnostic X-ray Imaging
Equipment—Computed Radiography

Rabert G. Gould, SeD, Co-director, San Francisco, CA

John M. Boone, PhD, Co-director, Sacramento, CA

A. Computed Radiography Technology Overview
Katherine P. Andriole, PhD, San Francisco, CA

Recent technologic advances in computed radiography (CR) have
begun to make this modality more prevalent clinically. Hardware
and software improvements in the photostimulable phosphor
plate, in image reading-scanning devices, in image processing
algorithms, and in image output formats have contributed to the
increased acceptance of CR as the counterpart to conventional
screen-film projection radiography. An overview of the current
state of the art in CR systems will be provided. Advantages and
disadvantages inherent in CR will be discussed. Recent modifica-
tions in high-resolution CR plate technology, image acquisition
mechanisms (including high-resolution 4 x 5-K image capture),
image processing, and image display presentation will be de-
tailed. New image processing algorithms to be discussed will

include dvnamic range control and dual-energy subtraction.
Examples will be presented of several types of artifacts potentially
encountered with CR, some of which are minimized with the
latest technology.
Learning objectives: (1) To review the basic principles of CR. (2)
To understand recent advances in CR technology.
B. Computed Radiography Quality Improvement

Charles E. Willis, PhD, Houston, TX
Although quality-assurance (QA) processes are essential to the
operation of a modern radiology department, the clinical experi-
ence base with computed radiography (CR) is limited. CR offers
unparalleled variation of the appearance of the radiographic
projection. Some of this variation is automatic, and some is under
operator control. Clinical experience with CR is needed to
establish QA indicators and appropriate action levels. Key ele-
ments of a comprehensive QA program for CR include thorough
acceptance testing, specialized calibrations, diligent maintenance
activities, periodic quality-control measurements, contemporane-
ous exposure assessments, and a concurrent training program.
Constituent tests and measurements are adaptations of those
practiced in conventional screen-film radiography. Practical QA
tests must be straightforward, rapid, and sensitive. Meaningful
comparisons of performance rely on standardized measurements
and calibrations. This session will discuss each element of a QA
program for CR, suggest appropriate indicators, and describe
adjustments to conventional screen-film radiography practice to
accomodate CR.
Learning objectives: (1) To compare QA for CR versus conven-
tional screen-film radiography. (2) To understand the limitations
of the clinical experience base with CR. (3) To emphasize practical
QA activities that can yield substantial improvements.

Continues on Thursday morning, Course 623
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Monday Afternoon - Room E270
(Lawless)

506 « 2:57 PM

Background Recognition and Removal of Computed Radiographs

J. Zhang, PhD, San Francisco, CA = H.K. Huang, DSc

PURPQOSE: The background of computed radiographic (CR) images
caused by x-ray collimation shows white and is difficult to remove
efficiently because the removal algorithm has to recognize different body
contours as well as various shapes of the collimator. This presentation
gives a novel method to recognize and remove the CR background with
higher successful ratio and better reliability.

MATERIALS AND METHODS: Our department operates two CR systems
(Fuji 9000 and AC-2) generating about 1.2 gigabits of image data daily. The
method of background recognition and removal (BRR) for CR images
presented here is based on several innovative concepts, including (1) a
statistical model of background signals in CR images, (2) signal processing,
(3) adaptive parameter adjustment, and (4) consistent reliability estimation
rules.

RESULTS: With this method implemented in a clinical PACS, we achieved
99% correct recognition and 91% full removal of CR background without
cutting off any valid image information.

CONCLUSION: After BRR of CR images, the contrast sensitivity of the eve
in reading these images is increased, and the image visual quality
improved greatly. The BBR of CR images also offers an immediate lossless
data compression and facilitates application of computer-aided diagnosis.
[See also scientific exhibit 816PH.]

Monday Afternoon * Room E265
(Room 8)

515 +« 2:30 PM

Utilization of DICOM in PACS Operation

AW. Wong, BS, San Francisco, CA « H.K. Huang, DSc

PURPOSE: We have integrated our PACS into a DICOM-compliant system
that tacilitates the communication of radiologic images between indi-
vidual PACS components.

MATERIALS AND METHODS: The image communication software imple-
mented in our PACS was based on the Millinckrodt central test node
software with several enhanced features. These features include (1) data
encoding to DICOM in image acquisition nodes in support of non-DICOM
imaging devices; (2) multilevel TCP/IP-based network interface support;
(3) a jub control mechanism, which allows images to be transmitted
according to different priority levels or re-transmitted in the event of
connection failure; and (4) computer host verification for data security and
patient confidentiality. This paper describes the functionality of the
communication software and its utilization in our PACS operation.
RESULTS: The enhanced DICOM-based communication software has
demonstrated a reliable yet efficient transfer for images in a PACS
environment. Qur PACS infrastructure currently provides DICOM connec-
tivity for multivendor equipment.

CONCLUSION: Adaptation of DICOM to PACS provides interoperability
between PACS components. However, the use of DICOM communication
protocols requires overhead that tends to slow down the transmission.
Therefore, much effort in software integration is necessary in order to
increase operation efficiency of a PACS.
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516 + 2:39 PM

PACS Module for Intensive Care Units

A.W. Wong, BS, San Francisco, CA = J. Zhang, PhD « K.P. Andriole, PhD « H.K.
Huang, DSc

PURPOSE: We have implemented a PACS module for the intensive care
units (ICUs) within our hospital-integrated PACS global system. Portable
x-ray examinations are reviewed by physicians on the ICUs’ local display
stations.

MATERIALS AND METHODS: The PACS infrastructure is composed of an
archiving system, a database system, and an asynchronous transfer mode
communication network. The integrated ICU module features 2 computed
radiographic (CR) systems and 3 dual-monitor (1,600 x 1,280-resolution)
display stations (located within the pediatric, surgical, and coronary 1CUs).
Implemented mechanisms include (1) automatic acquisition and routing
of the CR images; (2) an image manager, which groups multiple studies
from a single patient on a per-hospital-stay basis; (3) image preprocessing,
which presets display parameters to minimize image manipulation during
review sessions; and (4) image retrieving, which allows physicians to
retrieve historical images from any modality for study comparison.
RESULTS: The ICU PACS provides physicians with rapid access to patient
studies, hence improving physicians” efficiency in a time-critical clinical
environment.

CONCLUSION: With its scalable infrastructure, our PACS has extended its
service outside the radiology department. We conclude that a well-
designed PACS can be beneficial to clinicians hospital wide. i
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Monday Afternoon - Room E265

(Room 8)

519 +« 3:06 PM

On-line DICOM Communication Performance

S. Lou, PhD, San Francisco, CA « D.R. Hoogstrate, BS + H.K. Huang, DSc
PURPOSE: To analyze the performance of DICOM communication-
supporting auto-transfer, auto-queue, and manual transfer modes.
MATERIALS AND METHODS: Twelve MR studies, including 57 series
with 1,538 sections, were randomly transmitted with 3 modes from an
imager using Central Test Node DICOM-based software to a PACS
computer, through an Ethernet during clinical hours. The auto-transfer
mode transmits an MR section whenever it is available. The auto-queue
mode transfers all images only when an entire study is completed. The
manual transfer mode simulates a series transfer mode, which measures a
time of transferring a series.

RESULTS: On average, the transmission rates of the auto-transfer, auto-
queue, and manual mode are 9.25 (0 = =2.66), 81.75 (0 = =11.90), and
88.64 (0 = =5.84) Kbyte/sec, respectively.

CONCLUSION: In the auto-transfer mode the time measured includes
imaging, reconstruction, and transfer. The actual transmission time is only
138%. In the auto-queue mode, there is a long delay before any image is
available at the workstation, since the application has to wait for all images
to be ready first. In order to minimize the interference of the data
transmission with imager operations, we recommend a 4th mode allowing
transter of an entire series automatically once it is readyv.

Thursday Morning - Room E270

(Lawless)

1404 - 11:33 AM

Interactive Visualization and Measurement of Epiphyseal Fusion

E. Pietka, PhD, San Francisco, CA « M.I. Jahangiri, MD, MPH « H.X, Huang, DSc
PURPOSE: We have successfully assessed bone age with digitized hand
images. To improve accuracy, we quantified the measure of epiphyseal
fusion,

MATERIALS AND METHODS: A specifically designed user interface is
employed to display the hand image and select 4 points restricting the
region of interest near the phalangeal and radial epiphyses. This region is
then subjected to a wavelet transform decomposition procedure. The
vertically high-frequency component enhances the fusion. In a nonfused
area, a solid line is visible. The development of fusion breaks and thickens
the line. Automatic measurement of its thickness and length reflects the
stage of fusion.

RESULTS: The analysis has been performed on 40 hand radiographs. Line
measures have been plotted versus the bone age as assessed by a
radiologist. Digitized and computer radiographic hand images of patients
between 13 and 18 years of age have been analyzed. Based on these
radiographs, a fuzzy membership function has been calculated. It defines
the range of measures for each year of bone age. These 40 images as well as
another set of 40 hand radiographs have been used to evaluate the
algorithm.

CONCLUSION: Adding epiphyseal fusion to assess bone age increases the
objectivity and improves accuracy.
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SPACE 785PH

PACS Pitfalls and Bottlenecks
H.K. Huang, DSc, San Francisco, CA+S.L. Lou, PhD

PACS pitfalls are created mostly from human intervention, whereas
bottlenecks are due to imperfect design in either the PACS or image
acquisition machines. These culprits can be realized only through clinical
experience. This exhibit categorizes some of these problems, illustrates
their effect on PACS operations, and suggests methods circumventing
them, Pitfalls due to human errors often occur at imaging acquisition and
at workstations. They can be minimized through a good quality assurance
program. Some bottlenecks that affect a PACS operation include network
contention; computed radiography, CT, and MR images stacked up at
acquisition machines; slow response from workstations; and a long wait
for image retrieval from a long-term archive. Bottlenecks can be alleviated
by improving system architecture and operation through a gradual
understanding of the clinical environment.
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SPACE 816PH

Automatic Background Recognition and Removal of Computed Radio-
graphic Images
J. Zhang, PhD, San Francisco, CA » H.K. Huang, DSc

The background of computed radiographic (CR) images caused by x-ray
collimation shows white and is difficult to remove efficiently because the
removal algorithm has to recognize different body contours as well as
various shapes of the collimator. This presentation gives a method based
on several innovative concepts, including (1) a statistical model of
background signals on CR images, (2) signal processing, (3) adaptive
parameter adjustment, and (4) consistent reliability estimation rules, to
recognize and remove the background with a higher successful ratio and
better reliability. After background recognition and removal of CR images,
the contrast sensitivity of the eye in reading these images is increased and
the image visual quality improved. This exhibit will present various types
of CR background from clinical cases and their recognition and removal
pictorially. [See also scientific paper 506.]
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M Computer-aided Instruction

SPACE 9728CAl

Interactive Breast Imaging Teaching File
F. Cao, PhD, San Francisco, CA = H.K. Huang, DSc » E.A. Sickles, MD « M.J.
Moskowitz, MD

The current UCSF breast imaging interactive teaching file is presented.
The teaching file is built on a sophisticated computer-aided instruction
model with carefully structured questions. Each user can be prompted to
respond by making his/her own observations, assessments, and work-up
decisions as well as by marking imaging abnormalities. This effectively
replaces a traditional “show-and-tell” teaching experience with an interac-
tive, response-driven type of instruction. In this exhibit, our pilot teaching
file with a friendly graphic user interface will be demonstrated on a Sun
SPARC workstation and available to participants for their test and
evaluation.

Learning objectives:

« Become familiar with digital mammograms.

+ Obtain hand-on experience with the UCSF interactive mammography
teaching file system—its high-resolution image display, graphic user
interface, and response-driven type of instruction.

« Understand the computer-aided instruction models used in the interac-
tive teaching file.

+ Use a simple script to create one’s own teaching file session.

SPACE 114NR

Magnetic Source Imaging: State of the Art in Epilepsy Imaging

H.A. Rowley, MD, San Francisco, CA * R.C. Knowiton, MD « T.P. Roberts, PhD =
5.7. Wong, PhD = R.A. Hawkins, MD, PhD « K.D. Laxer, MD

This exhibit will review the imaging principles and clinical utility of
magnetic source imaging (MSI) in epilepsy. Surgical treatment can
dramatically improve seizure control in patients with medically refractory
epilepsy, provided that the irritative zone can be localized and safely
removed. MSI is emerging as an important new tool that helps in the
preoperative integration of functional and structural data. During the MSI
procedure, spontaneous seizures or interictal “spikes” are recorded with
large-array biomagnetometer and coregistered to MRI. MSI localizations

correlate with MR imaging, PET/SPECT, and surgical pathologic findings. -

MSI adds novel information in some patients with neocortical epilepsy,
where it may soon offer an alternative to depth electrodes. (This work was
supported in part by Biomagnetic Technologies, Inc)

SPACE 9730CAI

Visual Information Retrieval of Medical Images
§.T.C. Wong, PhD, San Francisco, CA » A. Gupla, PhD = K. Soo Hoo, BSc * R.C.
Knowiton, MD « E.P. Grant, MD

Current medical image management systems can only index data by
artificial keys and lack the ability to search vast amounts of information by
content. This greatly hinders the functional scope of image information
systems in clinical services, research, and education. We are actively
developing experimental testbeds to support visual information manage-
ment for the next generation of image information systems. Accordingly,
the purpose of this exhibition is to demonstrate new techniques and tools
for visual information management in radiology.

Learning objectives:

« Understanding of visual information retrieval

* Learn how to query image database with hands-on laboratory.

+ Learn how to use visual information management for clinical practice
and education.

219





