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From: Rick 
To: IELTS Prep Group 
Subj: IELTS Reading lesson 5-3-2017 
 
Lesson Objective 
The student shall be able to use “power words” as part of their oral vocabulary, read and comprehend both social and business 
language and demonstrate effective oral communication skills 
 
Section One 
Vocabulary 
Evaluation Criteria: Ability to understand definitions of English vocabulary 

 
MATCH THE WORD WITH THE CORRECT DEFINITION 

 
VOCABULARY DEFINITIONS 

1. Fake (Adjective) 
A. A set of rules for solving a problem in a finite number of steps, as for finding the greatest 

common divisor. 

2. Expertise (Noun) 
B. Pertaining to, noting, or making use of computers and computerized technologies, including 

the Internet. 
3. Algorithm (Noun) C. Imitation; simulated; sham: 
4. Digital (Adjective) D. To think about carefully; consider 
5. Trend (Verb) E. To give false or misleading information to. 
6. Misinformation (Verb) F. To tend to take a particular direction; extend in some direction indicated. 
7. Mulling (Verb) G. The expert skill or knowledge; know-how. 
8. Artificial (Adjective) H. Designed to deceive or cheat; not real; counterfeit. 
 

Section Two 
Reading Comprehension and Pronunciation skills. 
 
Evaluation Criteria: Ability to effectively read and comprehend written English in a social or business environment. 
 
ARTICLE A 
In Europe’s Election Season, Tech Vies to Fight Fake News  
Source 
 

1. LONDON — In the battle against fake news, Andreas Vlachos — a Greek computer 
scientist living in a northern English town — is on the front lines. 

Armed with a decade of machine learning expertise, he is part of a British 
start-up that will soon release an automated fact-checking tool ahead of the 
country’s election in early June. He also is advising a global competition that pits computer wizards from the United States 
to China against each other to use artificial intelligence to combat fake news. 

“I’m trying to channel my research into something that is useful for everyone who’s reading the news,” said Mr. Vlachos, 
who is also an academic at the University of Sheffield. “It’s a positive way of moving artificial intelligence forward while 
improving the political debate.” 

https://www.nytimes.com/2017/05/01/business/europe-election-fake-news.html?rref=collection%2Ftimestopic%2FArtificial%20Intelligence&action=click&contentCollection=timestopics&region=stream&module=stream_unit&version=latest&contentPlacement=2&pgtype=collection&_r


DREAMS ‘N MOTION 
6841 Bristol Rd 
Ventura CA 93003 
 
 

DREAMS ‘N MOTION™ | Copyright Notice: All materials contained within this web page are protected by United States copyright law and 
may not be reproduced, distributed, transmitted, displayed, published, or broadcast without the prior, express written permission of Dreams 'N 
Motion or Yahoo.com. You may not alter or remove any copyright or other notice from copies in this web content.                                                                               

2 

 

As Europe readies for several elections this year after President Trump’s victory in the United States, Mr. Vlachos, 36, is one 
of a growing number of technology experts worldwide who are harnessing their skills to tackle misinformation online. 

2. The French electorate heads to the polls in the second round of presidential elections on May 7, followed by votes in 
Britain and Germany in the coming months. Computer scientists, tech giants and start-ups are using sophisticated 
algorithms and reams of online data to quickly — and automatically — spot fake news faster than traditional fact-checking 
groups can. 

The goal, experts say, is to expand these digital tools across Europe, so the region can counter the fake news that caused 
so much confusion and anger during the United States presidential election in November, when outright false reports 
routinely spread like wildfire on Facebook and Twitter. 

“Algorithms will have to do a lot of the heavy lifting when it comes to fighting misinformation,” said Claire Wardle, head of 
strategy and research at First Draft News, a nonprofit organization that has teamed up with tech companies and 
newsrooms to debunk fake reports about elections in the United States and Europe. “It’s impossible to do all of this by 
hand.” 

3. Researchers have tried to learn from the United States’ run-in with fake news, but the problem in Europe has mutated, 
experts say, making it impossible to merely replicate American responses to the issue. 

European countries have different languages, and their media markets are smaller than those in the United States. That 
means groups that set up fake news sites in the United States, seeking to profit from online advertising when false claims 
were shared on social media, are less prevalent in Europe. 

So far, outright fake news stories have been relatively rare. Instead, false reports have more often come from Europeans 
on social media taking real news out of context, as well as from fake claims spread by state-backed groups. 

4. But with fake news already swirling around Europe’s forthcoming elections, analysts also worry that technology on its own 
may not be enough to combat the threat. 

“There’s an increased amount of misinformation out there,” said Janis Sarts, director of the NATO Strategic 
Communications Center of Excellence, a think tank in Riga, Latvia, that will hold a hackathon with local coders in May to 
find potential tech solutions to this trend. “State-based actors have been trying to amplify specific views to bring them 
into the mainstream.” 

Calls for combating fake news have focused on some of the biggest online players, including American giants like 
Facebook and Google. 

5. After criticism of its role in spreading false reports during the United States elections, Facebook introduced a fact-checking tool 

ahead of the Dutch elections in March and the first round of the French presidential election on April 23. It also removed 30,000 

accounts in France that had shared fake news, a small fraction of the approximately 33 million Facebook users in the country. 

 
Not everyone, though, has embraced Facebook’s response. 
Most German publishers, for instance, have so far balked at participating in the company’s fact-checking efforts, saying it is the 
responsibility of the social network, not them, to debunk such claims. German lawmakers are mulling potential hefty fines against 
tech companies if they do not clamp down on fake news and online hate speech. 
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6. Since last year, Google also has funded almost 20 European projects aimed at fact-checking potentially false reports. That 
includes its support for two British groups looking to use artificial intelligence to automatically fact-check online claims 
ahead of the country’s June 8 parliamentary election. 

It similarly has teamed up with French newsrooms to create digital tools, including ways to track trending topics during 
that country’s election. 

David Dieudonné, head of the company’s news lab in France, said the project had debunked 43 reports since February 
(arguably a relatively small figure), including claims that Saudi Arabia was funding the campaign of Emmanuel Macron, the 
leading candidate. 

“We’re trying something new,” Mr. Dieudonné said. “There’s no easy answer for this complicated issue.” 

7. Not all potential solutions, though, are being driven by Silicon Valley’s big beasts. 

David Chavalarias, a French academic, has created a digital tool that has analyzed more than 80 million Twitter messages 
about the French election, helping journalists and fact-checkers to quickly review claims that are spread on the social 
network. 

After the presidential election in the United States last year, Dean Pomerleau, a computer scientist at Carnegie Mellon 
University in Pittsburgh, also challenged his followers on Twitter to come up with an algorithm that could distinguish fake 
claims from real news. 

Working with Delip Rao, a former Google researcher, he offered a $2,000 prize to anyone who could meet his 
requirements. By early this year, more than 100 teams from around the world had signed on to Mr. Pomerleau’s Fake 
News Challenge. 

8. Using a database of verified articles and their artificial intelligence expertise, rival groups — a combination of college 
teams, independent programmers and groups from existing tech companies — already have been able to accurately 
predict the veracity of certain claims almost 90 percent of the time, Mr. Pomerleau said. He hopes that figure will rise to 
the mid-90s before his challenge ends in June. 

“This is just Round 1 of what we want to do,” said Mr. Pomerleau, who expects the teams to share their work with 
fact-checking groups worldwide. “Next, we want to move toward multimedia content like videos.” 

In the rush to find solutions to fake news, some within the industry are taking a decidedly more low-tech approach. 

9. Jimmy Wales, the founder of Wikipedia, recently started a crowdfunding campaign to create a news organization that 
would combine professional journalists with digital volunteers, who would contribute to reports in a way similar to how 
articles are created on Wikipedia. 

Part fact-checking site, part traditional newsroom, the project — called Wikitribune — was inspired by the effect of 
misinformation on the United States presidential election. Mr. Wales said his project would choose subject areas based on 
the interests of the community of volunteers and paying subscribers to the service, relying more on traditional reporting 
techniques than high-tech wizardry. 

“The real impetus for this was fake news,” he said. “We want people to get behind topics, and then we’ll hire staff to cover 
them.” 
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ARTICLE B 
Facebook Announces New Ways to Prevent “Revenge Porn” 
Source 
 
 

1. The relationship may have faded long ago, but the intimate images you shared 
have not. If you’re lucky, your ex deleted them. If you’re not, the photos have 
sprouted up online. 

Victims of such nonconsensual posts, often referred to as “revenge porn,” now have some help in preventing their spread: 
On Wednesday, Facebook announced new artificial intelligence tools designed to keep such content, once flagged, off its 
site for good. 

“It’s wrong, it’s hurtful, and if you report it to us, we will now use A.I. and image recognition to prevent it from being 
shared across all of our platforms,” Mark Zuckerberg, the social network’s founder and chief executive, said in a Facebook 
post. 

The tools announced on Wednesday are intended to address a uniquely modern and pernicious form of harassment, often 
but not exclusively aimed at women, that has attracted increasing attention. 

2. In March, for example, a report that active-duty and veteran Marines had used Facebook to share naked and private photos of 
thousands of women in the Marine Corps prompted a congressional hearing and a Defense Department investigation. 

The company has been sued in the past by victims of revenge pornography who accused it of not doing enough to 
prevent the spread of their intimate images. 

Now, when such content is reported to Facebook, it will be reviewed by a trained member of a community standards 
team, most likely resulting in the image being removed and the account of the user who posted it being disabled, 
Antigone Davis, Facebook’s head of global safety, said Wednesday in a post on the site. 

The photo-matching technology will then work to identify and thwart the future posting of similar images, not only on 
Facebook, but also to its instant messaging service and to Instagram. 

The company also published a guide on reporting and removing such intimate images, and said that it had teamed up with safety 
organizations such as the Cyber Civil Rights Initiative, which operates a hotline for victims of nonconsensual pornography. 

https://www.nytimes.com/2017/04/05/us/facebook-revenge-porn.html?rref=collection%2Ftimestopic%2FArtificial%20Intelligence&action=click&contentCollection=timestopics&region=stream&module=stream_unit&version=latest&contentPlacement=10&pgtype=collection
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