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Spatial-temporal behavior of individual microdischarges in dielectric barrier discharge

YURI AKISHEV, GREGORY AПОНИН, ANTON BALAKIREV, MIKHAIL GRUSHIN, VLADIMIR KARALNIK, ALEXANDER PETRYAKOV, NIKOLAY TRUSHKIN

Abstract. Results of experimental study on a spatial-time behavior of microdischarges (MDs) in steady-state dielectric barrier discharge (DBD) are presented. It was revealed that MDs of DBD have a spatial “memory”, i.e., every subsequent MD does not jump in arbitrary point of the barrier surface but appears exactly at the same place that was occupied by the preceding MD. This memory is derived from slow recombination of plasma in the MDs channels for a period between two neighbor half-periods (HPs). In such a case, there is no necessity in newly local avalanche volume breakdowns at every HP. MDs in steady-state DBD have a great scattering with time of their appearance over every HP. This scattering is attributed to the local surface breakdowns around every MD.

Key words. Dielectric barrier discharge, microdischarge, electron avalanche breakdown, alternating voltage, chaotic behavior, gas flow.

1. Introduction

Dielectric barrier discharge (DBD) is widely used at present in various practical applications: the ozone generation, pumping of gas discharge lasers and excimer lamps, plasma displays, surface modification, biomedicine, etc. [1]–[5]. Each application field presents its own specific requirements to the DBD as the composition of plasma forming gas and on the discharge regime. For this reason dielectric barrier discharge have been widely studied over last few decades. As it is known, the plane-to-plane DBD exhibits three different current modes:
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1) the transverse uniform mode with a single current pick [6] and many regular current picks [7],
2) the regularly patterned mode [8], [9], and
3) the regime with numerous microdischarges (MD) showing a spatial-time chaotic behavior [10]. Namely this regime of steady-state DBD is the subject of our investigation.

There is a wide-spread opinion that the MDs are randomly distributed in time and space, i.e., the MDs have no spatial “memory”, and they appear by each half-period (HP) always at new points which have no any relation to the former places occupied by the MDs in previous HP. According to such a view, every MD is newly formed once an electric field in the gap gets up to the critical value. The formation of alone MD was studied numerically in many publications [11]–[14]. This formation can be roughly divided, by these publications, into two sequential stages:
1) electron avalanche gas breakdown of the gap between barriers, and
2) electron avalanche breakdown over the dielectric surfaces.

The first stage (volume breakdown) results in local shunting the gap by plasma. The second stage (partial surface breakdown around the MD ends) results in a quick increasing the local barrier capacity which enables increasing drastically the magnitude of electric current passing through the MD.

Numerical calculations of a steady-state DBD with the repeating transient MDs are absent in literature. Using the models based on the idea of a new gap breakdown in every HP meets with a difficulty to explain the peculiarities of real steady-state DBD. For instance, according to these models, the MDs have to arise by every HP at well-defined moments correlated with an appearance of the critical electric field in the gap. In reality, the MDs exhibit a chaotic behavior in time. Another difficulty for the models assuming the gap breakdown at fixed voltage by every HP is the conclusion that a DBD can be sustained only by applying an alternating voltage the amplitude $U$ of which exceeds so-called inception voltage $U_1$ (the inception voltage corresponds to the appearance of the MD due to the avalanche gap breakdown). However, it is well known that a steady-state DBD can exist not only under higher voltages $U \geq U_1$ but under lower voltages $U_1 > U > U_2$ as well. Here, $U_2$ is the extinction voltage which correlates with a full disappearance of a discharge in the gap ($U_2 < U_1$ such that $U_2$ can be as low as $0.6 U_1$ [15]).

This work was motivated by the aspiration to answer the two main questions:
1) Is there a spatial “memory” for MDs in steady-state DBD?
2) What are the reasons for the MD chaotic behavior in time and space?

For this purpose we have done a detailed search on spatial-time behavior of MDs in a steady-state DBD.
2. Experimental set-up

The sketch of the experimental set-up is shown in Fig. 1. A gas discharge was activated between transparent plane electrodes connected to a power supply with a sinusoidal voltage of variable frequency and amplitude (two-dimensional DBD). The spatial-time behavior of great number of MDs was observed through transparent plane electrodes \((35 \times 35 \text{ mm}^2)\) fabricated of very thin metallic mesh with the high degree of geometrical transparency of 92\% or vacuum-evaporated Au layer with optical transparency of 35\%. The dielectric barrier discharge was activated with a sinusoidal voltage of variable frequency (from 50 Hz to 100 kHz) and amplitude (up to 20 kV). The inter-electrode gap was varied from 1.2 to 2 mm. The plasma forming gas was ambient air and nitrogen of a high purity (99.999\%) at atmospheric pressure. To prevent the gas heating in the gap, experiments with steady-state DBD were performed either in gas flow or in gas at rest but under DBD excitation limited with time of \(1 \div 2 \text{ s}\) that is much longer compared to HP. The discharge current and voltage waveforms covering many periods were recorded by digital oscilloscope Tektronix TDS-520. These waveforms can be synchronized with a sequence of four DBD pictures taken with a high-speed electron camera at short exposure time (up to 50 ns) and/or with the shots of DBD taken by video-camera Panasonic NV-GS 500 or digital camera Canon EOS 40D. The duration of video film was up to 2 s. Two optical signals of the light collected by two optical fibers from different small discharge areas were recorded by two photomultipliers. The optical signals correlate with the appearance of individual MDs at the fixed local areas of diameter of 80 \(\mu m\).

![Fig. 1. Schematic of the experimental set-up; 1—transparent metallic plate, 2—glass barriers, 3—discharge gap varied from 1.2 to 2 mm, 4—quartz lens, 5—photomultipliers equipped with optical fibers or high-speed electronic camera with high image intensifying, 6—video-camera Panasonic NV-GS 500 or digital camera Canon EOS 40D](image-url)
3. Results and discussion

In accordance with the opinion mentioned above, the MDs in a two-dimensional DBD (plane-to-plane electrode geometry) have to be distributed randomly in space and time. We recorded the optical signals of the light collected by two thin fibers from two different but fixed and very small regions of DBD. The diameter of each area was 80 µm, which is smaller compared to a typical diameter of the MD (about 100 ÷ 200 µm [10]). It means that the acquisition system of each photomultiplier would collect only the light emitted from a single MD. The optical signals of two photomultipliers recorded by the oscilloscope Tektronix TDS 520 are presented in Fig. 2.

![Fig. 2. Optical signals recorded by two photomultipliers from different small areas of DBD; diameter of each small area is 80 µm, distance between two points of observation is 10 mm, time scale is 5 ms/div, the gap is 1.2 mm, ambient air at rest, average current per HP is 10 mA](image)

One can see, indeed, that MDs appear not always at a fixed place. However, if such event happens, the MDs “stay” at this place over many periods—up to 300 HPs at the frequency of 100 kHz (more precisely, MDs slowly move through the fixed area). It means that the displacement of MD during one HP of an alternating voltage is smaller than 0.25 µm—this value is negligible compared to the MD diameter. Hence, this experiment proves unambiguously that MDs in a steady-state DBD have a spatial “memory”, i.e., every subsequent MD does not jump at an arbitrary point of the barrier surface but appears exactly at the same place that was occupied by the preceding MD. To answer the question of how many breakdowns can occur at the same local place over a single HP, we recorded the light signal with a high time resolution that allowed us to find out
the time behavior of MDs at the fixed small place (80 µm) during the single HP. The results are shown in Fig. 3.

On closer examination it proved that MD appears at the fixed place every half-period but in most cases (more than 95 %) only once during the single HP. This conclusion is fair for the whole frequency and voltage region investigated. Frequency and voltage amplitudes varied from 50 Hz to 100 kHz, and up to 20 kV, respectively (i.e., maximum voltage amplitude was much higher than the inception voltage $U_1 \approx 10.4$ kV).

The instant images of DBD at different average currents per HP are presented in Fig. 4.

Fig. 4. Instant images of DBD in ambient air at rest under different average currents per HP; the pictures were taken with camera Canon EOS 40D; voltage frequency is 100 kHz, discharge gap is 1.2 mm; left: average current per HP is 5.6 mA, exposure time is 1 ms; right: average current per HP is 35 mA, exposure time is 40 ms
Figure 4 was taken under short exposure time \( t = 1 \text{ ms} \), that is smaller or comparable to characteristic time \( \tau = \Delta/V \leq 1 \text{ ms} \), where \( \Delta \) is the transverse size of the spot formed by MDs and \( V \leq 1 \text{ m/s} \) is the average velocity of this spot. This means that the displacement of the spot during the exposure time is smaller compared to its transverse size. It is evident that under such conditions the number of the spots is equal to the number of MDs appearing in the gap during a single HP (if operating conditions are fixed, the number of MDs does not change from one HP to another because DBD average current per whole period is equal to zero). The images show that the location regularity of the spots in the gap increases with increase of the average current per HP. Indeed, the image in Fig. 4-right (DBD at high current) was taken under much longer exposure time, nevertheless there is only low blurring of the spot image. Moreover, under high current the clear location regularity can be observed even by the naked eye.

The images in Fig. 4 demonstrate that number of spots in a steady-state DBD increases with increase of the average current per HP. The minimal distance between neighbor spots is close to the length of inter-electrode gap. It means that there is the highest possible amount of the spots for a concrete DBD, which is determined by the electrode square and does not depend on frequency of the applied voltage. It seems plausible that further increase in DBD current can result in transition of non-regular DBD to the patterned DBD and further to the transverse homogeneous regime.

Both the time spent by alone spot to cross the fixed area and the time between two visits in this area by different spots vary chaotically. The characteristic time of these variations ranges over \( 2 \div 20 \text{ ms} \) (see Fig. 2) that is much higher than the applied voltage period. It means that DBD spots travel slowly and chaotically in the gap. In such a case, it is possible to catch slow movement of the spots by a normal digital video-camera and trace the trajectories (or paths) of many spots during a long time. Such experiments were performed with DBD sustained in gas at rest and in gas flow.

We used a power supply that was able to generate sinusoidal voltage the amplitude of which could vary with time by pre-set manner: the amplitude exceeds the breakdown voltage \( U_1 \) during the first 30 ms, thereafter the amplitude drops down to the preset voltage \( U \). It was found out that

1) DBD is a steady-state discharge if the amplitude \( U \) is equal to or exceeds some critical value \( U^* < U_1 \), and
2) DBD decays very slowly (the characteristic time about 1 s) if the amplitude ranges within the limits \( U^* > U > U_2 \) (remind that extinction voltage \( U_2 \) corresponds to the momentary extinction of MDs all over the gap, i.e., to the instant DBD switching off).
At our experimental conditions we found out the magnitudes $U_1, U^*, U_2$ for DBD supported by frequency of 100 kHz: $U_1 = (10.4 \pm 0.3)$ kV, $U^* = (6.5 \pm 0.3)$ kV, $U_2 = (5.0 \pm 0.3)$ kV. Within the scattering pointed, these values are the same for air and nitrogen.

A closer examination of the discharge shots (see Fig. 5) showed that the magnitude $U^*$ correlates with appearance of many steady-state MDs having stable positions along the whole length of a discharge area perimeter (remind that the discharge area is determined by square of the metallic plates). A reason for appearance of the stable MDs is the following. Due to boundary conditions at the sharp edges of metallic plates, the local electric field at the perimeter is higher compared to that in the middle of discharge area. This boundary effect provides local breakdowns at the periphery (i.e., new permanent formation of MDs) even under voltage lower than $U_1$ corresponding to the breakdown over the whole discharge area.

The results related to the long-time behavior of MDs in the slowly decaying DBD under voltage amplitude $U^* > U > U_2$ are presented in Figs. 6 and 7, which correspond to the decaying DBD in ambient air at rest and under airflow, respectively. Each picture in this figure is a superposition of several shots from different pieces of video-film. Due to such procedure, we revealed that
Fig. 6. Images of decaying DBD in ambient air at rest; the shots are taken with camera Panasonic NV-GS 500; the gap is 1.2 mm, voltage frequency 100 kHz, the averaged current per HP 6 mA; left: superposition of 3 shots; exposure time of each shot is 40 ms and the first shot was taken with delay of 40 ms after DBD breakdown; right: superposition of 7 shots; exposure time of each shot is 40 ms; the first shot was taken with delay of 200 ms after DBD breakdown; the arrowed lines show the motion direction of some points

1) every spot is not fixed in the gap but slowly and chaotically moves on the barrier surface and draws its own trajectory,
2) there is a general tendency that there are no steady-state spots along the perimeter of the discharge area, and, therefore, other spots slowly and chaotically (similarly to the Brown movement) drift from the center to the periphery and disappear after crossing the perimeter of DBD.

Hence, the total number of the spots in DBD slowly decreases with time down to zero (Fig. 6). This process leads to a very slow (about 1 s) decay of DBD. Such behavior of MDs is typical for the decaying DBD in air and nitrogen but in the latter case a decay of DBD takes much longer time. The gas flow blown through the gap does not change the amplitudes $U_1$, $U^*$, and $U_2$, but accelerates the DBD decay because of fast convective removal of the spots from the gap (Fig. 7).

In the case of a steady-state DBD ($U > U^*$) the spots also move chaotically but because of great number of spots the length of their trajectories is shorter and restricted by space of the order of inter-electrode distance. The spots from the discharge area do not cross the perimeter because the perimeter is occupied closely with MDs formed by local high strength electric field (figuratively speaking, the MDs at the perimeter serve as a guard prohibiting the transition through perimeter for MDs from central area). In such a case, the number of spots does not change with time, and steady-state DBD is established.

The existence of the steady-state DBD under lower voltage $U_1 > U > U^*$ (i.e., without avalanche breakdowns of the gap inside the discharge area) is
Fig. 7. Images of decaying DBD in ambient air under airflow; the shots are taken with camera Panasonic NV-GS 500; the gap is 1.2 mm, voltage frequency 100 kHz, the averaged current per HP 6 mA; airflow direction is upward and gas flow velocity is 0.2 m/s; left: a single shot, exposure time being 40 ms; this shot was taken with delay of 40 ms after DBD breakdown; right: a single shot, exposure time being 40 ms; this shot was taken with delay of 80 ms after DBD breakdown.

directly related to spatial “memory” of MDs. This memory is derived from slow recombination of plasma in the MDs channels for a period between two neighbor HPs. It means that in steady-state DBD, there are always many plasma channels shunting the gap. In such a case, there is no need of new local avalanche volume breakdowns at every HP—it is sufficient to create the plasma only one time in the very first (initial) breakdown of the gap under $U \geq U_1$. After that the decaying plasma of the MD channels can be supported periodically by the lower applied voltage due to partial surface breakdowns around the ends of plasma channels. The surface breakdown around every MD leads to a quick and short-term increasing of local barrier capacity providing the transfer of current through the barrier. The increase in local capacity results in a sharp current pulse raising the plasma density in the transient MD to the former level. In such an event, the avalanche volume breakdown in steady-state DBD is of no importance. Because of that, the first current pulse by HP appears at maximum voltage (if $U = U_1$) but the pulses by the second and other HPs appear at lower voltage.

This statement is illustrated by Fig. 8 presenting the current and voltage waveforms of DBD at 50 Hz and 100 kHz. Note that in the case of 50 Hz the displacement current is negligible, and the current waveform looks like a set of the pulses corresponding to the conductivity current. Oppositely, in the case of 100 kHz the displacement current is high, and the current waveform looks like a superposition of a sinusoidal curve (displacement current) and pulses (conductivity current).

Hence, due to both existence of a “spatial” memory and the MDs confinement within the discharge area, the number of MDs in steady-state DBD is
Fig. 8. Current vs. voltage oscillograms showing the first breakdown current pulse and others pulses under lower gap voltage corresponding to steady-state DBD in ambient air at rest; gas gap is 1.2 mm; left: voltage frequency is 100 kHz, time scale is 4 \( \mu \text{s}/\text{div} \), voltage and current scales are 5.2 kV/div and 100 mA/div; right: voltage frequency is 50 Hz, time scale is 4 ms/div, voltage and current scales are 3.2 kV/div and 40 mA/div

the same at every HP. However, there is a strong scattering in time over HP for an appearance of every MD at the spot corresponding to this MD. Namely, this scattering results in the well-known chaotic behavior of the DBD current pulses the order and amplitude of which are not reproducible from HP to HP. This scattering is illustrated by Fig. 9.

One can see in Fig. 9 that MDs appear at their own places not simultaneously but irregularly with time and predominantly by several groups with a different amount of MDs in each group, i.e., each current pulse consists, in fact, of many MDs distributed at different places of the barrier surface. The experiment revealed a great scattering in time for appearance of the surface breakdown over the HP.

4. Conclusion

Our study on a spatial-time behavior of MDs in steady-state DBD revealed the following.

1. MDs have a spatial “memory”, i.e., every subsequent MD does not jump in arbitrary point of the barrier surface but appears exactly at the same place that was occupied by the preceding MD. This memory is derived from slow recombination of plasma in the MDs channels for a period between two neighbor HPs. It means that in steady-state DBD there are always many plasma channels shunting the gap. In such a case, there is no need of new local avalanche volume breakdowns at every HP—it is sufficient to create the plasma only one time in the very first (initial) breakdown of the gap under \( U \geq U_1 \). After that the decaying plasma of the MD channels can be supported periodically by the
Fig. 9. Scattering in time over a single HP for the case of appearance of MDs at their places formed by previous MDs; the DBD in ambient air at rest; voltage frequency is 8 kHz, gas gap is 1.2 mm; upper picture: upper line—the train of current pulses of steady-state DBD over a single HP; the circle correlates with the moment $U(t) = 0$; lower line—the moments when the shots 1, 3, 4 were taken; time scale is 2.5 µs/div, current scale is 100 mA/div; lower picture: DBD surface shots taken at the moments 1, 3, 4 with exposure time 1 µs; four bright points at the corners of each shot represent frame borders.

2. In most cases (more than 95 %), each MD appears at a fixed place by every half-period only once during the HP. It may well be true that more essential increase in the amplitude of the applied voltage can lead to an appearance of the repeated MD breakdown at the same MDS over a single HP but we did not perform such experiments.

3. For the plane-to-plane DBD with restricted electrode area there is a threshold amplitude $U^*$ of the applied voltage. If the applied voltage amplitude exceeds $U^*$, then DBD exists in steady-state regime with constant number of microdischarges in each HP. If the applied voltage amplitude is less than $U^*$, DBD decays slowly because the number of MDs inside the gap decreases due to
their Brown motion from the central region to the outside of discharge area. At the applied voltage amplitude below $U^*$, blowing the gap by gas flow can provide a fast convective removal of MDs and, therefore, a quick decaying of DBD.

4. The MDs in steady-state DBD have a great scattering with time of their appearance over every HP. This scattering is attributed to the surface breakdowns which occur in every HP.
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Transitions between space charge limited and temperature limited emission of electrons from a planar collector immersed in a plasma that contains an electron beam
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Abstract. Potential formation in front of a negative electron emitting electrode immersed in a plasma that contains a mono-energetic electron beam is studied by a one-dimensional fluid model. Dependence of the floating potential of the electrode and of the potential where transition from space charge limited into temperature limited emission occurs on electron emission are calculated. The current voltage characteristics of the electrode is then calculated and the “saturation” of the collector floating potential with respect to increasing electron emission is explained quantitatively. The plasma parameters are selected in such a way, that they are suitable for later comparison with emissive probe data in low pressure discharge plasma devices.

Key words. Plasma, sheath, electron emission, electron beam, Bohm criterion.

1. Introduction

Plasmas that in addition to the basic, usually Maxwellian, electron population contain also an energetic electron population are very important in technological and fusion applications. Energetic electron populations are often
created in fusion devices during electron cyclotron and lower hybrid resonance heating and at the rf current drive. Because of the great practical interest numerous studies of the sheath formation in front of a negative electrode immersed in this type of plasmas can be found in the literature. We mention only very few [1]–[8].

On the other hand, sheath formation in front of electron emitting electrodes is also a very important topic for understanding emissive probe behavior. Emissive probes are, as it is well known, very important plasma diagnostic tool [9]. Attempts to study effects of energetic and emitted electrons simultaneously are relatively rare [10]. In this area also our group has been active in recent years [11]–[15]. We have studied the problem of the sheath formation in front of an electron emitting electrode that immersed in a plasma that contains a two-temperature Maxwellian distributed electrons by a one-dimensional fluid model. This means that the energetic electrons were modeled as Maxwellian distributed, but with considerably higher temperature as the “basic” electron population. Because of that the electrons of the basic population are called the “cool” electrons and the energetic electrons are called the “hot” electrons. In this work the hot electrons are replaced by a mono-energetic electron beam. All the beam electrons have the same speed but the directions of their velocities are uniformly distributed in space. Such “water-bag” electron velocity distribution function is usually a very good approximation for the primary electrons in low pressure DC hot cathode discharges. We study the dependence of the floating potential of an electron emitting electrode on electron emission for the case, when the electron emitting electrode is immersed in a plasma that contains an isotropic mono-energetic electron beam.

In the next section the mathematical model is presented. In section 3 we show some results and in the last section conclusions are given.

2. Model

An infinitely large planar electrode (collector) has its surface perpendicular to the $x$-axis and is located at $x = 0$. This electrode absorbs all the particles that hit it. On the other hand, it may also emit electrons. This electron emission can be thermal or secondary. The details of the emission mechanism are not essential for the model and will not be specified in this work. When the collector is floating or biased negatively with respect to the plasma potential, it reflects negative electrons and attracts positive ions. The potential profile in the sheath is determined by the one-dimensional Poisson equation

\[
\frac{d^2 \Phi}{dx^2} = -\frac{e_0}{\varepsilon_0} (n_i(x) - n_{e1}(x) - n_{e2}(x) - n_{e3}(x)).
\]
The meaning of the symbols is the following: $\Phi$ is the potential, $e_0$ is the elementary charge, $\varepsilon_0$ is the permittivity of the free space, $n_i$ is the density of the singly charged positive ions, $n_{e1}$ is the density of the bulk electron population, $n_{e2}$ is the density of the beam or primary electrons and $n_{e3}$ is the density of the emitted electrons.

The potential very far away from the collector is set to zero, $\lim_{x \to \infty} \Phi = 0$. The collector potential $\Phi_C$ is negative. As one approaches to the collector from the plasma, the potential slowly decreases and a pre-sheath is formed. This is a region, where the plasma is still quasi-neutral but a weak electric field exists, which accelerates positive ions towards the collector and negative electrons in the opposite direction. The length scale of the pre-sheath is $L$ (Fig. 1) and it is determined by some characteristic binary process in the plasma (see e.g. [16]). At the distance $x = d$ from the collector the plasma quasi-neutrality breaks down and a sheath with an excess of positive space charge is formed. The plane at $x = d$ is called the sheath edge. The potential there is $\Phi_S$ and this is the last point, where the quasi neutrality is still valid. Note that $\Phi_S$ is also negative with $\Phi_C < \Phi_S$. In many plasmas the length scale of the pre-sheath $L$ is much larger than the sheath thickness $d$, $L \gg d$. The sheath thickness is of the order of many Debye lengths $\lambda_D$, defined in (27) below, and by the
definition of plasma the dimensions of the plasma system must be much larger than the Debye length: \( L \gg d \gg \lambda_D \). The limit when \( \lambda_D/L \to 0 \) is called the asymptotic two-scale limit [16]. Our model is done in this limit on the sheath scale. On the sheath scale the electric field at the sheath edge vanishes so that the boundary conditions for the Poisson equation (1) are:

\[
\Phi(x)|_{x=d} = \Phi_S, \quad \frac{d\Phi(x)}{dx}|_{x=d} = 0. \tag{2}
\]

Note that in Fig. 1 \( d \) and \( L \) are not plotted in scale. Because of that also the potential profile in Fig. 1 does not have a vanishing electric field at \( x = d \), as stated by the boundary condition (2).

The singly charged positive ions are assumed to be all at rest at a large \((x > L)\) distance from the collector. Through the potential drop in the pre-sheath they are accelerated towards the collector. Riemann [16] has shown that in the pre-sheath the following relation is true:

\[
\frac{d}{dx} \left( \frac{1}{2} m_i v_i^2(x) + e_0 \Phi(x) \right) + \frac{k T^*_e}{j_i} \frac{d j_i}{dx} < 0. \tag{3}
\]

Here \( k \) is the Boltzmann constant, \( T^*_e \) is the screening temperature [16] to be defined in (24) below, \( m_i \) is the ion mass, \( v_i(x) \) is the ion velocity in the pre-sheath \((d < x < L)\) and \( j_i(x) \) is the ion flux in the pre-sheath. This means that in the pre-sheath either (i) the ion flux \( j_i \) increases as one approaches to the collector or (ii) the total ion energy decreases due to a retarding force acting on ions, or both. In a planar geometry with no magnetic field the first effect can be caused only by ionization collisions, while the second effect is a consequence of elastic collisions of the ions with other particle species. In this work we shall assume that only the second effect has to be taken into account. The energy that the ions lose in the pre-sheath because of elastic collisions with other particle species is \( A_c \). The total ion energy at the sheath edge is therefore

\[
\frac{1}{2} m_i v_S^2 + e_0 \Phi_S + A_c = 0. \tag{4}
\]

Here \( v_S \) is the ion velocity at the sheath edge. In the sheath the ion flux and the total ion energy are conserved, because the sheath is assumed to be thin enough for collisions inside it to be negligible; thus,

\[
n_i(x) v_i(x) = n_S v_S, \tag{5}
\]

\[
\frac{1}{2} m_i v_S^2 + e_0 \Phi_S + A_c = \frac{1}{2} m_i v_i^2(x) + e_0 \Phi(x), \tag{6}
\]

where \( n_S \) is the ion density at the sheath edge and \( x \) refers to a position in the sheath, \( x < d \). From (4)–(6) one gets

\[
n_i(x) = n_S \sqrt{\frac{e_0 \Phi_S + A_c}{e_0 \Phi(x)}}. \tag{7}
\]
and
\[ v_S = \sqrt{-\frac{2(e_0\Phi + A_c)}{m_i}} . \] (8)

The emitted electrons are assumed to be mono-energetic, and they all leave the collector with the same initial velocity \( v_C \), which is assumed to be non-zero. The flux \( j_{e3} \) of emitted electrons is one-dimensional and perpendicular to the collector surface. In the sheath the flux \( j_{e3} \) is conserved,

\[ j_{e3} = n_{e3}(x)v_{e3}(x) . \] (9)

The energy of the emitted electrons in the sheath is also conserved,

\[ \frac{1}{2}m_ev_{e3}^2(x) - e_0\Phi(x) = \frac{1}{2}m_ev_C^2 - e_0\Phi_C . \] (10)

From (9) and (10) one gets

\[ n_{e3}(x) = \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0(\Phi_C - \Phi(x))}{m_e}}} . \] (11)

The main electron population has a Maxwellian velocity distribution. In the sheath the density of these electrons obeys the Boltzmann law

\[ n_{e1}(x) = n_1 \exp\left(\frac{e_0\Phi(x)}{kT}\right) . \] (12)

Here \( T \) is the electron temperature and \( n_1 \) is the density of the bulk electron population at a large distance from the collector, where the potential is zero.

The beam electrons are assumed to be mono-energetic. At a large distance \( (x > L) \) from the collector their density is \( n_{e2} \) and they have all the same speed \( v_2 \). The directions of their velocities, however, are uniformly distributed in space. The velocity distribution is given by

\[ f_{e2}(v) = \frac{n_{e2}}{4\pi v_2^2} \delta(v - v_2) . \] (13)

The density of the beam electrons at the distance \( x \) from the collector is found by integration of the distribution (13) over the velocity space:

\[ n_{e2}(x) = \int_v f_{e2}(v) d^3v = \frac{n_{e2}}{4\pi v_2^2} \int_0^\infty v^2 \delta(v - v_2) dv \int_0^{2\pi} d\varphi \int_0^\Theta_c \sin\Theta d\Theta = \]

\[ = \frac{1}{2}n_{e2}(1 - \cos\Theta_c) = \frac{1}{2}n_{e2}\left(1 - \sqrt{-\frac{2e_0\Phi(x)}{m_ev_2^2}}\right) . \] (14)
Here \( m_e \) is the electron mass and \( \Theta_c \) is the critical (maximum) angle between the \( x \)-axis and the velocity of an electron at which this electron can still reach the point \( x \), where the potential is \( \Phi(x) \) (see Fig. 1). This angle is determined by the conditions
\[
\frac{1}{2} m_e v_x^2 \cos^2 \Theta_c = -e_0 \Phi(x), \quad \cos \Theta_c = \sqrt{-\frac{2e_0 \Phi(x)}{m_e v_x^2}}.
\]  
(15)
Note that for the beam electrons any collisions in the pre-sheath are neglected in order to keep the model as simple as possible.

The flux of the beam electrons in the direction towards the collector is
\[
j_{e2}(x) = \int v \cos \Theta f_2(v) \, d^3v =
\]
\[
= \frac{n_{e2}}{4\pi v_x^2} \int_0^\infty v^3\delta(v - v_x) \, dv \int_0^{2\pi} d\phi \int_0^{\Theta_c} \cos \Theta \sin \Theta \, d\Theta =
\]
\[
= \frac{1}{4} n_{e2}v_x^2 \left( 1 + \frac{2e_0 \Phi(x)}{m_e v_x^2} \right).
\]  
(16)
The contribution of the beam electrons to the electric current density to the collector with the potential \( \Phi_C \) is then given by
\[
j_{2e} = \frac{1}{4} e_0 n_{e2}v_x^2 \left( 1 + \frac{2e_0 \Phi_C}{m_e v_x^2} \right) H \left( 1 + \frac{2e_0 \Phi_C}{m_e v_x^2} \right),
\]  
(17)
where \( H \) is the Heaviside unit step function. With such formulation of \( j_{2e} \) it is ensured that \( j_{2e} \) is zero if the repulsive potential \( \Phi_C \) of the collector is larger in absolute value than the kinetic energy of the beam electrons. The flux of the beam electrons \( j_{2e}(\Phi_C) \) decreases linearly with the potential \( \Phi_C \)—formula (17), while their density \( n_2(\Phi(x)) \) decreases with the square root of the potential—formula (14). In a recent paper [15] a similar problem was investigated, only the velocity of all the beam electrons was perpendicular to the collector. In that case the flux of the beam electrons is independent of the collector potential as long as the kinetic energy of the beam is larger than the collector potential. When the collector potential exceeds the kinetic energy of the beam, the flux drops to zero. The density of the beam electrons, on the other hand, is inversely proportional to the square root of the potential.

Combining (1), (7), (11) and (14), the Poisson equation is written as
\[
- \frac{d^2 \Phi}{dx^2} = \frac{\rho(\Phi(x))}{\varepsilon_0} = \frac{e_0}{\varepsilon_0} \left[ n_S \sqrt{\frac{e_0 \Phi_S + A_c}{e_0 \Phi(x)}} - n_1 \exp\left( \frac{e_0 \Phi(x)}{kT} \right) - \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0 (\Phi_C - \Phi(x))}{m_e}}} \right].
\]  
(18)
At the sheath edge the quasi-neutrality is valid so that the space charge density $\rho(\Phi_S)$ defined in (18) is zero:

$$n_S \sqrt{\frac{e_0 \Phi_S + A_c}{e_0 \Phi(x)}} - n_1 \exp \left( \frac{e_0 \Phi(x)}{kT} \right) - \frac{1}{2} n_{e2} \left( 1 - \sqrt{-\frac{2e_0 \Phi(x)}{m_e v_2^2}} \right) - \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0 (\Phi_C - \Phi(x))}{m_e}}} = 0. \quad (19)$$

From (19) the ion density at the sheath edge $n_S$ is eliminated and inserted into (18). The following Poisson equation is obtained:

$$-\frac{d^2 \Phi}{dx^2} = \frac{e_0}{\varepsilon_0} \left[ \sqrt{\frac{\Phi_S}{\Phi(x)}} \times \right. \left. \left( n_1 \exp \left( \frac{e_0 \Phi_S}{kT} \right) + \frac{1}{2} n_{e2} \left( 1 - \sqrt{-\frac{2e_0 \Phi_S}{m_e v_2^2}} \right) + \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0 (\Phi_C - \Phi_S)}{m_e}}} \right) - \left( n_1 \exp \left( \frac{e_0 \Phi(x)}{kT} \right) - \frac{1}{2} n_{e2} \left( 1 - \sqrt{-\frac{2e_0 \Phi(x)}{m_e v_2^2}} \right) - \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0 (\Phi_C - \Phi(x))}{m_e}}} \right) \right]. \quad (20)$$

A similar method for eliminating the positive ion density at the sheath edge was used by Amemiya [3].

The total electric current density to the collector $j_{et}$ is the sum of four contributions. In order to define the direction of the current in technical sense, the contributions of the main electron population and of the electron beam are taken with the positive sign, while the contributions of the positive ions and of the emitted electrons are taken with the negative sign:

$$j_{et}(\Phi_C) = e_0 n_1 \sqrt{\frac{kT}{2\pi m_e}} \exp \left( \frac{e_0 \Phi_C}{kT} \right) + \frac{1}{4} e_0 n_{e2} v_2 \left( 1 + \frac{2e_0 \Phi_C}{m_e v_2^2} \right) H \left( 1 + \frac{2e_0 \Phi_C}{m_e v_2^2} \right) - e_0 \sqrt{-2 \frac{(e_0 \Phi_S + A_c)}{m_i}} \left( n_1 \exp \left( \frac{e_0 \Phi_S}{kT} \right) + \frac{1}{2} n_{e2} \left( 1 - \sqrt{-\frac{2e_0 \Phi_S}{m_e v_2^2}} \right) + \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0 (\Phi_C - \Phi_S)}{m_e}}} \right) - j_{e3} e_0. \quad (21)$$
If a stable sheath with a monotonically decreasing potential profile is to be formed in front of a negative collector, the ions must enter in the sheath with a velocity that is equal to or greater than the ion sound velocity $c_s$ so that

$$v_S \geq c_s .$$

This is a very well known Bohm criterion [17]. In planar geometry, like in our case, the Bohm criterion is fulfilled in marginal form, i.e. with equality sign. Following Riemann [16], the Bohm criterion (22) is written as

$$v_S = \sqrt{-\frac{2(e_0 \Phi_S + A_c)}{m_i}} = \sqrt{\frac{k(T_e^* + \kappa T_i)}{m_i}} \bigg|_{x=d} .$$

Here $\kappa$ is the polytropic coefficient and $T_e^*$ is the electron screening temperature, defined as [16]

$$T_e^* = \left. \frac{e_0 n_e(\Phi)}{k} \frac{d n_e}{d \Phi} \right|_{\Phi=\Phi_S} ,$$

where $n_e(\Phi)$ can be read from the Poisson equation (20)

$$n_e(\Phi(x)) = n_1 \exp \left( \frac{e_0 \Phi(x)}{kT} \right) + \frac{1}{2} n_{e2} \left( 1 - \sqrt{\frac{2e_0 \Phi(x)}{m_e v_2^2}} \right) +$$

$$+ \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0 (\Phi_C - \Phi(x))}{m_e}}} .$$

Combining (23)—(25) with $T_i = 0$, one derives the Bohm criterion in the form of a transcendental equation for the sheath edge potential $\Phi_S$

$$\Phi_S = -\frac{A_c}{e_0} + \left( -\frac{1}{2e_0} \right) \times$$

$$\left[ \begin{array}{c}
  n_1 \exp \left( \frac{e_0 \Phi_S}{kT} \right) + \frac{1}{2} n_{e2} \left( 1 - \sqrt{\frac{2e_0 \Phi_S}{m_e v_2^2}} \right) + \frac{j_{e3}}{\sqrt{v_C^2 - \frac{2e_0 (\Phi_C - \Phi_S)}{m_e}}} \\
  n_1 \exp \left( \frac{e_0 \Phi_S}{kT} \right) + \frac{n_{e2}}{2m_e v_2^2} \frac{m_e v_2^2}{2e_0 \Phi_S} - \frac{j_{e3}}{m_e} \left( \frac{v_C^2 - \frac{2e_0 (\Phi_C - \Phi_S)}{m_e}}{m_e} \right)^{-3/2}
\end{array} \right] .$$

(26)
The following variables are introduced:
\[ \Psi = \frac{e_0 \Phi}{kT}, \quad \Psi_C = \frac{e_0 \Phi_C}{kT}, \quad \Psi_S = \frac{e_0 \Phi_S}{kT}, \quad \varphi = \frac{A_c}{kT}, \]
\[ \mu = \frac{m_e}{m_i}, \quad J_3 = \frac{j_{e3}}{n_1 \sqrt{\frac{kT}{m_e}}}, \quad J_t = \frac{j_{et}}{e_0 n_1 \sqrt{\frac{kT}{m_e}}}, \quad \beta = \frac{n_{e2}}{n_1}, \]
\[ v_C = \Omega \sqrt{\frac{kT}{m_e}}, \quad v_2 = \theta \sqrt{\frac{kT}{m_e}}, \quad z = \frac{x}{\lambda_D}, \quad \lambda_D = \sqrt{\frac{\varepsilon_0 kT}{n_1 e_0^2}}. \] (27)

The potential is normalized to the electron temperature divided by the elementary charge \( kT/e_0 \), and the velocities \( v_C \) and \( v_2 \) are normalized to the electron thermal velocity \( \sqrt{kT/m_e} \). The normalized initial velocity of the emitted electrons is labeled by \( \Omega \), and \( \theta \) gives the normalized velocity of the electron beam at a large distance from the collector. The distance \( x \) from the collector is normalized to the Debye length \( \lambda_D \) that is defined with the density and temperature of the basic electron population.

With these variables the Bohm criterion (26) is written in the form
\[ \Psi_S = -\varphi + \left( -\frac{1}{2} \right) \frac{\exp(\Psi_S) + \frac{\beta}{2} \left( 1 - \sqrt{-\frac{2\Psi_S}{\theta^2}} \right) + J_3 \left( \Omega^2 - 2(\Psi_C - \Psi_S) \right)^{-1/2}}{\exp(\Psi_S) + \frac{\beta}{2\theta \sqrt{-2\Psi_S}} - J_3 \left( \Omega^2 - 2(\Psi_C - \Psi_S) \right)^{-3/2}}, \] (28)

the total electric current density to the collector (21) becomes
\[ J_t = \frac{1}{\sqrt{2\pi}} \exp(\Psi_C) + \frac{1}{4} \beta \theta \left( 1 + \frac{2\Psi_C}{\theta^2} \right) H \left( 1 + \frac{2\Psi_C}{\theta^2} \right) - J_3 - \]
\[ - \sqrt{-2\mu(\Psi_S + \varphi)} \left( \exp(\Psi_S) + \frac{\beta}{2} \left( 1 - \sqrt{-\frac{2\Psi_S}{\theta^2}} \right) + J_3 \left( \Omega^2 - 2(\Psi_C - \Psi_S) \right)^{-1/2} \right), \] (29)

the Poisson equation (20) reads
\[ \frac{d^2 \Psi}{dz^2} = \exp \left( \Psi(z) \right) + \frac{\beta}{2} \left( 1 - \sqrt{-\frac{2\Psi(z)}{\theta^2}} \right) + J_3 \left( \Omega^2 - 2(\Psi_C - \Psi(z)) \right)^{-1/2} - \]
\[ - \sqrt{\frac{\Psi_S}{\Psi(z)}} \left( \exp(\Psi_S) + \frac{\beta}{2} \left( 1 - \sqrt{-\frac{2\Psi_S}{\theta^2}} \right) + J_3 \left( \Omega^2 - 2(\Psi_C - \Psi_S) \right)^{-1/2} \right), \] (30)

and the boundary conditions (2) are transformed into
\[ \Psi(z) \bigg|_{z=d/\lambda_D} = \Psi_S, \quad \frac{d\Psi(z)}{dz} \bigg|_{z=d/\lambda_D} = 0. \] (31)
The Poisson equation (30) is multiplied by $d\Psi/dz$. Taking the relation
\[
\frac{1}{2} \frac{d \Psi}{dz} \left( \frac{d \Psi}{dz} \right)^2 = \frac{d \Psi}{dz} \frac{d^2 \Psi}{dz^2}
\] (32)
into account, the equation (30) is integrated once over $\Psi$ from $\Psi = \Psi_S$ at the sheath edge to arbitrary $\Psi$ inside the sheath. The following expression is obtained:
\[
\frac{1}{2} \left( \frac{d \Psi}{dz} \right)_\Psi^2 - \frac{1}{2} \left( \frac{d \Psi}{dz} \right)_{\Psi=\Psi_S}^2 = \frac{1}{2} \left( \frac{d \Psi}{dz} \right)_\Psi^2 = \exp(\Psi) - \exp(\Psi_S) + J_3 \left( \sqrt{\Omega^2 - 2(\Psi_C - \Psi)} - \sqrt{\Omega^2 - 2(\Psi_C - \Psi_S)} \right) + \frac{\beta}{6\theta} \left( 2\sqrt{2} \left( \Psi_S \sqrt{-\Psi_S} + (-\Psi)^{-3/2} \right) - 3\theta (\Psi_S - \Psi) \right) + \left( \Psi_S + \sqrt{\Psi_S} \right) (\beta + 2 \exp(\Psi_S)) + \left( \beta \sqrt{2} \theta \Psi_S + 2J_3 \left( \Omega^2 - 2(\Psi_C - \Psi_S) \right)^{-1/2} \right) \left( \sqrt{-\Psi} - \sqrt{-\Psi_S} \right) = g(\Psi) .
\] (33)

The function $g(\Psi)$ defined in (33) gives one half of the square of electric field in the sheath as a function of the potential $\Psi$. If the upper integration boundary in (33) is shifted to the collector potential $\Psi_C$, the value $g(\Psi)_{\Psi=\Psi_C}$ gives one half of the square of electric field at the collector. If the electron emission $J_3$ from the collector increases for any reason, the absolute value of the electric field at the collector decreases and eventually becomes equal to zero. The emission becomes space charge limited or critical. The corresponding current density of the emitted electrons is called critical emission and is labeled $J_{3cr}$. The zero electric field condition at the collector is given by
\[
g(\Psi)_{\Psi=\Psi_C} = 0 .
\] (34)

3. Results

It is known (e.g. [18]) that when electron emission from an emitting electrode is increased, the floating potential of such an electrode increases and the absolute value of electric field in front of the electrode surface decreases. Eventually the electric field becomes equal to zero and the emission becomes space charge limited or critical. If emission is increased even further a potential well (virtual cathode) can form in front of the collector. In many experimental situations the main reason for the electron emission from the collector is the
heating of the electrode, and the emission current density $j_R$ in such a case is given by the Richardson formula

$$j_R = A_R T_C^2 \exp\left(\frac{-e_0 \Phi_w}{kT_C}\right),$$

(35)

where $A_R$ is the Richardson constant, $T_C$ is the absolute temperature of the collector, $\Phi_w$ is the work function of the collector and $e_0$ is the elementary charge. The theoretical value of the Richardson constant is $A_R = 4\pi m_e e_0 k^2 / h^3 = 120 \text{ A/}(\text{cm}^2\text{K}^2)$. Actual values for various metals are different. For example, for tungsten the value is approximately $60 \text{ A/}(\text{cm}^2\text{K}^2)$. The value of the work function for tungsten $e_0 \Phi_w$ is approximately $4.5 \text{ eV}$. The electron emission, which is below the space charge limit is often called temperature limited emission (see Fig. 1), or subcritical emission, because the emission current density is determined (limited) by the temperature of the collector. In our model the physical mechanism of the emission is not specified. The emission may be thermal or secondary, but we shall nevertheless use the expression temperature limited and space charge limited (or also critical) emission.

We shall now use the model presented in the previous section to determine the transition between the space charge limited and temperature limited electron emission for given sets of parameters $\mu$, $\theta$, $\beta$, $\Omega$ and $J_3$ or $\Psi_C$. We select such parameters that could be relevant for the linear magnetized discharge plasma device at the Jožef Stefan Institute. If $\mu$, $\theta$, $\beta$, $\Omega$ and $J_3$ are selected, the collector potential $\Psi_{C0}$ where the transition from the space charge limited into temperature limited electron emission occurs. One simply solves the system of equations (28) and (34) for $\Psi_S$ and the transition collector potential $\Psi_{C0}$. On the other hand, the system (28) and (29) (with $J_t = 0$) can also be solved with the same parameters in order to find $\Psi_S$ and the floating potential $\Psi_{Cf}$.

In Fig. 2 we show the dependence of the transition potential $\Psi_{C0}$ and the floating potential $\Psi_{Cf}$ on the electron emission $J_3$ for the following parameters: $\mu = 1.36166 \times 10^{-5}$ (Ar$^+$ ions), $\beta = 0.01$, $\Omega = 0.001$, and $\theta = 6$ (left hand figure) while for the right hand figure the same parameters are selected with $\beta = 0$. The emission current density $J_3$ is gradually increased from 0 to 0.1 in steps of 0.001. For each set of parameters the the systems (28) and (34), and (28) and (29) (with $J_t = 0$) are solved for $\Psi_S$, $\Psi_{C0}$ and $\Psi_{Cf}$. When $J_3$ increases, the transition potential $\Psi_{C0}$ decreases, while the floating potential $\Psi_{Cf}$ increases. At certain $J_3$ they become equal. If $J_3$ is increased even further, $\Psi_{Cf}$ becomes larger than $\Psi_{C0}$.

This result gives a clear instruction of how the current voltage characteristics of an electron emitting electrode should be calculated using the model presented in the previous section. For given values of $\mu$, $\theta$, $\beta$, $\Omega$ and $J_3$ first the transition potential $\Psi_{C0}$ and the corresponding sheath edge potential $\Psi_S$ must be found from the system (28) and (34). Next $J_t$ is found as a function of $\Psi_C$
Fig. 2. Dependence of the transition potential $\Psi_{C0}$ and the floating potential $\Psi_{Cf}$ on the electron emission $J_3$; left: for the parameters $\mu = 1.36166 \times 10^{-5}$ (Ar$^+$ ions), $\beta = 0.01$, $\Omega = 0.001$, and $\theta = 6$, right: for the same parameters except $\beta$—here $\beta = 0$

In a two-step procedure. For $\Psi_C < \Psi_{C0}$, $J_t$ is found from (29). For every $\Psi_C$ the corresponding $\Psi_S$ must first be found from (28) and then inserted into (29).

For $\Psi_C > \Psi_{C0}$, $J_t$ is also found from (29), but for every $\Psi_C$ the corresponding $\Psi_S$ and $J_3$ must first be found from the system (28) and (34) and then inserted into (29).

In Fig. 3 we show a few examples of the current voltage characteristics of the collector for the following parameters: $\mu = 1.36166 \times 10^{-5}$, $\beta = 0.01$, $\Omega = 0.001$, $\theta = 8$ and 7 different values of $J_3$ indicated in the figure. As $J_3$ is increased, the floating potential $\Psi_{Cf}$ also increases. The intersection between the $J_t$ curve and the zero line moves towards the actual plasma potential, which is set to zero. A more careful examination shows that the floating potentials of the $J_t$ curves that correspond to $J_3 = 0.10$ and to $J_3 = 0.12$ are equal. One says that the floating potential of the collector gets “saturated”: above certain $J_3$ the floating potential $\Psi_{Cf}$ stops increasing, even if $J_3$ is increased further. This obviously occurs at $J_3$, where the floating and the transition potentials become equal. Such “saturation” of the floating potential with respect to the increasing electron emission is known from emissive probe applications [9]. Our model therefore offers a quantitative explanation of this phenomenon.

Emissive probes are a standard plasma diagnostic tool for determination of the plasma potential, because its floating potential is usually very close to the plasma potential, provided that the electron emission is sufficiently high to make the probe operate in the saturated floating potential mode. Generally an
emission current that is equal to the electron saturation current is considered as sufficiently high. The result shown in Fig. 3 indicates that already about by 50% lower emission current is sufficient. A great advantage of the emissive probe is that it shows the plasma potential even in the presence of an electron beam in the plasma. In Fig. 4 we show a few examples of the current voltage characteristics of the collector for the following parameters: \( \mu = 1.36166 \times 10^{-5} \), \( \beta = 0.01 \), \( \Omega = 0.001 \), \( J_3 = 0.2 \) and several values of \( \beta \) and \( \theta \). The result is very instructive. When either the density (\( \beta \)) or the energy (\( \theta \)) of the electron beam are changed, this can be very well observed on the current voltage characteristics of the collector, but the floating potential remains unchanged. Thus, the floating potential of an electron emitting electrode is a good indication of the plasma potential even in the presence of an electron beam in the plasma.

4. Conclusions

We have presented a simple one-dimensional fluid model of the sheath formation in front of an electron emitting electrode that is immersed in a plasma that contains a mono-energetic electron beam with the uniformly distributed directions of the electron velocities. The model reproduces two phenomena well known from experiments with emissive probes, which are the increase of the floating potential with increasing electron emission from the collector and
Fig. 4. Examples of current voltage characteristics of the collector for the parameters $\mu = 1.36166 \times 10^{-5}$, $\Omega = 0.001$, $J_3 = 0.2$ and several values of $\beta$ and $\theta$;
left: $\theta = 8$, the corresponding values of $\beta$ are indicated in the figure,
right: $\beta = 0.01$, the corresponding values of $\theta$ are indicated in the figure

saturation of the floating potential above certain electron emission. Our model offers a quantitative explanation of the saturation of the floating potential. As the electron emission is increased, the transition potential between the space charge limited and temperature limited emission decreases, while the floating potential increases. When the transition potential drops below the floating potential, the floating potential cannot change anymore with increasing emission and this results in the saturation of the floating potential with respect to increased electron emission. The presence of an electron beam in the plasma affects the shape of the current voltage characteristics of an electron emitting electrode, but the floating potential remains the same if the electron emission is sufficiently high. This means that the floating potential of an emissive probe is a very good indication of the plasma potential also in a plasma that contains an electron beam.
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First results of the COMPASS tokamak
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Abstract. The present status of the COMPASS tokamak, diagnostics and additional systems as well as the first results are described. The COMPASS tokamak has recently started its new operation in the Institute of Plasma Physics of the Academy of Sciences of the Czech Republic in Prague, Czech Republic. COMPASS will be able to operate in a clear H-mode in ITER-relevant geometry and will be equipped by a comprehensive set of diagnostics focused mainly on edge plasma region. High plasma performance will be achieved by two neutral beam injection systems.
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1. Introduction

The COMPASS tokamak is a small fusion device, which was originally operated in UKAEA Culham. Recently it has been re-installed in the Institute of Plasma Physics (IPP) of the Academy of Sciences of the Czech Republic in Prague, Czech Republic, and several of its systems were significantly upgraded [1]. The test operation of this device started in February 2009. The full performance is expected at the autumn 2010. Afterwards, COMPASS tokamak will be able to work in a clear H-mode and ITER-relevant geometry (Fig. 1) [2]. Its parameters are summarized in Table 1. ITER-relevant plasma conditions will be achieved by installation of two new neutral beam injection systems (2 × 300 kW), enabling co-injections and balanced injections. Installation of Lower Hybrid Wave system (3.7 GHz, 1 ÷ 1.5 MW) is also considered. The existing unique fully configurable set of copper saddle coils makes COMPASS an ideal device for resonant perturbation technique studies. As the edge plasma
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physics forms the main part of the envisaged COMPASS scientific program, a comprehensive set of diagnostics focused mainly on the edge plasma is being installed.

2. Status of COMPASS

The COMPASS tokamak has been transported to IPP Prague and installed into a new tokamak building during period 2006–2008. The vacuum chamber, magnetic field coils and tokamak support structure were used from the COMPASS-D; however, all the auxiliary systems (power supplies, cooling, vacuum, Control, Data Acquisition and Communication system (CODAC), etc.)

Table 1. Main parameters of the COMPASS tokamak in IPP Prague

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major radius</td>
<td>0.56 m</td>
</tr>
<tr>
<td>Minor radius</td>
<td>0.2 m</td>
</tr>
<tr>
<td>Plasma current</td>
<td>&lt; 350 kA</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>0.8 ÷ 2.1 T</td>
</tr>
<tr>
<td>Triangularity</td>
<td>0.5</td>
</tr>
<tr>
<td>Elongation</td>
<td>1.6</td>
</tr>
<tr>
<td>Pulse length</td>
<td>&lt; 1 s</td>
</tr>
<tr>
<td>NBI system</td>
<td>2 × 0.3 MW</td>
</tr>
<tr>
<td>LHW system (3.7 GHz)</td>
<td>1 MW</td>
</tr>
</tbody>
</table>
were developed completely new. These new systems were developed, manufactured and commissioned by end of 2008. During the test operation started in February 2009 the optimization of the plasma discharge is being performed and parameters are gradually increased to the maximum performance. In this paper, we summarize and describe the present status of the tokamak and its main systems. We also briefly describe the obtained plasma parameters and performance.

3. Power supply system

Magnetic field coils systems and additional heating systems are generally the main consumers of the electrical power. The COMPASS tokamak requires electrical input power of 50 MW for flat-top duration about 0.5 s for the full performance at the maximum magnetic field 2.1 T. Such a power was accessible in Culham Laboratory directly from the 33 kV grid. However, only 1 MW power is available from the 22 kV grid at the campus of the Academy of Sciences in Prague. Therefore, an installation of two fly-wheel generators (Fig. 2) was chosen [3], [4] as a proved solution used at several larger tokamaks. The fly-wheel generators were developed by CKD Group company in Czech Republic, and they provide the necessary power (70 MW, 100 MJ) as well as a reasonable redundancy in case of a failure of one of them. The system then enables easy reconnection of the power supplies to power the tokamak only from one of the generators and operate with a reduced plasma performance. The power supply system is controlled by a control system based on SIEMENS SIMATIC standards. The power supply control system communicates with the CODAC (Control, Data Acquisition and Communication) via a communication unit in a real time (every 0.5 ms). CODAC is the main control system for tokamak operation. It sends every 0.5 ms values of currents in AC/DC convertors supplying the magnetic coils required according to pre-programmed wave forms or feedback algorithms.

4. Diagnostics

A new set of diagnostics focused mainly on the edge plasma and pedestal region is being developed for the COMPASS tokamak. Due to the region of interest, the challenging spatial resolution in the range of $1 \div 3$ mm is required for most of these diagnostics (e.g. [5]). The other limitation is a relatively small size of diagnostic ports and their limited accessibility due to compactness of the COMPASS tokamak. The development is ongoing and below one can see the list of the diagnostics according to the year of installation:
Fig. 2. Two fly-wheel generators for the COMPASS tokamak ($2 \times 35$ MW)

Diagnostics in operation:
- Magnetics (400 magnetic coils)
- Single channel interferometer
- Multichord spectroscopy (2D) D$_{\alpha}$, SXR, radiation losses
- Divertor probes
- Fast Visible Camera EDICAM (Event Detection Intelligent Camera)

Diagnostics being installed during 2010:
- Second Fast Visible Camera EDICAM
- Li (Na, He) beam diagnostics
- HR Thomson scattering core + edge
- Edge reflectometry
- Advanced electrical probes (Tunnel probe, Ball-pen probe, etc)
- Electron Cyclotron Emission/Electron Bernstein Wave Radiometry
- Neutral Particle Analyzer
- Atomic beam probe (edge current density measurement)

In more details we will describe the two new advanced diagnostics High resolution Thomson scattering system (HRTS) for measurement of electron temperature and density with high spatial resolution and a microwave reflectometer for fast measurement of edge plasma density and its fluctuation.
4.1. Thomson scattering system

A set of two multi-point High Resolution Thomson scattering diagnostics focused on core plasma and edge plasma is being developed on the COMPASS tokamak. HRTS on COMPASS is based on a set of two Nd:YAG lasers, two objectives collecting the light from both the core and edge plasma regions and number of polychromators equipped by APD and spectral filters (see Fig. 3).

A high energy laser source is needed for Thomson scattering (TS) since the TS effect has a very small scattering cross-section. Calculations of necessary laser energy for sufficient collected scattered photons resulted in laser pulse energy value approx 3 J for desired performance. This will be achieved by using two Nd:YAG lasers, each laser with 1.5 J pulses (polarized) at wavelength of 1064 nm and a repetition rate of 30 Hz.

Two separate collective objectives have been designed to focus scattered light from both the core and the edge plasma regions (core and edge objective) onto the inputs of optical fibre bundles. The optical design is considerably influenced by the size and position of ports, especially in case of edge objective. The optical fibres guide the light into a five channel polychromator, which serves as spectral analyzer of the scattered light. The polychromators of the fourth generation were developed at Culham Centre for Fusion Energy (CCFE), UK. The light is then analyzed by a set of five spectral filters and detected by Avalanche photodiodes.

Signals from all 28 polychromators, where 5 spectral filters are used for the core region and 4 spectral filters for edge region (in total 120 spectral channels), are synchronously digitalized by fast and slow Analog Digital Convertors (ADC). The fast ADCs convert data with high throughput of 1 GSample/s, 8-bit resolution and inter-channel skew < 300 ps. These ADC cards (2 channels in each ADC card) have 8 MB/channel onboard memory and are housed in 4 chassis.

First tests of the individual parts of the system have been successfully performed and the whole system will be in full operation by the end of 2010.

4.2. Microwave reflectometer

The reflectometry systems for the COMPASS tokamak will allow the fast measurement (∼ 1 ms) of plasma density profiles as well as the correlation properties of plasma turbulence. It will be equipped with channels covering the K, Ka, U and E frequency bands. The whole frequency range is 18 ÷ 90 GHz. Due to relatively small diagnostic port, the channels, in fact the separate reflectometers, will be combined in a quasi-optical band combiner. The combined wave will be transmitted to the plasma by a wideband quasi-optical transmitting antenna. The identical antenna and band-combiner will be used in the receiving path. The quasi-optical part of the reflectometry system (i.e. band combiners and antennas) is being developed in collaboration with the Institute
of Radioelectronics (IRE) Kharkov, Ukraine. The microwave electronics and software equipment is provided by Instituto Superior Técnico Lisbon, Portugal. The schematic layout is shown in Fig. 4. The full system will be in a routine operation by end of 2010.
5. Neutral beam injection heating system

A new Neutral Beam Injection (NBI) system for additional heating and current drive is being developed by Budker Institute for Nuclear Physics in Novosibirsk, Russian federation. The system will be installed and commissioned at the COMPASS tokamak in autumn 2010. As COMPASS is a compact tokamak the trajectory of interaction between neutrals and plasma is relatively short, the NBI power, energy and geometry is chosen carefully. In addition, the NBI system has to be designed to provide also a flexible heating and current drive system. Therefore, it will consist of two injectors with particle energy 40 keV and 300 kW output power each in deuterium, delivering approximately 600 kW of total power to the plasma. The geometry of injection will be flexible and easy to change between co-injection and balanced injection. These configurations are shown in Fig. 5-left is optimized for plasma heating.

If both beams are aimed in co-direction with respect to the plasma current, the system is optimized for plasma heating and the orbit losses are minimized [6].

![Fig. 5. Top view on the NBI system layout; left: co-injection, right: balanced injection](image)

In case of the balanced injection both injectors will be located at the same port, aiming in co- and counter-current directions as shown in Fig. 5-right. With proper power modulation to compensate different orbit losses for co- and counter-beams, one can obtain NBI scenario with minimum momentum input. Such a plasma conditions are highly relevant to ITER where low plasma rotation is expected.
6. First plasma performance in COMPASS

The COMPASS tokamak is in a test operation regime in 2010, when the individual operational and diagnostic systems are tested and their parameters are gradually increased. The tokamak operates presently with the toroidal magnetic field up to 1.8 T. The further increase to the maximum value 2.1 T will be possible after completion of work on the vertical preload system for compensation of the electromagnetic forces acting on the toroidal field coils.

The temporal evolutions of the toroidal, magnetizing and equilibrium fields are pre-programmed and controlled by the CODAC system. A novel design has been used for the magnetizing circuit, where interruption of the current in the circuit to generate high loop voltage for plasma breakdown is based on a system of thyristors and high power resistors. Generally, these system consists of vacuum breakers, which, however, have only a limited lifetime and lower reliability.

Typical current waveforms of the magnetizing field power supply (MFPS) and equilibrium field power supply (EFPS) are shown in Fig. 6.

It is seen that the currents in the poloidal field coils follow the requested waveforms and, specially, the magnetizing circuit is capable to generate sufficient loop voltage for plasma breakdown.
During the test period, a study of the plasma breakdown was performed in order to minimize the necessary loop voltage ($U_{\text{loop}}$). An efficient breakdown and a reproducible ramp-up of plasma current require an optimization. An example of such attempt is shown in Fig. 7, where the pressure of working gas is changed on a shot-to-shot basis for several values of magnetizing current $I_{\text{MFPS}}^{\text{max}}$. The aim of this scan is to find an optimum pressure region, in which the loop voltage is low but still sufficient for breakdown (to save voltseconds and reduce the production of runaway electrons during the breakdown phase). Simultaneously, we search conditions at which the discharge is sufficiently long and the plasma current high enough ($> 30 \div 50 \text{ kA}$). This optimization has been done with feedback of the plasma position not in operation. The equilibrium current is pre-programmed to start at $t_{\text{EFPS}} = 961 \text{ ms}$ and ramps up with $dI_{\text{EFPS}}/dt = 310 \text{ A/ms}$ to its maximum value $I_{\text{EFPS}} = 4.8 \text{ kA}$.

It is seen that, the loop voltage at the breakdown (the top panel) is predominantly determined by the maximum value $I_{\text{MFPS}}$, and its consequent fast ramp-down. The $U_{\text{loop}}$ versus pressure dependence for each value of $I_{\text{MFPS}}^{\text{max}}$ resembles the Paschen curve. It is seen that the $U_{\text{loop}}$ can be reduced down to 10 V at $I_{\text{MFPS}}^{\text{max}} = 8 \text{ kA}$, which is noticeably lower than the breakdown voltage achieved routinely on COMPASS-D at Culham ($\sim 15 \div 18 \text{ V}$). However, the discharge duration is less than 10 ms and the maximum plasma current $I_p < 30 \text{ kA}$ at these conditions.

The optimum pressure window ($40 \times 10^{-6} \div 90 \times 10^{-6} \text{ mbar of H}_2$) is marked in the figure by shadowing. We see that the discharge duration is long enough ($> 30 \text{ ms}$) to ramp-up the plasma current up to $\sim 90 \text{ kA}$ in this range of filling pressures.

Figure 8 presents an example of the discharge evolution. This 70 ms discharge, stopped by a disruption, was stable with a flat top phase at $I_p \sim 120 \text{ kA}$ and the line average density $\sim 10^{19} \text{ m}^{-3}$. Figure 9 shows the plasma behavior during this discharge observed by the Fast Visible Camera EDICAM in visible spectral range during different phases of the plasma shot—flat top phase, contact with vacuum vessel wall and shot termination by a disruption.

Commissioning of the fast feedback for plasma position is presently ongoing. The full performance including the elongated diverted plasma, maximum plasma current and H-mode discharges is planned to autumn 2010.

7. Conclusion

The COMPASS tokamak has been installed and put in operation in IPP Prague. Presently, COMPASS is in a test operation and the first obtained results were presented in the paper. The full plasma performance and an H-mode regime will be reached in Autumn 2010.
Fig. 7. Dependence of the loop voltage at the breakdown, the duration of the discharge and the maximum plasma current on the filling pressure at different values of $I_{\text{max MFPS}}$ (# 473-515)
Fig. 8. Temporal evolution of the loop voltage and plasma current

Fig. 9. Images of the plasma discharge by the fast camera in the visible range
After the installation of the NBI system, the COMPASS tokamak will be—together with JET and ASDEX-U—one of few tokamaks with highly ITER relevant plasmas. COMPASS will allow fast and low-cost implementation of technical modifications and programmatic adaptations if needed to optimize ITER relevant results.
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An experimental and modelling study of acetaldehyde oxidation by an atmospheric non-thermal plasma discharge
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Abstract. The results obtained for the degradation of acetaldehyde by an atmospheric plasma corona discharge in a wire to cylinder (WTC) configuration are reported. The process efficiency is characterized in terms of acetaldehyde removal efficiency as a function of the input energy. Main degradation products CO, CO₂, CH₃OH are identified and quantified. A homogenous 0D chemical model allows us to simulate the studied experimental conditions. Simulation results are in a quite good accuracy with experiments.
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1. General

Acetaldehyde (CH₃CHO) is a well known atmospheric and indoor pollutant, coming from natural emissions or human activities. But recent development of agrofuels, for which incomplete combustion produces great amounts of aldehydes, has strengthened the necessity of new abatement researches on this type of molecules [1]–[7].

Among the air and industrial exhaust gas possible treatments, atmospheric plasma processes have raised a particular interest and demonstrated a quite good efficiency [6], [7] particularly for acetaldehyde removal with [8]–[10] or without [11]–[13] a catalyst.
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This work is an experimental and modelling study of acetaldehyde degradation by an atmospheric pulsed plasma reactor device in a wire to cylinder (WTC) configuration.

2. Experimental part

The reactor used in the present work consists in a 100 µm diameter tungsten wire anode placed in a 20 mm diameter cylindrical steel cell (Fig. 1).

The atmospheric pressure pulsed corona discharge is generated with the help of a one-stage Marx generator. A capacitance is charged with an input voltage ranging between 10 kV and 25 kV, and discharged by means of active switches. The Marx generator makes use of a capacitor charging device (model Alimtronic CCR70P300 that delivers up to 70 kV at 8.65 mA). It produces voltage pulses with durations in the range 50 ÷ 350 ns. The rate of the voltage increase is of the order of 1 ÷ 2 kV per ns, while the peak values achieved may be as high as 25 kV. The discharge repetition rate can be varied between 1 and 100 pulses per second.

The discharge voltage is measured using a 100 MHz bandwidth high-voltage probe that allows monitoring voltage pulses with amplitude as high as 40 kV. The discharge current is acquired with a Pearson current monitor (model 287).
with a typical rise time of 5 ns. The signals delivered by the voltage and current probes are processed with a Lecroy model LC584AM oscilloscope, the bandwidth and sampling rate of which are 1 GHz and 8 GS/s, respectively.

The feed gas consists of N$_2$/O$_2$ mixtures with a small amount of CH$_3$CHO. The base values of oxygen and acetaldehyde concentrations in the feed gas are 5 % and 500 ppm, respectively. The oxygen contents in the feed gas was varied in the ranges 0 ÷ 20 %. The flow rate entering the discharge cell is monitored with three digital BRONKHORST HI-TEC mass flow-meters the full range of which are 5, 100 and 200 sccm, respectively. The relative experimental error on the flow measurements is 1 % of the full scale.

Acetaldehyde removal efficiency has been evaluated by measuring the pollutant residual concentration as well as the CO and CO$_2$ one in the cell outlet. Residual acetaldehyde measurements and oxidation by-products identification and quantification are achieved via a Shimadzu GC-2110 Gas chromatography device. The continuous monitoring of CO, CO$_2$ and H$_2$O concentrations is realised with a multi gas-analyser (Environnement S. A.), and ozone amounts are monitored by a UV analyser (IN USA).

The energy deposition of the investigated discharge was evaluated through the specific input energy, SIE. This parameter corresponds to the energy deposited per unit volume of inlet gas mixture in the discharge cell. It is obtained from the discharge pulse frequency, the energy deposited per pulse and the inlet gas flow rate using the following expression:

$$SIE = \frac{\text{Pulse energy} \times \text{Frequency} \times 60}{\text{Flow rate}}.$$  \hspace{1cm} (1)

When the residual fraction of acetaldehyde varies exponentially with the specific input energy SIE, the discharge efficiency for VOC’s conversion may be evaluated through the energy cost $\beta$ as follows:

$$\ln \frac{[\text{CH}_3\text{CHO}]_{\text{in}}}{[\text{CH}_3\text{CHO}]_{\text{out}}} = -\frac{SIE}{\beta};$$ \hspace{1cm} (2)

$[\text{CH}_3\text{CHO}]_{\text{in}}$ and $[\text{CH}_3\text{CHO}]_{\text{out}}$ are the concentrations of acetaldehyde in the feed gas and in the gas flow leaving the discharge cell, respectively.

The energy deposited during one discharge pulse is estimated from the measured current and voltage. Figure 2 shows typical voltage and current waveforms associated to the pulsed corona discharge. In the example shown here, the discharge current reaches a maximum of 60 A and is equal to 0 A after 200 ns. The energy absorbed by the discharge during a single pulse was evaluated by integrating the product of voltage and current over the discharge duration. The typical value for the energy deposited in the discharge ranges between 20 and 60 mJ per pulse, which corresponds to an average power of 1 W for a frequency of 1 kHz.
3. Experimental results

Experimentally, the acetaldehyde removal efficiency has been evaluated by studying the following parameters:

- Residual acetaldehyde as a function of the SIE.
- Detection and quantification of by-products.
- Carbon balance and CO$_2$/CO yields ratio.

**Pollutant removal efficiency**

Concerning the acetaldehyde removal efficiency, the results reported on Fig. 3 lead to two main observations:

One of them is a change of energetic cost between low and high SIE values. Indeed, for SIE values under 100 J/L, the energetic cost $\beta$ is around 103 J/L, whereas for SIE values over 100 J/L, $\beta$ decreases to 50 J/L. Considering that, in our conditions, higher SIE values are correlated to higher values of pulse frequency, one explanation could be the higher influence of pulse chemistry in acetaldehyde conversion at high SIE values comparing to post-discharge chemistry which is predominant at low SIE values.

The other observation is that our process is more efficient for an initial gas mixture containing O$_2$ than for a pure N$_2$ plasma.

In pure N$_2$ mixture, the removal efficiency reaches 80% at 200 J/L. This efficiency largely increases when adding a small amount of oxygen in the mixture. Using N$_2$ and 5% O$_2$, more than 90% of degradation of acetaldehyde...
is obtained with a SIE lower than 200 J/L. Adding more oxygen has a real benefit on the acetaldehyde conversion, but mainly for the highest value of SIE. Indeed, on the one hand, for a specific input energy equal to 35 J L$^{-1}$ the conversion of acetaldehyde increases only by 10 % when the percentage of O$_2$ increases from 5 to 20 %, whereas, on the other hand, at 150 J/L, acetaldehyde is almost totally converted with 20 % of O$_2$, 20 % of the initial acetaldehyde staying in the gas outlet for 5 % of O$_2$. 
Main detected by-products

The second part of this experimental work deals with the identification and quantification of the acetaldehyde decomposition by-products. In addition to CO and CO$_2$, methanol, methane, formaldehyde and acetic acid have been identified by gas chromatography, but only methanol and acetaldehyde have been precisely quantified.

Despite this fact, computed carbon balance including CO, CO$_2$, methanol, residual acetaldehyde and acetone gives a satisfactory result at low SIE with a variation between 70 % and 90 % of the initial carbon converted carbon (see Fig. 4). Results are less good at high SIE certainly due to a larger by-product distribution at those energies.

CO and CO$_2$ production

Concerning the CO and CO$_2$ production ratio after conversion of acetaldehyde, it has been estimated by following their yields in initial carbon percentage as a function of SIE. This yield is computed by the following expression:

$$
Yield \text{ of CO (} \% \text{ C}) = \frac{[\text{CO}]}{2 \times [\text{CH}_3\text{CHO}]_{\text{initial}}} \times 100. 
$$ (3)

Figure 5 illustrates the evolution of CO and CO$_2$ yields as a function of the specific input energy for two experimental conditions, without or with 5 % of O$_2$ in the N$_2$/acetaldehyde inlet mixture.
CO and CO\textsubscript{2} production results show clearly a difference between plasma with O\textsubscript{2} and plasma without O\textsubscript{2} for the CO/CO\textsubscript{2} ratio. In a first analysis, it is not surprising that addition of O\textsubscript{2} leads to an inversion in the CO/CO\textsubscript{2} ratio, CO\textsubscript{2} concentration being predominant on CO one in oxygenated plasma, whereas in pure N\textsubscript{2} plasma, CO amounts are greater than CO\textsubscript{2} ones with factor 2.5. The interesting point is in the relatively great amount of CO\textsubscript{2} formed in pure N\textsubscript{2} conditions, whereas the only source of O atom is in the C=O bond and the C=O bond energy is around 10 eV. We could consider two possible pathways of C=O bond breaking. Whereas the mean electron energy in the plasma is around 3 ÷ 4 eV, a small part of the electron corresponding to the tail of the electron distribution function, can be involved in the C=O bond breaking. Metastable states of nitrogen (N\textsubscript{2} (A, B, C,)) may also be involved in the bond breaking of C=O. We are still working on that point. An analysis on possible other pathways of formation of O or OH active species is still in progress.

**Methanol and acetone production**

Concerning methanol formation its production seems to be independent of the amount of O\textsubscript{2} in the initial mixture, but decreased by the factor 2 in absence of oxygen, as shown in Figs. 6 and 7.

This is certainly due the production of a great amount of atomic O radicals in the N\textsubscript{2}/O\textsubscript{2} discharge, which react with the CH\textsubscript{3} radicals (directly produced by acetaldehyde decomposition) to form CH\textsubscript{3}O radicals. Then, CH\textsubscript{3}O radicals react with other CH\textsubscript{3}O radicals to form formaldehyde and methanol. This main way of methanol production is cut in N\textsubscript{2} plasma due to the low quantity of O generated in this type of plasma.

Concerning acetone production, Fig. 7 clearly shows that this molecule is formed in small amount in both conditions, even if its formation is enhanced in pure N\textsubscript{2}. This is probably due to the fact that acetone is formed by recombination between methyl and acetyl radical, this pathway being certainly of minor importance in oxygen rich conditions because of the high reactivity between acetyl radical and oxygenated species O and O\textsubscript{2}. Another explanation could be that CH\textsubscript{3}CO is mainly produced in O\textsubscript{2} containing plasma by H abstraction by O and OH active species and this pathway begins very minor or disappears in pure N\textsubscript{2} plasma.

**4. Modelling part**

**Description of the model**

To understand the chemistry and to confirm suspected pathways of decomposition of acetaldehyde as well as to identify other minor by-products, a 0D model of the discharge cell has been developed for this work.
It consists in a quasi homogeneous model which is a adaptation of a former model developed for the study of acetylene discharge in a pin to plane configuration [14].

A major problem encountered in the present wire to cylinder configuration was to estimate the medium number of streamers appearing between the cathode and the anode during one pulse. First investigations lead us to a medium number of 400 streamers appearing during a discharge pulse on the 200 mm wire electrode.
Concerning the chemical scheme, our model includes 90 species reacting in 450 elementary processes. In this chemical scheme some essential reactions often reported in the literature for acetaldehyde decomposition at atmospheric pressure [8]–[11] have been introduced:

- Electronic impacts for CH$_3$CHO decomposition, even if the 200 ns discharge time is quite small comparing the post discharge time (100 to 1000 ms).
- Collision of acetaldehyde with N$_2$ molecules at the first electronic excited state, (mainly N$_2$(A$^3\Sigma^+$) and N$_2$(a$^1\Sigma^-$); even if these species have a short life-time in the post-discharge, they seem to play a great role in the pollutant removal when the pulse frequency is high enough.
- Metathesis CH$_3$CHO decomposition reactions by main active species (O, OH, H, CH$_3$O), which play the major role in the pollutant removal due to their long lifetime in the post-discharge.

**Comparison between model and experiments**

Simulated results for conversion of acetaldehyde are shown in Fig. 8. Quite a good accordance between results and simulation for acetaldehyde conversion can be noticed.

The selected model has allowed us to reproduce the change of energetic cost $\beta$ observed experimentally for an SIE exceeding 100 J L$^{-1}$.

Concerning the simulation results obtained for main byproduct concentrations, comparison between experiments and simulations has shown a very good accordance for O$_3$ (see Fig. 9) and CH$_3$OH (see Fig. 10). This globally means that chemistry of active species like O and O$_2$ is well described by the model.
Nevertheless, the simulated results obtained for CO₂ and CO concentrations represents twice as much than those experimentally obtained (see Fig. 9). This difference can be explained by the simplifications introduced in the model for the decomposition of active radical like CH₃CO, CH₃ or CHO.

This hypothesis is confirmed by the flow analysis achieved for CO₂ and CO main pathways of formation illustrated respectively by Figs. 11 and 12. Both species are products coming from acetyl radical (CH₃CO) decomposition
which is directly produced from acetaldehyde decomposition. Then 90% of computed consumption flow of CH$_3$CO is converted in CO$_2$ and CH$_3$ by O and O$_2$ addition.

Concerning CO pathways of formation, simulations give two major ways of formation implying addition of O or O$_2$ on CH$_3$ methyl radical and CHO formyl radical, two species directly formed by acetaldehyde decomposition and for CH$_3$ by CH$_3$CO decomposition.
Simplifying the reaction scheme by neglecting other pathways of consumption of CH$_3$CO radical (such as CH$_3$CO self-recombination or recombination with HO$_2$ or CH$_3$O) leads logically to higher computed concentrations for CO$_2$ and CO than measured ones.

As a conclusion it can be noticed that the quasi-homogeneous model used in this study reproduces in a good scale the reactivity of the plasma discharge, but some decomposition pathways of acetaldehyde by-products have to be re-investigated.

5. Conclusion

The combined experimental and modelling studies presented in this paper has allowed us to have a first picture of the performance of a pulsed corona discharge working in the nanosecond regime in a wire to cylinder configuration for acetaldehyde removal.

It has been demonstrated that our WTC configuration allows a quantitative oxidation of acetaldehyde (more than 90% conversion) for a specific input energy around 200 J L$^{-1}$ at ambient temperature and at low oxygen concentration (5%) in the inlet gas mixture. This efficiency can reach a total removal of the 1000 ppmc of acetaldehyde introduced initially, if they are mixed with 20% of O$_2$, and with only a 150 J L$^{-1}$ specific input energy.

The quasi-homogeneous model proposed in this study has permitted to have a first approach of the reactivity of acetaldehyde and has allowed us to reproduce with a quite good accordance the main by-products concentration for CO, CO$_2$, O$_3$ and CH$_3$OH.
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Abstract. A novel approach to ICF called shock ignition, that relies on delivery of a very strong shock created by a laser pulse at intensities around $10^{16}$ W cm$^{-2}$, is investigated. In this context, an experiment using two beams from the Prague Asterix Laser System with time duration of 300 ps was performed at the PALS laboratory. The first beam at low intensity was used to create extended preformed plasma, and the second one to create a strong shock. Several diagnostics were used to characterize the preformed plasma and the interaction of the main pulse with the target.
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Introduction

Shock ignition is a novel approach to Inertial Confinement Fusion (ICF) [1], which, like fast ignition, is based on the separation of the compression and ignition phases. The first phase implies “normal” compression of a thermonuclear DT pellet with nanosecond laser beams at intensity $I \approx 10^{14} \text{ Wcm}^{-2}$. Several experiments in the past have already shown that compression to a regime of interest for ICF is possible [2] while they failed to achieve ignition using the classical central hot spot isobaric approach [3]. The second phase relies on delivery of a very strong shock (pressure $P$ about several hundred Mbar), created by a laser pulse at intensities $I \approx 10^{15} \div 10^{16} \text{ Wcm}^{-2}$, which heats the central part of the compressed fuel and creates the conditions for ignition. This scheme could also allow to get ignition using a smaller laser energy for compression (a few hundred kJ plus about 100 kJ for ignition); of course this implies that higher gains are achievable.

One of the main problems with the shock ignition approach is that such intensity regime has not been studied much in the past in the framework of ICF studies because parametric instabilities may easily develop and reflect a substantial amount of the incident laser light. Also the final driving pulse should propagate through a well-extended plasma corona, which may act to decouple the pulse from the compressed core.

In this context, we have recently performed an experiment at the PALS laboratory using two beams from the Prague Asterix Laser System. The first beam at low intensity was used to create extended preformed plasma, and the second one to create a strong shock. Goals of the experiment were:

1. To study the effect of laser–plasma instabilities at $I \approx 10^{16} \text{ Wcm}^{-2}$. Do they develop? How much light do they reflect? Do they create many hot electrons and at what energy?
2. To study the coupling of the high-intensity laser beam to the payload through an extended plasma corona. Is it really possible, under such conditions, to create a strong shock?

The experiment concluded in April 2010. Here we just present a preliminary analysis of the results.

Experimental set-up

The experiment was divided into two phases. Phase 1 was dedicated to the creation of the extended preplasma and its characterization with:

1. X-ray deflectometry, using the PALS X-ray laser to get density profiles.
2. X-ray spectroscopy, to obtain plasma temperature.
3. X-ray pin-hole cameras, to obtain the transversal size of preplasma.
Phase 2 addressed the characterization of shock formation and laser–plasma interaction. The interaction of the main pulse has been studied using:

1. Energy encoded X-ray pin-hole camera (EEPHC) to measure plasma extension and characterize its emission.
2. Ion diagnostics (ion collectors).
3. Shock chronometry (measuring the self emission from the target rear side with a streak camera).
4. Optical imaging, spectroscopy, and calorimetry of back reflected radiation to evaluate the onset and amount of back reflected light from parametric instabilities: Stimulated Raman Scattering, Stimulated Brillouin Scattering, and Two Plasmon Decay (SRS, SBS, TPD).

The PALS system is an Iodine Laser delivering a pulse at \( \lambda = 1.3 \mu m \), duration = 300 ps, and maximum energy \( E = 1 \text{ kJ} \) in the fundamental frequency. Such a beam was linearly focused and used in Phase 1 to create the XRL beam for diagnostics [4]. To create the strong shock in Phase 2, we converted the beam to the third harmonic (getting \( \lambda = 438 \text{ nm} \) and \( E \leq 500 \text{ J} \)). Such a beam was used in Phase 1 to create the XRL beam for diagnostics, and in Phase 2 to create the strong shock. In this case it was focused to a spot of diameter 100 \( \mu m \) to get the intensity \( I \approx 10^{16} \text{ Wcm}^{-2} \).

Using the scaling law reported in [3] and measuring \( I \) in \( \text{Wcm}^{-2} \) and \( \lambda \) in \( \mu m \), one gets

\[
P = 8.6 \cdot \left( \frac{I}{10^{14} \lambda} \right)^{2/3} \cdot \left( \frac{A}{2Z} \right)^{1/3} \approx 320 \text{ Mbar}
\]  

(1)

where \( A \) and \( Z \) are the atomic weight and atomic number of the target material, respectively.

The auxiliary beam creating extended plasma was operating at the fundamental with \( E = 30 \text{ J} \), \( \lambda = 1.3 \mu m \), pulse duration = 300 ps. This was focused to an extended spot (diameter \( \leq 1 \text{ mm} \)), in order to create an approximately 1D expanding plasma, providing an intensity \( I \leq 2 \times 10^{13} \text{ Wcm}^{-2} \).

The use of the fundamental wavelength was important because it allows getting a relatively high temperature at the critical surface despite of the low intensity, which allows a better simulation of the conditions of the plasma corona in an ICF target. With the same scaling as above one gets

\[
T_e = 10^{-6} \cdot [I \cdot \lambda^2]^{2/3} \approx 750 \text{ eV}.
\]  

(2)

The principle of the experiment is shown in Fig 1. We used stepped targets allowing to deduce pressure from shock breakout chronometry [5].

There are of course several constraints on the target. We used two layers. The first CH layer simulated the low-Z material of a pellet shell. The second
Al layer was used because Al is a standard material for shock measurements. In principle the CH thickness must allow for the second shock to catch up the first shock in CH. The choice of the Al thickness is a compromise: with thin Al, the pressure measurement occurs before the end of the main pulse (before the rarefaction wave launched at the end of the pulse catches up with the shock); on the other side, thick Al increases the time resolution. The final target configuration included a 25 $\mu$m CH layer (containing Cl to allow for X-ray spectroscopy) and a 25 $\mu$m Al layer (plus 10 $\mu$m Al step on some targets). Targets were produced at the the target preparation facility at the Rutherford Appleton Laboratory (UK).

Experimental results: Phase 1

The density measurements were performed using XRL deflectometry, a technique based on the deformation of Talbot pattern of 2D grating caused by gradients of index of refraction (electron density) of the plasma [6]. Assuming cylindrical symmetry allows resolving the electron density profile via inverse Abel transform. The scheme is shown in Fig. 2. The basic principle relies on the fact that each “ray” selected by the grid arrives onto the detector with an angle which is dependent on the deviation accumulated while travelling through the plasma, which in each position bends the ray according to the local refraction index.
A Ne-like zinc X-ray laser was used, emitting at 21.2 nm, operated in single pass providing 150 ps pulses of 200 μJ. A Mo-Si multilayered spherical mirror with focal length \( f = 250 \text{ mm} \) was used to image the plasma on back-illuminated X-ray CCD with magnification \( M = 8.2 \). A 0.5 mm diameter pinhole was put to the image of the XRL source (2800 mm from the imaging mirror), to reduce the signal from plasma self-emission. The 100 μm period laser-drilled grid made of 5 μm thick steel was at 1275 mm from CCD. Figure 3 shows both the deviation pattern and the obtained 2D density profiles 0.3 ns and 0.9 ns after the arrival driving pulse.

From such images we see that the plasma with electron density \( n_e > 10^{20} \text{ cm}^{-3} \) extends over 200 μm (perpendicularly to target surface) and over 800 μm radially (comparable to the expected spot size \( \approx 1 \text{ mm} \)). These numbers are also confirmed by X-ray pin-hole camera (PHC) images) The X-ray keV spectrometer used a flat ADP (ammonium dihydrogen phosphate) crystal with the crystal interplanar spacing \( 2d \approx 10.659 \text{ Å} \) placed at about 20 cm from the source and with a Bragg angle of about 19°. It was used to characterize the X-ray spectra from pre-plasma with an observed range from 2600 to 3600 eV. We detected X-ray lines from Li-, He- and H-like Cl ions. However the spectral resolution was poor due to large source size (about 1 mm implying a line width \( \Delta E \approx 40 \text{ eV} \)). We used RATION [7] to simulate the obtained Cl spectra and we got a qualitative agreement for a plasma \( T_e \approx 300 \text{ eV} \) which makes the He and Li lines are comparable, as it happens in the experimental spectrum. This temperature is lower than expected, but detailed analysis is in progress.

The spectrometer was also used in Phase 2 but there were no significant changes in spectrum although with the main laser \( T_e \) should drastically increase. We suspect that this is due to volume effect (the heated preplasma is substantially smaller than the preplasma due to the different focal spot size).
Fig. 3. Experimental results from XRL deflectometry. Up: probing of CH plasma by XRL beam 0.3 ns after driving pulse arrival; a) reference pattern without plasma, b) signal recorded when probing the plasma, c) field of pattern deformation; down: 2D electron density profiles (in cm$^{-3}$) at 0.3 ns and 0.9 ns after the arrival driving pulse.
Experimental results: Phase 2

In phase 2, we used the Energy encoded X-ray PHC [8], [9] to get a characterization of the plasma size (heated by the main pulse) as well as its spectroscopic characterization and a possible signature from hot electrons. When using such a diagnostics we added a thin (1 µm) Cu layer between Al and CH. We also used Ti/Cu targets (no exploitable result was obtained without main beam, i.e. in Phase 1). Figure 4 shows a result obtained with a Al/Cu/CHCl target shooting with both the main drive beam and the prepulse (creation beam). It shows a focal spot diameter FWHM ≈ 100 µm, and it also implies the presence of K-α photons from the Cu layer.

![Image](image.png)

Fig. 4. Typical image obtained with Energy encoded PHC.

For fast electrons at intensity $10^{16}$ Wcm$^{-2}$, from the scaling shown in [10] one expects

$$T_e = 100 \cdot [I \cdot \lambda^2 \cdot 10^{-17}]^{1/3} \leq 50 \text{ keV}$$

(although higher energies may be produced by SRS). The typical penetration range of hot electrons with such energy is less than 7 µm in Cu, and 40 µm in CH. Images like that in Fig. 4 were obtained at energies corresponding to the K-α lines of both Cu and Ti, thereby confirming the presence of fast electrons (the work is in progress to try retrieving the exact hot electron energy). The source size did not exceed 100 µm, which can be assumed to characterize the focal spot of the main beam (due to the low penetration range of such hot
Fig. 5. Results from the ion diagnostics; left: ion energy vs. prepulse delay, right: ion yield vs. prepulse delay

electrons). The results for spectroscopy obtained by EEPHC showed the presence of Cu K-α and K-β lines as well as of a bremsstrahlung tail corresponding to a temperature of 600 eV (much lower than expected; however, a detailed analysis is still in progress).

The ion emission diagnostics used an ion collector on the target front side [11]. In order to interpret the obtained ion spectra we used a Maxwell–Boltzmann–Coulomb shifted function [12]

$$F(t) = A \cdot \left( \frac{m}{2\pi kT} \right)^{2/3} \cdot \left( \frac{L^4}{t^5} \right) \cdot \exp \left( - \left( \frac{m}{2\pi kT} \right) \left( \frac{L}{t} - \sqrt{\frac{\gamma kT}{m}} - \sqrt{\frac{2zeV_0}{m}} \right)^{2} \right),$$

where $m$ is the ion mass, $kT$ the equivalent temperature, $L$ is the target–detector distance, $\gamma$ the adiabatic coefficient, $ze$ the ion charge and $V_0$ the equivalent voltage developed in the non-equilibrium plasma. Analysis of the ion spectra also allows obtaining the plasma temperature, which in this case was of about 1500 eV. Again, this is quite low when considering that in this case the laser intensity on target was much higher ($I = 10^{16}$ Wcm$^{-2}$). Ion spectra were also measured with both the main beam and the prepulse beam changing the delay between the two. Figure 5 shows the typical ion energy and the ion yield vs. prepulse delay and presents a typical “bell shape” behaviour.

As for shock chronometry, a typical result is shown in Fig. 6. The measurement of shock velocity provides the value of shock pressure using an EOS (equation of state) model (we used the Sesame tables [13]). With stepped targets, we got two independent measurements per shot, i.e. the $\Delta t$ between irradiation and first shock breakout on the base of the target, and the $\Delta t$ between breakout on base and on step.
The shot in Fig. 6 provides a shock velocity (measured in the step) of 20.2 km s\(^{-1}\), corresponding to the pressure \(P = 6.3\) Mbar. Although this measured value of \(P\) is very low, it may not be in contradiction with expectations. Indeed, we must notice how in our experimental configuration the shock pressure undergoes a rapid decrease due to

i) 2D effects during shock propagation,

ii) the relaxation waves originating from front side when the laser turns off.

To check this, we performed some preliminary simulations using the hydrocode MULTI 2D [14], which for an irradiation \(I \approx 2 \times 10^{15}\) Wcm\(^{-2}\) (corresponding to a generated pressure on the target front side of \(P \approx 100\) Mbar) leads to a delay of shock breakout of \(\Delta t \approx 600\) ps (as in experimental results), and measured an average shock pressure in the step \(P \approx 10\) Mbar.

Another interesting feature of shock chronometry is that if we plot the time of first shock breakout (delay between irradiation time and breakout on the base of the target) (see Fig. 7), we get the same “bell shape” behaviour of ion measurements, i.e., the values of shock breakout time for \(\Delta t = 500\) ps are very close to those without prepulse.

Let us finally come to the backscattering diagnostics. A beam splitter (reflectivity 1\%) was installed before the main focusing lens to collect back reflected light. This was further split into different beam lines performing, respectively, imaging of the focal spot region at \(\omega\) (438 nm), imaging at \(\omega/2\), spectrometry and calorimetry. The whole system included three lenses: the main focusing lens (\(f = 60\) cm), a lens with \(f = 170\) cm after the beam splitter.
Fig. 7. Shock chronometry: breakout on base vs. prepulse time delay

and (for the imaging systems only) a microscope objective with 10 × magnification placed before the CCDs.

The spectroscopic diagnostics allowed measuring TPD (with typical emission at $3\omega/2$) and SRS (with emission between $\omega$, corresponding to the low density regions of the plasma corona, $n_e \approx 0$, and $\omega/2$, corresponding to $n_e \approx n_c/4$, where $n_c$ is the critical density of the laser). However, SBS was not detectable because the spectral shift in this case was too low compared to the spectral resolution of the used spectrometer so that SBS could not be distinguished from the scattered light at the fundamental wavelength. Figure 8 shows some examples of SRS spectra. We notice that the spectral shape does not seem to be affected by the prepulse to main pulse time delay.

We remind that SRS spectra are characterized by the emission wavelength

$$\lambda_{SRS} = \lambda_0 \cdot \left[ 1 - \left( \frac{n_e}{n_c} \right)^{1/2} \cdot (1 + 3k^2\lambda_D^2)^{1/2} \right]^{-1}$$

where $\lambda_D$ is the plasma (local) Debye length. We then see that all our spectra are characterized by a blue cut-off due to Landau damping ($k\lambda_D \approx 0.2$) while no emission from the plasma region with electron density $n_c/4$ was observed. It may imply depletion of the laser pump due to strong delocalised collisional absorption in the plasma corona (again, the work is in progress).
As for the back scattering calorimetry, we found that a surprisingly small fraction of light (less than 5% in all cases) was backscattered in our experimental conditions ($I \approx 10^{15} \div 10^{16} \text{ Wcm}^{-2}$, $\lambda = 438 \text{ nm}$). This appears to be in contrast with the results obtained at the Omega facility [15] which gave 33% back reflection at $I \approx 8 \times 10^{15} \text{ Wcm}^{-2}$, and also with results from numerical simulations [16] which also predict large SRS. Although this could be a good news for shock ignition, the detailed reasons for this result still remain to be investigated and understood.

**Conclusions**

The feasibility of the shock ignition approach to ICF critically relies on the ability to produce a strong shock by coupling an intense laser beam to a payload through an extended plasma corona. In turn it critically depends on the amount of light, which is reflected by parametric instabilities, and the amount and energy of the hot electrons generated in the process. The analysis of our results is still preliminary. However we are confident that the detailed characterization of the preplasma and the plasma conditions will finally allow a precise comparison with numerical simulations.

At the moment our data show a comparatively negligible amount of back-reflected light and seem to confirm that a strong shock may, indeed, be generated. On the other side, the “bell shape” behaviour of shock chronometry and ion diagnostics data seem to suggest that the plasma is dispersed in about
500 ps (data without a preplasma are, indeed, comparable to those obtained with a prepulse to main pulse delay of 500 ps). However, this conclusion does not seem to be supported by XRL deflectometry data (which show that the plasma is still present as late as 900 ps after irradiation with the auxiliary beam) nor by SRS data, which show similar spectra for all delays.
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Precise evaluation of the plasma potential in COMPASS tokamak divertor area
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Abstract. In this paper we report results of the precise evaluation of the plasma potential, the electron temperatures and the electron densities during the current shot in He and H in the COMPASS tokamak (IPP.CR, Prague, Czech Republic). The results obtained from processing the data measured by divertor probes confirmed the applicability of the technique proposed. The accuracy of the values evaluated is discussed. The comparison with results from model calculations based on an extended formula for the electron probe current, as well as from a classical method, shows a satisfactory agreement. The results presented demonstrate that the procedure proposed allows one to acquire additional plasma parameters using the electron part of the current–voltage Langmuir probe characteristics in tokamak edge plasma probe measurements in comparison with the classical method, which uses the ion part of the IV characteristics.
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1. Introduction

Among the contact methods of plasma diagnostics, the electric probes are the most reliable diagnostic tools allowing one to measure edge plasma parameters with a sufficiently high temporal and spatial resolution. In non-magnetized low-density plasmas Langmuir probes (LP) allow local measurements of the plasma potential, the charged particles density and the electron energy distribution functions, \( f(\varepsilon) \) (EEDF) [1]–[7].

In magnetized plasma, the interpretation of the electron part of current–voltage (IV) characteristics above the floating potential, \( U_{fl} \), still remains difficult [8] because the electron part of the IV characteristics is distorted due to the influence of the magnetic field. For this reason, in the strongly magnetized tokamak plasmas, the ion saturation branch of the IV and the part around the floating potential are usually used when retrieving the plasma parameters [9]. This classical method assumes a Maxwellian EDF for the electrons only, but in fact does not measure the real one. The approximation for the probe current around the floating potential, \( U_{fl} \), and ion saturation current, \( I_{is} \), is [10]

\[
I(U) = I_{is} \left\{ 1 - \exp \left[ -\frac{e (U_{fl} - U)}{kT_e} \right] \right\},
\]

where \( I_{is} \approx 0.5n_e c_s A_{pr} e \); \( n_e \) and \( e \) are the electron density and charge; \( c_s = [k(T_e + T_i)/m_i]^{1/2} \) is the (isothermal) ion acoustic velocity; and \( A_{pr} \) is the probe area. The difference between the floating potential and the plasma potential is given by [10]

\[
U_{sf} = \frac{kT_e}{2e} \ln \left[ \frac{2\pi m_e}{m_i} \left( 1 + \frac{T_i}{T_e} \right) (1 - \delta)^{-2} \right].
\]

For example, for H\(^{+} \) ions, \( T_i = T_e \) and the secondary electron emission coefficient \( \delta = 0 \), one obtains \( U_{sf} \approx -2.5kT_e/e \). In [11] the value \( U_{sf} \approx -3.4kT_e/e \) is calculated for a large probe in isothermal plasma. In general this is in agreement with the commonly stated approximation that “the plasma potential is \( \approx 3T_e \) above \( U_{fl} \)”.

It is clear that the small uncertainties in the measured ion saturation branch of the IV can lead to a significant error in the evaluation of the plasma potential. On the other hand, the precise evaluation of the plasma potential and the real EEDF is of great importance in understanding the underlying physics of the processes occurring at the plasma edge in tokamaks, such as the formation of transport barriers, plasma-wall interactions, edge plasma turbulence, etc.

We recently proposed a first-derivative probe method [8] for precise evaluation of the plasma potential and the EEDF from the first derivative of the
electron current of the IV characteristics. The method was successfully applied in the investigation in the old Czech CASTOR tokamak. In this paper we report results of the evaluation of the plasma potential, the electron temperatures and the electron densities during the current shot in He and H in the new COMPASS tokamak (IPP.CR, Prague, the Czech Republic). The results obtained from the data measured by divertor probes confirmed the applicability of the technique proposed.

2. First derivative Langmuir probe method

The first-derivative probe method for evaluating the plasma parameters in tokamak edge plasma was published and discussed in details in [8]. The theory for magnetized plasmas was developed for LPs in a non-local approach when the electrons reach the probe in a diffusion regime [12]. The tokamak plasma is usually considered as non-collisional plasma. The edge plasma is strongly turbulent plasma. In the turbulence, the electric field vector changes its orientation in arbitrary directions. This causes changes in the direction of the electrons motion but does not change their kinetic energy. The result is similar to the case of elastic collisions [13], so that to evaluate the EEDF for turbulent edge plasma we can use the method presented in [12]. It was shown there that the electron current flowing to a cylindrical probe negatively biased by potential $U_p$ is given by

$$I_e(U) = -\frac{8\pi e S}{3m^2} \int_{eU}^{\infty} \frac{(W - eU)f(W) dW}{\gamma(W) \left[1 + \frac{(W-eU)}{W}\psi(W)\right]}, \quad (3)$$

where $W$ is the electron energy; $e$, $m$ and $n$ are the electron charge, mass and density; $S$ is the probe area; $U$ is the probe potential with respect to the plasma potential $U_{pl}$ ($U = U_p - U_{pl}$). The geometric factor $\gamma = \gamma(R/\lambda)$ assumes values in the range $0.71 \leq \gamma \leq 4/3$ ($R$ being the probe radius) [12]. Here $f(W)$ is the isotropic EEDF normalized by

$$\frac{4\pi \sqrt{2}}{m^{3/2}} \int_0^{\infty} f(W) \sqrt{W} dW = \int_0^{\infty} f(\varepsilon) \sqrt{\varepsilon} d\varepsilon = n \quad (4)$$

and the diffusion parameter $\psi(W)$ is given by

$$\psi(W) = \frac{1}{\gamma \lambda(W)} \int_R^{\infty} \frac{D(W) dr}{(r/R)D(W - e\varphi(r))}. \quad (5)$$
Here \( D = \frac{v \lambda(W)}{3} \) is the diffusion coefficient, where \( \lambda(W) \) is the free path of the electrons with velocity \( v \) and energy \( W \); \( R \) is the probe radius and \( \varphi(r) \) is the potential variation introduced by the probe. As it was shown in [8] for probes oriented perpendicular to the magnetic field, the diffusion parameter is

\[
\psi_\perp(W) = \frac{R \ln \left( \frac{\pi L'}{4R} \right)}{16 \gamma R L(W, B)}.
\] (6)

For probes oriented parallel with respect to the magnetic field, the area disturbed by the probe is assumed to be an oblate ellipsoid of revolution and the diffusion parameter can be written as

\[
\psi_\parallel(W) = \frac{\pi L'}{64 \gamma R L(W, B)}.
\] (7)

Here \( L' \) and \( R L(W, B) \) are the characteristic length of the turbulences and the electron Larmor radius.

It was shown in [8] that at strong magnetic fields, i.e., for high values of the diffusion parameter \( \psi(W) = \psi_0 / \sqrt{W} \gg 1 \), the minimum of the first derivative of the IV characteristics is shifted negatively by a value of \( 1.5 T_e \) with respect to the plasma potential. The model calculations of the electron probe current for a Maxwellian EEDF \( (T_e = 10 \text{ eV}) \) using equation (3) are presented in Fig. 1. Figure 2 shows its first derivatives for different values of \( \psi_0 \).

![Graph showing model calculations for a Maxwellian EEDF (T_e = 10 eV) of the IV characteristics (Eq. (3)) at different values of \( \psi_0 \) in the diffusion parameter \( \psi(W) = \psi_0 / \sqrt{W} \).]
In this case, and in order to evaluate accurately $U_{pl}$, we propose the following procedure: the electron temperature is evaluated from the slope in logarithmic scale of the first derivative of the non-distorted part of the experimental IV characteristics. Using this temperature, a model curve of the first derivative (derivative of equation (3)) is calculated. Then the best fit with the experimental first derivative provides the value of the plasma potential.

![Model calculations for a Maxwellian EEDF ($T_e = 10$ eV) of the first derivative of the IV characteristics at different values of $\psi_0$ in the diffusion parameter equation $\psi(W) = \psi_0/\sqrt{W}$](image)

As it was shown [8], the EEDF is not represented by the second derivative of the electron probe current (Druyvesteyn formula) but rather by its first derivative.

$$I_e'(U) = -\text{const} \frac{eU\sqrt{eU}}{\psi_0} f(eU)$$

(8)

Taking into account equation (6) for the EEDF measured by a cylindrical probe perpendicular to the magnetic field, we obtain

$$f(\varepsilon) = -\frac{3\sqrt{2mR\ln\left(\frac{\pi L'}{4R}\right)}}{32e^3SR_L(\varepsilon,B)U} d\bar{U}.$$  

(9)

The EEDF measured by a cylindrical probe parallel to the magnetic field is expressed as

$$f(\varepsilon) = -\frac{3\pi\sqrt{2mL'}}{128e^3SR_L(\varepsilon,B)U} d\bar{U}.$$  

(10)
3. Langmuir probe measurements in COMPASS divertor area

The divertor probe system on COMPASS consists of 39 graphite single Langmuir probes embedded in the divertor target, providing profiles with typical spatial resolution in the poloidal direction down to 5 mm. The probe area exposed in the plasma is \( S = 112.5 \times 10^{-6} \text{m}^2 \).

During the starting campaign of the new Czech COMPASS, IPP tokamak, probe measurements were performed in \( \text{H}_2 \) and He plasma. As it was found, the signals on the divertor probes appeared at the end of the discharge, when the plasma column moved downward. The duration of the measurable signal was about 5 ms. The signal varied in time so that we did not observe any quasi-stationary phase, which is required to measure the IV characteristics in a standard way, when the sweeping voltage should have a triangular shape and the ramp-up/ramp-down phases should be as short as possible (0.5 ms).

The record of the sweeping probe bias \( U_p \) (a) from Kepco 100-4M and the probe current \( I \) (b) during shot 889 in probe #4 (working gas He) is presented in Fig. 4.

We processed the probe IV characteristics #2, #7 and #8 as indicated in Fig. 4b. The IV #1, #3, #4, #5 and #6 are too noisy. The data measured was processed by the classical method [10], which makes use of the ion saturation part and the part around floating potential of the IV characteristics, as well as by the first derivative probe method [8].
To demonstrate the procedure of evaluating $U_{pl}$, $f(\varepsilon)$ and $n$, we will analyze a single IV characteristics, shot 889 for probe #4; working gas He, presented in Fig. 5.
Figure 6 presents the first derivative of the smoothed IV curve. In the same figure the fit with the model curve (first derivative of equation (3)) is presented. Using this comparison one can evaluate the plasma potential $U_{pl} = 21$ V. One can also observe there a more or less pronounced bend in the experimental curve. In practice, even a small increment of $I(U)$ at a probe potential $U$ positive with respect to plasma potential leads to $I'(U)$ deviating from zero at $U_{pl}$. Additional reasons for this feature come are the plasma potential fluctuations due to the plasma turbulence and the smoothing of the experimental IV characteristics.

Figure 7 presents the EEDF obtained for perpendicular probe #4, shot 889, by using equation (10) (dots). The EEDF may be approximated by a Maxwellian with electron temperature $T = 14$ eV (solid line). The electron density is calculated by using equation (4).
For comparison, Fig. 8 presents the results for the electron temperature and density obtained by the classical method. As one can see, the agreement is satisfactory.

Similar results were acquired from shot 976 with working gas H\(_2\). Examples are presented in Figs. 9–13.
Examples of the results obtained are presented in Table 1. The uncertainties in the values are calculated by regression analysis. The best fit of the plasma potential values has accuracy of about 10%. For comparison, the last table row presents the values intervals obtained by the classical method. The lower limit was estimated by using equation (2). The difference between the floating and the plasma potential is $U_{sf} \approx -2.5kT_e/e$ for $H^+$ and $U_{sf} \approx -2.8kT_e/e$ for $He^+$ (here the electron temperature is in units of K). The divertor probes are of a relatively high size, which is why we used as an upper limit the expressions $U_{sf} \approx -3.4kT_e/e$ for $H^+$ and $U_{sf} \approx -4.1kT_e/e$ for $He^+$ [11]. One can see that our estimates agree well with the intervals yielded by the classical method and are closer to the upper limits. This confirms the assumption of large probe approach.

Table 1. Results

<table>
<thead>
<tr>
<th></th>
<th>He, shot 889</th>
<th>H$_2$, shot 976</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IV2</td>
<td>IV7</td>
</tr>
<tr>
<td>$T_e$, eV</td>
<td>15 ± 0.5</td>
<td>14 ± 0.3</td>
</tr>
<tr>
<td>$n_e$, m$^{-3}$</td>
<td>$(2.2 \pm 0.4) \times 10^{18}$</td>
<td>$(1.8 \pm 0.3) \times 10^{18}$</td>
</tr>
<tr>
<td>$U_{pl}$, V</td>
<td>29 ± 3</td>
<td>21 ± 2</td>
</tr>
<tr>
<td>$U_{pl}$, V (classical method)</td>
<td>19 $\div$ 37</td>
<td>18 $\div$ 35</td>
</tr>
</tbody>
</table>
Finally, using the values obtained by the first derivative probe method we performed model calculations for the IV characteristics (eq. (3)). Examples of the comparison with the experimental IV curves are presented in Fig. 14. The good agreement between the model and experimental curves can be seen.

Fig. 11. First derivative of the smoothed experimental IV curve (dots), shot 976 for probe #4, IV3; model curve – solid line

Fig. 12. The EEDF obtained by using the first derivative probe method
Fig. 13. Single IV characteristics, shot 976, for probe #4, IV3 and calculated by the classical method (solid line) using equation (1).

Fig. 14. Comparison between model calculations (solid lines) and IV7 for He and IV3 for \( \text{H}_2 \) (dots).

4. Conclusions

The first derivative probe method was used for precise evaluation of the plasma potential, the EEDF (or, respectively, the electron temperature) and the electron density during the current shots in the COMPASS tokamak, (IPP.CR, Prague, Czech Republic).

- The results obtained after processing the data measured by divertor probes in \( \text{H}_2 \) and He plasma are reported.
- The accuracy of the values evaluated is discussed.
- The comparisons with model calculations based on an extended formula for the electron probe current, as well as with results obtained by a classical method, show a satisfactory agreement.
The results presented demonstrate that the procedure proposed allows one to acquire plasma parameters and, in particular, the plasma potential with high accuracy using the electron part of the current–voltage LP characteristics in tokamak edge plasma probe measurements in comparison with the classical method, which uses the ion part of the IV characteristics.
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Diamond detectors for diagnostic of fast alpha particles escaping from the tokamak plasma

Iwona Wodniak\textsuperscript{2,3}, Krzysztof Drozdowicz\textsuperscript{2}, Jan Dankowski\textsuperscript{2}, Barbara Gabańska\textsuperscript{2}, Andrzej Igielski\textsuperscript{2}, Arkadiusz Kurowski\textsuperscript{2}, Barbara Marczewska\textsuperscript{2}, Tomasz Nowak\textsuperscript{2}, Urszula Woźnicka\textsuperscript{2}

Abstract. Spectrometric properties of the diamond detectors have been investigated. Synthetic high-purity CVD (Chemical Vapour Deposition) monocrystalline diamond detectors have been used, fabricated for this dedicated application by the Diamond Detector, Ltd. The diamond plates have been 0.05 mm and 0.5 mm thick with the active area diameter equal to 1.9 mm. The energy calibration and the study of energy resolution of the detectors have been carried out using a triple alpha particle isotope source, $^{239}$Pu, $^{241}$Am, $^{244}$Cm (AMR33). Very good results have been obtained comparing to the classical silicon detector. Spectrometric properties of the detectors have been investigated using a Van de Graaff accelerator. Accelerated helium ions have been scattered on the Au thin foil (100 $\mu$g cm$^{-2}$) and the back-scattered ions (alphas) have been measured at a well defined angle which assured a well defined monoenergetic beam, changed between 0.4 and 2 MeV. A very good linearity of the energy measurement has been found, including also results obtained with the AMR33 source which emits alpha particles with the energies around 5.5 MeV. This result is very promising in aspect of potential application of diamond detectors for spectrometric diagnostic of the lost alphas which maximum energy from the thermonuclear reaction is equal to 3.5 MeV.
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1. Introduction

International Thermonuclear Experimental Reactor (ITER), the next fusion device after Joint European Torus is built in Cadarache in France. This tokamak installation will be operating with the deuterium-tritium fuel. In a fusion reaction between deuterium and tritium will be created a neutron, $\alpha$ particle and energy. Some fraction of the created $\alpha$ particles instead of transmitting their energy to deuterium and/or helium ions, can take some part of energy outside. This is the reason why detection of so-called ‘escaping $\alpha$ particles’ is very important to get information on the energetic balance in tokamak [1], [2]. The flux of neutrons and $\alpha$ particles will be large in tokamak and the detection will be carried at harsh environment, so damage resistant detectors will be required. High flux of particles and high temperature restrict the use of common semiconductors, e.g. silicon detectors. Diamond has some of the most extreme physical properties of any materials. Such properties as its large band gap, high breakdown, high electron and hole mobility, large saturated carrier velocity, radiation and corrosion resistance, optical transparency, fast response, low noise arising from leakage current make it an attractive semiconductor detector used for spectrometric $\alpha$ measurement [3]–[5]. These parameters ensure its usage especially in extremely hard conditions. Comparison of properties of diamond and silicon is presented in Table 1. The diamond detector can detect every kind of electromagnetic radiation with energy greater than the width band gap including: UV, X-rays and $\gamma$-rays and high energy particles, e.g. $\alpha$ particles, neutrons, electrons and others. A lower atomic number of diamond than of silicon causes lower sensitivity for electromagnetic radiation [7].

Operating principle of a diamond detector is simple. The diamond detector is a semiconductor detector. An external electric field is supplied to the electrodes of the diamond detector from a power supply unit. The radiation due to the interaction with diamond can carry electrons from the valence band to the conduction band and in this way create free carriers: electrons and holes in diamond. The external applied electric field separates the pairs of electrons and holes before they recombine. Electrons drift towards the anode, holes to the cathode, and the charge is collected by the electrodes (charge collection). The motion of the free carriers in the applied electric field across detector causes an electrical current in an external circuit. A schematic figure of the semiconductor detector is presented in Fig. 1.
Table 1. The physical properties of diamond and silicon

<table>
<thead>
<tr>
<th>Property</th>
<th>Diamond</th>
<th>Silicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass density [g cm$^{-3}$]</td>
<td>3.5</td>
<td>2.33</td>
</tr>
<tr>
<td>Atomic number</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Band gap [eV]</td>
<td>5.5</td>
<td>1.12</td>
</tr>
<tr>
<td>Energy to create e–h pair [eV]</td>
<td>13</td>
<td>3.6</td>
</tr>
<tr>
<td>Breakdown field [V m$^{-1}$]</td>
<td>$10^7$</td>
<td>$3 \times 10^5$</td>
</tr>
<tr>
<td>Intrinsic carrier density [cm$^{-3}$]</td>
<td>$&lt; 10^3$</td>
<td>$1.5 \times 10^{10}$</td>
</tr>
<tr>
<td>Resistivity [$\Omega$ cm]</td>
<td>$&gt; 10^{11}$</td>
<td>$2.3 \times 10^5$</td>
</tr>
<tr>
<td>Electron mobility [cm$^2$ (Vs)$^{-1}$]</td>
<td>1800</td>
<td>1350</td>
</tr>
<tr>
<td>Hole mobility [cm$^2$ (Vs)$^{-1}$]</td>
<td>1200</td>
<td>480</td>
</tr>
<tr>
<td>Saturation velocity [km s$^{-1}$]</td>
<td>220</td>
<td>82</td>
</tr>
</tbody>
</table>

2. Measurements of alpha particles by the diamond detector

The synthetic high-purity CVD (Chemical Vapour Deposition) monocrystalline diamond has been used in the experiment. The diamond detector\(^4\) is a single crystal plate that has a thickness 0.05 (+0.01, −0.02) mm, size of 2.5 mm × 2.5 mm (±0.01 mm) and gold contacts of the thickness of 20 nm. The diameter of the detector together with housing is 27 mm and the active diameter of the diamond detector on which the irradiation is fallen equals 1.9 mm. The energy calibration and the study of energy resolution of the diamond and silicon detectors have been carried out using a triple alpha particle isotopic source, $^{239}$Pu, $^{241}$Am, $^{244}$Cm (AMR33). The energy resolution of the diamond detector has been evaluated using the detection line consisting of the diamond

\(^4\)Diamond Detector, Ltd.
detector with the SMA connector and the charge preamplifier ORTEC 142A, the spectroscopy amplifier ORTEC 672, the multichannel analyzer ORTEC 927 and a computer. A schematic block diagram of the detection line is presented in Fig. 2.

The diamond detector has always been operated and stored at the room temperature. The time of data collection has been equal 1800 s. The $\alpha$ spectra acquired by the diamond and silicon detectors are shown in Fig. 3.

The AMR33 source emits $\alpha$ particles with three main energies, therefore three corresponding peaks are clearly visible in the spectra. There are other small peaks that appear at the left hand side of the main peaks due to small contributions of $\alpha$ particles emitted by the AMR33 source with lower energies.
Energies of $\alpha$ particles emitted by the AMR33 source, energies of the $\alpha$ peaks returned from the calibration lines and full width at half maximum of the peaks are presented in Table 2. The differences between energies of $\alpha$ particles emitted by the AMR33 source and these returned values of energy are small and do not exceed the half-width of the peaks. Comparison of energy resolution of these detectors shows that the diamond detector has as good energy resolution as the silicon detector.

Table 2. Alpha particle energies returned from the calibration lines and energy resolutions of the detectors

<table>
<thead>
<tr>
<th></th>
<th>Diamond detector</th>
<th>Silicon detector</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_t$ [keV]</td>
<td>$E_m$ [keV]</td>
<td>$E_t - E_m$ [keV]</td>
</tr>
<tr>
<td>5156.65</td>
<td>5146</td>
<td>11</td>
</tr>
<tr>
<td>5485.68</td>
<td>5469</td>
<td>17</td>
</tr>
<tr>
<td>5804.86</td>
<td>5784</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5166</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5496</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5813</td>
</tr>
</tbody>
</table>

$E_t$ is energy of $\alpha$ particles emitted by the AMR33 source, $E_m$ is determined peak energy of $\alpha$ particles and $\Delta E$ is full width at half maximum of the peak (FWHM).

3. Measurements of the monoenergetic helium ion beams

Spectrometric properties of the diamond detector have been investigated using a Van de Graaff accelerator that is placed in a laboratory of the Institute of Nuclear Studies (Swierk/Otwock, Warsaw Branch, Poland). The Van de Graaff accelerator has accelerated the once-ionized helium ions ($^4_2\text{He}^+$) to obtain finally monoenergetic beam of the $\alpha$ particles. The whole arrangement has been placed in a vacuum chamber (Fig. 4) which has been connected with the accelerator through the pipe 1. The accelerated ion beam has passed along the pipe 1 which has been introduced into the vacuum chamber and then has fallen on a scattering foil. The thin gold foil of superficial mass 100 $\mu$g cm$^{-2}$ has been held by two handles. The diamond detector has been placed under the $\beta$ (45°) angle with respect to the beam of the ions and 4 cm from the scattering foil. Only the ions scattered back under the angles $\beta$ have been detected. The position of the diamond detector was not changed in all measurements. Two collimators have been set within the pipe 1 that have had the diameter 2 mm and 1 mm respectively. These collimators have been placed at the distance of 170 mm from each other. The Faraday’s box has collected the ions which have undergone through the foil. The electronic line has been the same as in the calibration measurements.
The incident beam of helium ion $^4\text{He}^+$ (energy $E_0$) has bombarded the thin gold foil. The accelerated ion of mass $M$ has penetrated the foil and has interacted via either elastic collision with atoms of gold of mass $M_1$ or inelastic collision with electrons. The final energy $E_1$ of ions scattered under the angle $\Theta = 180^\circ - \beta$ can be calculated from the relation [8]

$$K = \frac{E_1}{E_2} = \left[\frac{(M_1^2 - M^2 \sin^2 \Theta)^{1/2} + M \cos \Theta}{M_1 + M}\right]^2. \quad (1)$$

The following energies $E_0$ of the incident helium ions have been used: 400 keV, 1000 keV, 1500 keV and 2000 keV. The scattered ion energies have been found from Eq. (1). This calculation is insufficient precise because Eq. (1) is exactly fulfilled for one-atomic layer of the gold. The maximum loss of energy of helium ions have been estimated in gold layer of a finite thickness on the base of superficial mass and stopping power [9]. After subtracting from initial energy of helium ions $E_0$ this estimated maximum loss energy, the energy $E_3$ has been obtained. The results of the calculation and the values of the measured energies of the helium ions are collected in Table 3. The calibration made with the AMR33 source has been used. The energy spectra of helium ions acquired by the diamond detector are presented in Fig. 5.
Fig. 5. Energy spectra of helium ions scattered on gold foil of 100 µg cm\(^{-2}\) recorded with the diamond detector.

Table 3. Calculated \(E_1\) and \(E_3\) and measured \(E_m\) energies of the helium ions

<table>
<thead>
<tr>
<th>(E_0) [keV]</th>
<th>(E_1) [keV]</th>
<th>(\sigma(E_1)) [keV]</th>
<th>(E_3) [keV]</th>
<th>(\sigma(E_3)) [keV]</th>
<th>(E_m) [keV]</th>
<th>(\Delta E) [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>373</td>
<td>11</td>
<td>324</td>
<td>44</td>
<td>330</td>
<td>50</td>
</tr>
<tr>
<td>1000</td>
<td>933</td>
<td>27</td>
<td>908</td>
<td>54</td>
<td>826</td>
<td>110</td>
</tr>
<tr>
<td>1500</td>
<td>1399</td>
<td>40</td>
<td>1411</td>
<td>52</td>
<td>1350</td>
<td>130</td>
</tr>
<tr>
<td>2000</td>
<td>1866</td>
<td>54</td>
<td>1917</td>
<td>48</td>
<td>1836</td>
<td>96</td>
</tr>
</tbody>
</table>

Linearity of the amplitude signal has been investigated as well. The measured peak energy values \(E_m\) as a function of the known values of the scattered helium ion energy \(E_1\) and peak positions \(E_t\) of the AMR33 source are plotted in Fig. 6. All the points lie perfectly on the same calibration line which has been obtained from measurements with the monoenergetic beams only.
4. Conclusion

The performed measurements of energy resolution point out that the diamond detector has the energy resolution comparable with the silicon detector. The experiment relying on the measurements of the well defined helium ion energies shows that the determined energies of helium ions differ only about a half width of the peak from their calculated or estimated energies. A very good linearity of the detector signal vs. the helium ion energy has been received, including also the results obtained with the AMR33 source that emits α particles with the energies about 5.5 MeV. The maximum energies of α particles from the thermonuclear reaction will be equal 3.5 MeV, so the obtained results are very promising in the aspect of the application of the diamond detector for the spectrometric detection of α particles.
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The optical system for visible plasma radiation measurements in the COMPASS tokamak – design and testing

DIANA NAYDENKOVA 2,3, VLADIMÍR WEINZETTL 3, JAN STÖCKEL 3, DAVID ŠESTÁK 3, FILIP JANKY 2,3

Abstract. The COMPASS tokamak will be equipped with a tomographic system for visible plasma radiation measurements with both high temporal and spatial resolutions. The system was already designed and manufactured. Nowadays the components of the system are under tests. The detection part tests are described in article. Spectroscopic measurements were done on the COMPASS tokamak during the first phase of experiments.

Key Words. COMPASS tokamak, visible plasma radiation tomography, visible plasma radiation spectroscopy.

Introduction

The COMPASS tokamak, a divertor device with a clear H-mode and ITER-relevant geometry ($R = 0.56$ m, $a = 0.23 \times 0.38$ m, $I_p = 200 \div 400$ kA, $B_T = 1.2 \div 2.1$ T and pulse length up to 1 s), was reinstalled to IPP Prague from Culham in U.K. [1]. Many new diagnostic tools, among them multichannel multirange spectroscopic diagnostics, have been built to address aims of the new scientific program of COMPASS presently focused on H-mode physics and pedestal investigations. The main aim of spectroscopic measurements there is to study the visible and near ultraviolet radiation of excited neutral atoms and ions from the plasma periphery, in particular to monitor hydrogen recycling and impurity influx. These parameters but in another discharge regimes have

1This work was performed in the frame of the grant No. 202/08/H057 and the grant GA CR No. 202/09/1467.
2Charles University in Prague, Faculty of Mathematics and Physics, V Holešovičkách 2, 180 00, Prague, Czech Republic
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been already studied on other toroidal devices [2], [3] using analogical diagnostics. The applied principles can be also be used for the ITER tokamak [4]. It is the only in-situ temporally resolved method to study impurity transport in small-scale tokamaks. The advantage of our system is very high time resolution, comparing with other systems (usually CCD based), and at the same time quite good spatial resolution (∼ 1 cm). The disadvantage included in the system design is a strong space limitation given by size and positions of diagnostic ports on COMPASS and the fact that only two observation points located at the same toroidal position are available for tomographic measurements. Nowadays the complex of spectroscopic diagnostics is under construction. However, some parts of the system like two minispectrometers have been already in operation in temporal set-up.

The high-speed miniature Czerny–Turner type spectrometers (HR2000+) provide measurements of hydrogen and the most intensive impurity spectral lines in the ranges 247 ÷ 472 nm and 460 ÷ 663 nm with time resolution ∼ 10 ms and spatial resolution ∼ 0.17 nm and ∼ 0.15 nm respectively.

The tomographic system for visible plasma radiation measurement consists of two parts, which will be installed at the same toroidal position. Both parts are designed in the same manner, but viewing the plasma cross-section from two different poloidal angles. Wide observation angle of the system allows collecting radiation from whole plasma cross section. Visible light detectors with detection range 400 ÷ 1000 nm are located outside of tokamak hall to be shielded against X-ray radiation from the plasma. Optical cables with transmittance ∼ 95% in range of interest are used to connect the objective with the detectors.

Design and construction of the multi-channel optical system for visible plasma radiation measurements will be described in the second section. The recorded temporal evolutions of spectra during discharges will be given to show the emission of visible and near ultraviolet radiation of excited neutral atoms and ions of impurities from the plasma edge. In future it will give a possibility to estimate roughly the impurity influx and hydrogen recycling during the discharge.

**Tomographic system**

The aim of the first phase of operation of the tomographic system is monitoring of the integral plasma radiation in a visible spectral range both from the plasma core and from the plasma edge. The tomographic reconstructions with the temporal resolution in the range of a few microseconds and the spatial resolution of about ≫ 1 cm can be reached by the system [5]. Determination of the effective ionic charge Zeff from the line free region is planned in the next phase by using the interference filter ∼ 523 nm. The required radial profiles
of plasma density and temperature will be measured by the Thomson scattering diagnostic, which is now under construction. The physical base of such studies connected with basic questions concerning mechanisms of anomalous transport, the role of plasma impurities, the particle confinement and tokamak performance etc. is well described in [6], [8].

The two identical visible light diagnostic systems will be set at the poloidal cross-section 6/7. Each system consists of the focusing lens-based objective located inside the radially viewing diagnostic port and detection part. The design of “sandwich” structure plug for the angular ports was described in details in [7]. The NW35 vacuum window was made from Spectrosil 2000 by Vacom and is used as a part of optical system for visible light transfer to separate vacuum and atmospheric pressure parts of the system. The objective consisting of three parts was described in [8]. An interference filter can be set as a part of optical system depending on an aim of experiments. The observation angle of the collimation optical system is 110°. The optical part of the system is under tests in the Department of Optical Diagnostics of IPP in Turnov now. One silica/silica fiber with 200nm core represents each spatial channel. The system of fibres, which realises connection of collimation and light detection parts of the system, is quite flexible. It was reached using exchangeable endpieces that allow fibre reconnection with only few per cent loss of light at the ends. Each fibre represents one spatial point in the plasma. Two types of optical fibres end-connectors were designed to fulfil our requirements for a light transfer. The “tokamak side” 37-channels optical fibre connectors were designed to be mounted directly into the objectives. The “detector side”
35-channels optical fibre connectors were designed to transmit light between optical cables and detectors with negligible overlap of channels. Twenty-meter long optical cables can lead, depending on purpose of the experiment, either to a 35-channel detector S4114-35Q by Hamamatsu, or to minispectrometers HR2000+.

![Graph](image1.png)

**Fig. 2.** Ratio of light intensities of $i$-th and 4-th channel dependent on channel’s number; curve marked as ‘×’ is signal from the testing channel, ‘♦’ one is overlapping signal from the right neighbouring channel and ‘△’ one is overlapping signal from the left one; the 4-th channel was chosen as a reference channel
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**Fig. 3.** Evolution of light intensity for four neighbouring channels with fibre position shift along detection surface

The system provides line-integrated measurements along spatially stepped lines of sight with resolution about 1 cm. Two stage 70-channels amplifier with amplification ratio $\sim 5 \times 10^5$ was designed and manufactured in our laboratory for signal registration in the range of $0 \div 5$ V. Level of noise after amplification
was registered as 2 mV. Temporal resolution of the amplifier is limited approximately to 1 MHz. The connectors between the optical cables and the detectors were designed as a part of the amplifier’s box with a possibility to optimize the fibres endpiece position relatively to detectors in the arrays.

Fig. 4. The part of spectrum for a short (∼200 ms) discharge #862 measured by means of the HR 2000+ spectrometer; the time resolution is 10 ms

Two sets of measurements were provided to check detection part alignment of the system. The tests of light registration non-uniformity by the detector array were done as a reference measurement (Fig. 1). The level of this non-uniformity was estimated as approximately 5%. Tests of channels overlapping were done to estimate precision of fibre end-connector spacing to array detection surface and to evaluate level of signal overlapping for neighbour channels. In these tests, the fibre array was moved along the detector array. Distribution of light intensity depending on fibre position shift to detection surface was received. Initial position of fibres is set to zero at the Fig. 2, where the distribution of light for 2-nd up to 5-th channels is shown. It is possible to see that the channels are not equal in transmittance of light. It can be connected with precision of end-connectors and fibres production. The overlapping of the light for neighbouring channels can take place for our system, when fibres are not close enough to the detector. The ratio of light intensities of i-th and reference channel dependent on channel’s number is possible to see in Fig. 3. The
overlapping measured on the neighbouring channels is also demonstrated. It is possible to see quite strong difference between channels. The level of overlapping was different for each channel but not more than 20% for less than 1 mm distance between the fibre and detection surface. This tests show it will be required to introduce of calibration constants for each channel, which include difference in light transmittance and overlapping. This constant should be calculated for assembled system for each channel separately and used during data procession.

Spectroscopic measurements

The two mini-spectrometers HR 2000+ manufactured by Ocean Optics are used for spectral measurements in our experiments. In the first sets of experiments it was used toroidal view to vacuum volume for measurements of time-integrated spectra or with temporal resolution 7 ms. At second step it is used poloidal view at sector 12/13. At this stage of tokamak operation it is not possible to make temporally resolved measurements because the tokamak discharges are quite short ($\gg 10$ ms) and the photosensitivity of the spectrometer’s detector is not high enough to make measurements with temporal integration less then 7 ms. Therefore only temporally integrated measurements were done for this case. Finally the spectrometers will used poloidal view and will be spaced at sector 6/7 of the COMPASS tokamak.

Figure 4 shows the time resolved spectrum of one of long discharges, which was received from toroidal view. The most intensive line ($\text{H}_\alpha$) belongs to hydrogen, which is used as the working gas. We also observe several lines of impurity ions, mostly single and double ionized carbon and wall material elements [4], [9]. The carbon lines appear because of the plasma interaction with graphite tiles, which serve as limiters and cover the bottom of the vessel (divertor tiles) and the central column (see [9]). The carbon lines could appear also because of sputtering of dust particles, which are present in the vessel. It is possible to see break down phase at the beginning of discharge and two highly populated spectra because of strong plasma–wall interaction during instabilities. Such spectra were measured in poloidal direction and can be used to make rough estimation of particles or ions flux coefficients. Atomic hydrogen fluxes are commonly determined via the intensity measurements of the Balmer lines in the visible part of the spectrum. The conversion of the photon intensities $I_a$ into particle fluxes $\Gamma_a$ is conventionally performed via the relation: $\Gamma_a = S/XB \times I_a$ [s$^{-1}$ m$^2$] [10], where the factor $S/XB$ (ionisation rate/branching ratio × excitation rate) can be determined using a collisional radiative model (CRM). It can be calculated, for example, by means of FLYCHK code [11] using measured value of electron density and electron temperature. Similarly as in the atomic case the molecular flux $\Gamma_m$ is then given by $\Gamma_m = D/XB \times I_m$. In this case $S$ is replaced by
the total molecular decay rate $D$ including ionisation and dissociation. However, optical resolution of our spectrometers is too poor to measure molecular spectra. It means only atomic hydrogen flux can be estimated in our case. The ratio of atomic flux of the hydrogen and carbon or any other impurities flux gives an influx of this impurity to plasma volume.

At the current phase of COMPASS operation, the spectrum in the wavelength range of $247 \div 472\, \text{nm}$, integrated over the whole discharge duration, was measured from poloidal view. It was decided to use this wavelength range to observe radiation of high-ionized ions, C V line for example. But our plasma conditions at current stage of our experiments do not allow such a state. All presented lines correspond mainly to low ionised carbon states.

Conclusions

The existing optical system for visible plasma radiation measurements at COMPASS tokamak includes two spectrometers HR2000+ measuring in a spectral range of $247 \div 472\, \text{nm}$ and $457 \div 653\, \text{nm}$ with optical resolution $0.17\, \text{nm}$ and $0.15\, \text{nm}$. It is sufficient for registration of plasma composition in different discharge regimes. The triggering of the spectrometers allows measuring spectra with a temporal resolution limited by photosensitivity of the spectrometer detector. It is $\sim 7 \div 10\, \text{ms}$ in a range of interest. In future such measurements will allow making rough estimation of impurities influx and hydrogen atomic recycling using electron density and electron temperature (Thomson scattering, interferometry, reflectometry) measurements. It will be also possible to receive these values with quite high temporal resolution but only for chosen spectral lines using interference filters by means of photomultipliers.

The multichannel tomographic system at a few microseconds temporal and with spatial resolution $\sim 1\, \text{cm}$ was developed and all components of the system were produced. In combination with other diagnostics on the COMPASS tokamak it will be used for studying of anomalous transport, namely in H-mode. In future, the parameters of the optical system will be slightly modified according to the first observations of plasma in the COMPASS tokamak and correspondingly to emergent physical needs.
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Plasma accumulation and confinement in a multislit electromagnetic trap “Jupiter F”

Natalyia A. Krutko², Oleg A. Lavrent’ev², Volodymyr A. Maslov², V. P. Oboznyj²

Abstract. Experimental results of plasma confinement in multislit electromagnetic trap are presented in this paper. The efficiency of ferromagnetic materials application in the electromagnetic trap are shown. Plasma density in the central region of the trap is $0.8 \times 10^{12} \text{cm}^{-3}$ with a current in a magnetic system is 200 A (the maximal values of magnetic field in the central ring slit 2000 Gs). The possibility to realize of Brillouin electron injection in electromagnetic trap with ferromagnetic cores are shown.
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Introduction

The first experimental researches of plasma accumulation and confinement in a multislit electromagnetic trap “Jupiter F” [1] are presented in this paper.

The plasma in the electromagnetic trap is created by the neutral gas ionisation with electrons which are injected through axial aperture. For realization of Brillouin injection electronic guns are placed in the region of low magnetic field in axial concentrators. In this case the electronic beam is injected in the central region of the trap where the magnetic field is absent.

Power of the magnetic system in these experiments was carried out by constant current source, which allows to change the current in the magnetic coils from 0 to 200 A. Power supply system of the constant current operated during three seconds. Electron injection was carried out at the end of the third second. The duration of the pulse injection was 12 ms.

¹This work is supported by company “Concord” under project No. 3.
²Institute of Plasma Physics of the National Science Center “Kharkov Institute of Physics and Technology”
The plasma density was measured by microwave interferometer. Measurement of the average plasma density in the cross section of the microwave sensing interferometer based on phase change passing through the plasma wave due to changes in the dielectric constant of the medium is uniquely associated with change in plasma concentration. Probing was carried out in a diagonal direction at an angle of 45°. The system for collecting, processing and storage of experimental data based on digital conversion board SDI-AD12-128H is able to simultaneously register 64 differential signal with a temporary interchange 1.5 ms, and specially designed programs allow to display results of processing these signals.

**Experimental results**

![Graph](image)

Fig. 1. The waveform of the injection current of electrons in the trap 1, the current injected electrons emerging from the trap on locking electrodes 2 and limiting the accumulation region of the plasma anode aperture 3, with injection into an unlocked trap

The figure shows that the balance sheet included in the trap and out of the electrons observed. With increasing magnetic field strength fraction of electrons arriving at the locking electrodes increases and decreases in the anode aperture.

When a negative potential is on the locking electrodes – loss of electrons along the magnetic lines of force are eliminated. Electrons can leave the trap only by diffusion through a magnetic field to the limiting aperture, the time of their lives in the trap greatly increased. As a result of ionization of neutral gas there is an accumulation of plasma and plasma gets negative potential. Ions in a trap are confined by space charge of electrons. They can leave the trap only
through the magnetic slits, where the potential barrier for them is reduced due to slack capacity in the slit. The negative potential of the side locking electrodes was less than central to the secondary electron emission from the central electrode could fall into the trap through the central magnetic slits.

Fig. 2. The oscillograms of the injection current of electrons 1, the ion current to the electrodes in a magnetic locking slits 2 and the current diffusion of electrons to the anode diaphragm 3 bounding the region of accumulation of plasma current in the magnetic coils 100 A

Fig. 3. The oscillograms of the injection current of electrons 1, the ion current to the electrodes in a magnetic locking slits 2 and the current diffusion of electrons to the anode diaphragm 3 bounding the region of accumulation of plasma current in the magnetic coils 200 A
Fig. 4. The oscillograms of the phase shift passes through the plasma wave, proportional change in the linear plasma density $nL$ in section sensing which correspond to the oscillograms balance of currents presented in Fig. 2.

Fig. 5. The oscillograms of the phase shift passes through the plasma wave, proportional change in the linear plasma density $nL$ in section sensing which correspond to the oscillograms balance of currents presented in Fig. 3.

Fig. 6. The dependence of the linear plasma density along the section of the sensing time for the current in the magnet system $I = 100\,\text{A}$ and $I = 200\,\text{A}$.
Dependencies are obtained by processing the oscillograms of the phase shift passes through the plasma wave (Figs. 3 and 5) from the expression

\[ nL = 7.75 \times 10^{10} \arccos(1 - \frac{2I}{I_0}), \]  

(1)

where \( I \) – amplitude of the signal, and \( I_0 \) – amplitude of the corresponding change in signal phase shift in 180°.

The above figures show that when applying a negative potential to the central electrode is blocking the injected electrons and the accumulation of plasma in the trap due to ionization of neutral gas, resulting in a phase shift of the microwave interferometer and yield of the central electrodes (Figs. 2, 3). The increase of current in the coils of the magnetic system leads to an increase of ion current on the central electrode and the phase shift of the microwave interferometer is proportional to the linear plasma density along the section \( nL \) sensing (Figs. 4, 5). Figure 6 shows that the linear density of the plasma \( nL \) when changing the current in the coils from 100 to 200 A is increasing from \( 8 \times 10^{12} \text{ cm}^{-2} \) to \( 14 \times 10^{12} \text{ cm}^{-2} \). The plasma density in the center of the trap in this case is \( 4.5 \times 10^{11} \text{ cm}^{-3} \) and \( 8 \times 10^{11} \text{ cm}^{-3} \), respectively.

With increasing current in the magnetic coils observed continued accumulation of plasma after the injection pulse (Fig. 3). This is due to increase of ion current with increasing plasma density, resulting in secondary emission from the central electrode is sufficient to produce the accumulation of plasma in the trap after the end of the injection current. Lack of high frequency oscillations in the oscillograms of currents indicates that by the Brillouin injection as the injected electrons from the electron guns through the axial holes, and secondary electrons through the annular gap. With increasing plasma density and ion current to the central electrode, apparently, can be carried accumulation of plasma due to secondary emission from the central electrode. Electronic injection through the axial holes of the electron guns will be required only for the initial establishment of the plasma in the trap.

**Conclusion**

The first experiments of the research of plasma accumulation and confinement in a multislit electromagnetic trap “Jupiter F” allow to do following conclusions:

- Application of the ferromagnetic screen led to increase of intensity of a magnetic field more than twice. It means that expenses for creation of a keeping magnetic field decrease more, than four times.
- The plasma with density of \( 0.8 \times 10^{12} \text{ cm}^{-3} \) in the central region of the trap at a current in a magnetic system 200 A. In the trap
Jupiter 2M3 [2] of a similar configuration, but without the ferromagnetic core, the plasma density $2 \times 10^{12} \text{cm}^{-3}$ has been received at current in the magnetic system 2000 A.

- Realisation possibility Brillouin electron injection through ring magnetic slits at the expense of secondary electronic issue from the central electrodes of an electromagnetic trap with ferromagnetic cores.
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Optical spectroscopy of plasma beam interaction with tungsten target and temporal characteristic of spectral line emission in PF-1000
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Abstract. The optical emission in the visible range was applied for studies of dense pulsed plasma-ion streams and their interactions with tungsten targets were studied in order to define plasma characteristics. Preliminary results, obtained in PF-1000 experiments with the new installed isolator, showed a distinct decay of the electron density as a function of the time after the discharge current peculiarity. The electron density was estimated on the basis of the observed Stark broadening of the Dβ and Dγ lines. Spectroscopic measurements were also performed with the tungsten targets. The obtained spectra contained, beside impurity lines (Cu, Fe), W I and W II lines. A relatively low resolution of the applied spectrometer made impossible a quantitative analysis of the recorded tungsten lines. The results of the described studies might be of interest for fusion technology because tungsten is one of the materials designed for plasma facing components in the International Thermonuclear Experimental Reactor (ITER).
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Introduction

Characterization of tungsten properties and studies of its erosion are presently of primary importance because of possibility of its application as in-vessel components in future thermonuclear reactors. The paper presents an investigation of plasma generated by high-current discharges in the Plasma-Focus, PF-1000 facility [1], operated at IPPLM in Warsaw, Poland. The main attention was given to spectroscopic measurements of free-propagating plasma streams and their interactions with pure tungsten targets. Similar studies were performed in the past within the RPI-IBIS facility [2], [3] and in experiments on the interaction of laser beams with a tungsten target [3]–[5]. Preliminary spectroscopic studies of the plasma interaction with a solid target (C+W) were also performed at the PF-1000 facility but in different experimental condition [6].

Experimental setup

The described experiment was performed within the PF-1000 facility operated with deuterum as a working gas. The Mather-type device was equipped with coaxial electrodes of 460 mm in length. The inner electrode of 230 mm in diameter was made of copper (Cu) and the outer one of 400 mm in diameter – consisted of 12 stainless-steel (mainly Fe) tubes of 80 mm in diameter each. The experiment was carried out within a vacuum chamber pumped out to the basic pressure of $2 \times 10^{-5}$ hPa and filled up with the pure deuterium gas ($D_2$) under pressure of $P_0 = 2.8$ and 2.9 hPa.

Fig. 1. Geometry of the setup at the PF-1000 facility
The visible radiation was collected from a spot of 10 mm in diameter, on the z-axis, at a distance of 30 cm from the electrode ends, by means a quartz collimator placed side-on the vacuum chamber and oriented perpendicular to the discharge axis, as shown in Fig. 1. Such a geometry of the setup was chosen in order to minimize an influence of impurities on the measured optical spectrum. Optical signals were sent through a 10 m long fibre cable (made of MgF₂) to a Mechelle-900 spectrometer equipped with a PCO SensiCam camera. Exposure time was varied within the range from 0.1 µs to 20 µs (the smallest value determined by the camera operation). Optical spectra were measured in a wavelength range from 300 nm to 1100 nm.

Experimental results

The described experimental campaign was divided into two parts. The first one was related to study of the pure deuterium (D₂) plasma, while the second one was devoted to observations connected with interactions of the pulsed plasma-ion beams with a tungsten target. In both cases the recorded spectra were wavelength- and intensity-calibrated using an ArHg lamp and DW lamp, respectively. Several series of experiments were performed with the exposure time $t_{\text{exp}} = 0.1 \mu s$ and different delay times (from $-2 \mu s$ to $7 \mu s$) in relation to the discharge current peculiarity (so-called DIP), as shown in Fig. 2. The measurements were performed at the deuterium pressure of 2.9 hPa and charging voltage on the condenser bank equal to 22 kV. In that case, beside deuterium Balmer lines, only single impurity lines (e.g. Cu I 465.11 nm, Cu I 515.32 nm) were observed.

Since in most of the investigated cases the Balmer-α line ($n' = 3 \rightarrow n = 2$, $\lambda_{D_\alpha} = 656.1$ nm) was strongly reabsorbed, the electron density was evaluated on basis of Balmer-β ($n' = 4 \rightarrow n = 2$, $\lambda_{D_\beta} = 486.029$ nm) and Balmer-γ ($n' = 5 \rightarrow n = 2$, $\lambda_{D_\gamma} = 433.298$ nm) lines of the deuterium-plasma emission. In order to determine the electron density ($n_e$) detailed analysis of the shapes of $D_\beta$ and $D_\gamma$ lines was performed.

Assuming a quasistatic approximation the use was made of the following equation [7]

$$n_e = \left( \frac{\Delta \lambda_S \times 10^9}{2.5 \alpha_{1/2}} \right)^{3/2},$$

where $\Delta \lambda_S$ is a Stark width and $\alpha_{1/2}$ is a fractional semi-half-width parameter taken from [8].

Taking into account the width of the central peak of $D_\beta$ and $D_\gamma$ line, a dependence of the electron density ($n_e$) on a time delay before and after the DIP was determined. Figure 3 shows a relatively good agreement between $n_e$ values calculated from the Stark broadening of the $D_\beta$ and $D_\gamma$ lines for instants
before and more than 2 µs after the DIP. Most probably the increased plasma density during and just after the DIP was induced by the interaction of fast ions escaping from the pinch. A discrepancy between data obtained from $D_\beta$ and $D_\gamma$, as observed for times close to the DIP, could suggest that in that period the applied quasistatic approximation was invalid.

The second part of the experimental campaign was concentrated on interactions of the pulsed plasma-ion streams with a tungsten (W) target. In that case the applied experimental conditions were as follows: the initial pressure of the deuterium filling gas of 2.8 hPa and the charging voltage on the condenser bank was 27 kV.

The observed spectral lines were identified on the basis of the data from the NIST Atomic Spectral Database.

An example of a part of the recorded spectrum (in the wavelength range from 350 to 380 nm) in a comparison with the spectrum obtain in the earlier laser-experiment performed also with the pure tungsten target [4], [5], is presented in Fig. 4. In the spectra presented in Fig. 4 common tungsten lines are marked by the dashed lines. Because of the rich spectral database of tungsten as well as the appearance of some impurity (e.g. Fe) lines, further measurements with a higher resolution spectrometer are needed. Some lines may also correspond to W III or higher ionized tungsten ions, but information about such species is missing in the available databases. A relatively low resolution of applied
Fig. 3. Electron density as a function of time before \((t < 0)\) and after \((t > 0)\) the DIP, as calculated from the Stark broadening of the \(D_\beta\) (closed circles, upper trace) and \(D_\gamma\) lines (open circles, bottom trace).

Fig. 4. Comparison of the chosen part of the spectrum, as obtained from the plasma stream-target experiment in the PF-1000 facility (top trace) and from the earlier laser-target experiment (bottom trace).

A spectrometer \((\Delta \lambda/\lambda \simeq 900)\) made impossible a quantitative analysis of the recorded tungsten lines.
Summary and conclusions

It can be concluded that the optical spectroscopy in the visible range can provide valuable information about parameters of plasma streams propagating through a low-density gas, as well as about interactions of such streams with solid targets (including tungsten ones). The values of the plasma density, as estimated on basis of the Balmer lines of deuterium, remain in agreement with the previous results. Due to a low resolution of the spectroscopic measurements of plasma produced from the wolfram target none quantitative analysis was possible, but one could identify some tungsten lines and estimate dynamics of such plasma.
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Features of plasma focus formation in different operation modes of gas-discharge magnetoplasma compressor
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Abstract. The paper presents investigations of dense plasma streams generated by the magneto-plasma compressor (MPC) of compact geometry. Distributions of electrical currents in plasma stream are carefully measured for different operation regimes by sets of magnetic probes. Output currents achieve \((25 \div 35)\%\) of \(I_d\). Development of electric current vortexes in plasma resulting in formation of compact plasma toroid is discussed. Maximum plasma stream density was about \(10^{18}\) cm\(^{-3}\), average electron temperature along a line of view \(\sim 5 \div 7\) eV and plasma stream velocity at the MPC output \(10^7\) cm/s. EUV (extreme ultraviolet) radiation measurements from the compression region show that radiation power of Xe plasma in \(12.2 \div 15.8\) nm wavelength band achieves \(18\) kW. The obtained results are in importance for lithography-oriented applications of MPCs, for development of hot plasma generators and efficient fuelling techniques (plasmoids) as well as Xe plasma injectors for disruption mitigation and other fusion applications.
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Introduction

Extreme ultraviolet (EUV) sources at $\lambda = 13.5$ nm basing on gas discharge Xe plasma are considered to be most promising candidates for next generation lithography [1], [2]. One of the perspective systems for generation of powerful EUV radiation by dense magnetized plasma is magneto-plasma compressor (MPC). Studies of high-energy plasma dynamics are in importance also for other fundamental problems: development of new technologies of materials modification, fusion researches, plasma propulsion and thrusters and powerful radiation sources of broad spectrum.

For these tasks, development of diagnostics for dense magnetized plasma of different ions, including heavy noble gases is necessary to estimate efficiency of plasma systems. Spectral analysis of high-ionized plasma composition and studies of plasma dynamics important for understanding of acceleration and compression processes. In particular, plasma compression zone is also interesting object for investigations of different nonlinear effects occurred in dense magnetized plasmas, for example, hot spots [3].

This paper presents investigations of dense plasma streams generated by the magneto-plasma compressor (MPC) of compact geometry [4], which is able to operate with different gases and their mixtures and, thus, to provide variation of operation regimes in wide range for different applications. Different modes of MPC operation were investigated and compared: helium discharge, pure xenon discharges with pulsed gas supply and discharges in helium under various residual pressures with additional pulsed injection of xenon directly into the compression zone [5].

Experimental setup and diagnostic equipment

Figure 1 shows general view of MPC experimental device and plasma source itself. The both electrodes of magnetoplasma compressor was made from copper. Outer electrode (anode) consists of solid cylindrical part ($\varnothing_{cyl} = 130$ mm) and output rod structure including 12 copper rods with diameter of 10 mm and of 147 mm in length ($\varnothing_{out} = 92$ mm). Inner electrode (cathode) has diameter of 60 mm in cylindrical part and out diameter is 30 mm in conical part. MPC is equipped with electrodynamic valve to provide the required amount of gas supply either for operation under the varied residual pressure or for pulsed gas supply to the inter-electrodes area. The discharge is powered from the condenser bank ($C_v = 90$ $\mu$F) charged up to 25 kV, discharge current can achieved 500 kA, duration is equal to $8 \div 10$ $\mu$s and corresponds to half-period of discharge current.

Spectral diagnostics included EUV and X-ray spectrometer, visible spectrometer, electron-optical converter, which was synchronized with discharge.
ignition, monochromators, PEMs (photomultiplier), high-speed imaging using CMOS camera PCO AG and fast photo recorder with 1 µs temporal resolution. EUV radiation intensity was analyzed by registration system consisting of absolutely calibrated AXUV diodes with thin-films filters for different wavelength ranges (5 ÷ 13 nm, 12.2 ÷ 15.8 nm and 17 ÷ 80 nm) and multi-layered MoSi mirrors. Moveable calorimeters, electric and magnetic probes, Rogovski coils, high-voltage dividers etc. were applied also.

**Fig. 1.** Experimental device

**Dynamics of outlet plasma currents.**

Spatial distributions measurements of magnetic field in MPC plasma stream were carried out with local movable magnetic probes. Reconstruction of electrical current distributions has been performed from measurements of azimuthal magnetic field using Maxwell equations. Lines of equal electrical current value in plasma stream for different modes of MPC operation are presented in Fig. 2.

Performed measurements show that total value of electric current flowing outside accelerating channel is about 25 ÷ 30 % of discharge current $I_d$. Electrical current propagated to distance up to 25 ÷ 30 cm from MPC output during first half period of discharge current for both modes of operation with buffering gas and pulsed gas supply. It is found correlation between configuration of output current and dynamics of compression plasma focus region. The current vortexes appearance is attributed to the inclined shock wave formation in compression zone that affects on plasma dynamics outside the source. Shock wave is observed by high-speed imaging (Fig. 3), shock wave existence can also be recognized from electric current peculiarities as shown in (Fig. 2b). High-speed imaging can also provide about plasma pinch evolution with temporal resolution 1 µs, from these images it was possible to estimate the plasma stream
average velocity which is equal to \((2 \div 4) \times 10^6 \text{ cm/s}\). In some regimes the current displacement from the compression region was observed. In conditions when currents are pulsed out and compression region became current free, the magnetic and gas dynamical pressure balance at the boundary of compression zone is achieved at the \(B\)-field energy of \(10 \div 15 \text{ J/cm}^3\). For measured by Stark broadening electron density in compression region \(N_e = (5 \div 7) \times 10^{17} \text{ cm}^{-3}\) the plasma temperature can be estimated as \((T_e + T_i) \sim 50 \div 100 \text{ eV}\).

**EUV radiation measurements.**

EUV radiation in \(5 \div 80 \text{ nm}\) wave range was detected by registration system consisting on absolutely calibrated AXUV diodes with thin-films filters for different wavelength ranges and multi-layered MoSi mirrors. Measurement scheme is presented in Fig. 4. Set of different AXUV diodes was placed into duralumin corps. Connection tube with diaphragms determined spatial resolution which was typically below 1 cm. Permanent magnets was installed to produce magnetic field of 0.5 T inside the tube to avoid plasma contact with registration elements. Multilayer Mo/Si mirror was used for selection of different parts of EUV radiation spectrum. Thus, visible radiation and particles made no influence on EUV radiation measurements. Typical waveforms of discharge
Fig. 3. High-speed imaging of plasma compression with frame exposition 1\(\mu\)s

Current and signal from AXUV 20 Mo/Si in 12.2 ÷ 15.8 nm wave range are presented in Fig. 5 for discharge current \(I_d = 400\) kA and helium filling pressure of 5 Torr. Experiments show that radiation energy increases with increasing discharge current and it strongly depends on MPC operation regime. For pure Xe discharges EUV radiation from compression zone is strongly absorbed in surrounding peripheral area by neutral and low ionized xenon atoms. Xe injection applied directly into the compression zone and optimization of operation regimes allowed essential increase of EUV energy in 12.2 ÷ 15.8 nm wavelength range achieving \(10^{-1}\) J (\(P_{\text{max}} = 18\) kW). In this regime, Xe V spectral lines were registered by spectroscopy in plasma focus area and its appearance correlate with significant increase of EUV radiation detected.

**Spectroscopy measurements**

In spectral observations of temporal behavior of Xe spectral lines emission, EOC (electro–optical converter) operation was synchronized with plasma discharges with varied time of exposition start. Xenon spectral lines are recorded with short enough exposition (in a comparison with the discharge duration) and with different delays in the relation to the discharge beginning. In visible wavelength spectroscopy studies, particular attention was paid to the temporal and spatial behavior of Xe spectral lines and impurities. Xe II–V species
were identified, however high-ionized Xe ions are recorded only for MPC operation with local injection of Xe into compression region and achievement of maximal plasma parameters in compression zone. Thus, radiation of Xe V spectral lines is attributed to the plasma focus formation and it decreases with Xe II species appearance. Temporal dependence of Stark widths for Xe V
spectral lines (Fig. 6) illustrates the dynamics of plasma compression and it corresponds to hot and high-energy part of plasma stream with duration of generation $\sim 1.5 \div 2 \mu$s.

Electron density was measured using Stark broadening of Xe II and Xe III lines. Temporal dependence of $N_e$ obtained for buffering gas pressure 2 and 10 Torr with local Xe injection into compression zone is presented in Fig. 7 with different temporal resolution. Electron density distribution for operation mode when buffering gas filled whole accelerating channel (10 Torr) has only one peak with maximum value $N_e = 7 \times 10^{17} \text{ cm}^{-3}$. Operation with smaller pressures (2 Torr) is characterized by two peaks on $N_e$ dependence, which correspond to the first and second half-periods of discharge current respectively. Radiation intensity of Xe II, III lines in the second half-period of discharge current for high residual pressure (10 Torr) is considerably smaller. Therefore plasma density estimations were not performed in this case. Impurities (Cu, C) are appeared in plasma column after 10 $\mu$s from the discharge ignition, but even in late stage the impurity spectral lines are not dominant in whole spectrum and they do not influence on plasma focus formation.

Measurements of temporal behavior of $N_e$ were supplemented with spatial ones. Abel inversion procedure was applied for determination of radial distributions of plasma density in near axis region. Example of space-time distributions of electron density at distance 6 cm from central electrode is presented in Fig. 8. For MPC operation at buffering gas pressure of 2 Torr and Xe local injection maximum plasma stream density achieves $10^{18} \text{ cm}^{-3}$, average electron temperature along the line of view $\sim 5 \div 7 \text{ eV}$ and plasma stream velocity at the MPC output $\sim 10^7 \text{ cm/s}$. 
Fig. 7. Temporal plasma electron density for different MPC operating modes

Fig. 8. Space-time electron density distribution at distance of 6 cm from central electrode obtained for MPC operation at buffering He pressure of 2 Torr and local Xe injection
Conclusions

Features of plasma compression zone formation in different modes of MPC operation have been investigated. Spectroscopic analysis of Xe II–Xe V lines identified in visible wavelength range was performed. Electron density was measured with high resolution ($\sim 0.5\,\mu s$) using Stark broadening of Xe II and Xe III lines. Corresponding values of electron density achieved $10^{18}\,\text{cm}^{-3}$ in operation mode with buffering He gas and local Xe injection into compression region.

Spatial distributions electrical currents in plasma stream have been studied. Output currents achieve $25 \div 30\%$ of $I_d$. Development of electric current vortexes in plasma was found. Current loops promote the formation of compact plasma toroid. The current vortexes appearance is attributed to the inclined shock wave formation in compression zone which affects on plasma dynamics outside the source. In some regimes the current displacement from the compression region was observed. Pressure balance at the boundary achieved at the $B$-field energy of $10 \div 15\,\text{J/cm}^3$. For $N_e = (5 \div 10) \times 10^{17}\,\text{cm}^{-3}$ the $(T_e + T_i) \sim 50 \div 100\,\text{eV}$.

Observation of compression zone dynamics with high speed imaging well correlate with temporal dependencies of $N_e$ and spatial distributions of output current for different time moments.

Analysis of EUV radiation from compression region shows that radiation energy increases with increasing discharge current and it strongly depends on MPC operation regime. For pure Xe discharges EUV radiation from compression zone is strongly absorbed in surrounding peripheral area by neutral and low ionized xenon atoms. Xe injection applied directly into the compression zone and optimization of operation regimes allowed essential increase of EUV energy in $12.2 \div 15.8\,\text{nm}$ wavelength range achieving $10^{-1}\,\text{J}$ ($P_{\text{max}} = 18\,\text{kW}$). In this regime, Xe V spectral lines were registered by spectroscopy in plasma focus area and its appearance correlate with significant increase of EUV radiation detected.
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Measuring the EUV pulse shape of the fs laser
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Abstract. The paper describes an experiment in which X-ray radiation was generated by a femtosecond laser focused onto the target. AXUV5 high speed photodiode [4] was used to measure the pulse shape. There were several filters to protect the photodiode from visible radiation and solid particles flying from the target. At the same time we have measured the spectrum via X-ray spectrometer. We have initially controlled the spark on the target as a function of laser beam power to find the optimal focus. For measuring the X-ray itself we have used several filters in rotating holder, enabling to change the filters without opening the vacuum chamber. The problem with visible light going through the filters covering the diode appeared during the measurements. Therefore we have finally chosen the polymer opaque filter with the thickness 25 µm to prevent the incidence of stray visible light on the diode. Experimental setup is presented. The experiment will be modified to measure with the other filters and pinhole in near future.

Key Words. High speed photodiode, femtosecond laser, X-ray radiation pulse shape.

Femtosecond laser

The Titanium-Sapphire femtosecond laser [1], based on the so-called Chirped Pulse Amplification, is operated at the Czech Technical University. It consists of a fully integrated Ti:Sapriere oscillator, a stretcher, a regenerative amplifier and a multipass one and finally a compressor. Ti:Sapphire laser delivers 60 fs pulse of energy up to 10 mJ with repetition 10 Hz.

1We acknowledge the support of Ministry of education, youth and sports of the Czech Republic, grant “Laser systems, radiation and modern optical applications”, grant number MSM6840770022

2Czech Technical University in Prague, Faculty of Nuclear Sciences and Physical Engineering
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Experiment goals

Our motivation was to take an initial step toward understanding the plasma radiation generated in our experimental setup. EUV radiation was expected to be produced by the plasma, hence we have decided to perform the following measurements:

- Measure visible light via photodiode, while protecting the photodiode only by transparent foil with the thickness 0.5 mm to verify the status of the used photodiode.
• Find the optimal laser focus by moving the target and optimize the plasma temperature.

• In the focused position measure the signal on the photodiode shielded by the aluminium filter with the thickness 0.8 µm (initial estimate). At the same time measure the spectrum via X-ray spectrometer.

• Change the filters using the motorized filter wheel placed in front of the photodiode. At the same time measure the spectrum via X-ray spectrometer.

**Experimental setup**

![Experimental setup diagram](image)

Fig. 3. Experimental setup (1—focusing lens, 2—Amptek X-ray detector, 3—target (brass, aluminium), 4—high speed AXUV photodiode, 5—power supply of 9 V, 6—oscilloscope)

**Filter wheel**

Photodiode itself was protected by the filter (aluminium filter with the thickness 0.8 µm at first, later on by the polymer opaque filter 25 µm) to prevent the visible light detection. Additionally there was the rotating filter wheel (see Fig. 4) enabling to change the filter without the necessity to open the vacuum chamber.
**Laser focussation**

Laser power was set to the maximum of the energy. The spark changes its intensity when moving the target along the laser beam. It is very bright when the focus is behind the target surface, while much lower when in front of it. Optimal focus is therefore near the intensity step. Thus, the process of finding the optimum was in several steps. In each step, the laser beam energy was decreased by additional gray filter and the intensity step was found having the position of the intensity step from previous step as an initial estimate. Finally we have removed the filter and measure with the maximum of the laser beam energy.

**Experimental results – photodiode**

Originally, we supposed that there is only EUV radiation going from the laser plasma. Following the hypothesis, we have chosen these filters (see Fig. 5):

- aluminium filter with the thickness 0.8 µm
- nickel filter with the thickness 1 µm
- zirconium filter with the thickness 1 µm
It turned out that the filters were too thin and both visible light and X-rays passed through. Signal on the diode was almost identical (see Figs. 6–9) for all these filter combinations:

- aluminium filter
- aluminium + aluminium filter
- aluminium + nickel filter
- aluminium + zirconium filter
Fig. 6. Signal on the diode with aluminium filter

Fig. 7. Signal on the diode with aluminium + aluminium filter
Our selected filters were replaced by the polymer opaque filter with the thickness 25 µm (see Fig. 5). There was no visible light on the photodiode in experimental setup with this polymer filter along with better shielding the whole setup excluding this polymer window by light-tight foil. The verification was made using the piece of lead glass. When we placed the piece of lead glass
in front of the photodiode setup, there was no signal (only electric signal noise, which weakened gradually). Without lead glass we obtained periodic signal with the much greater intensity than the electric signal noise (see Figs. 10, 11).

Fig. 10. Signal on the diode with lead glass (electric signal noise)

Fig. 11. Signal on the diode without lead glass
Experimental results – spectrometer

The X-ray spectrum measurements passed off at the same time and have been performed in the same configuration like the experiment with the photodiode. The Amptek X-123SDD X-ray spectrometer was used to record the spectrum at an angle of about 45 deg from the target normal at the target front side. The 1 mil (25 µm) thick beryllium window at the entrance of the spectrometer prevents accurate detection of sub keV photons, while it does not significantly influence the detection efficiency at higher photon energies. The thick solid targets used in this experiment were composed of Brass and Copper and they were attached to the micro-positioning equipment with three linear displacements. This enabled us to shoot on the fresh target surface with 10 Hz repetition rate and record the X-ray spectrum at different positions of the target with respect to the best focus.

The spectra recorded with the Brass target and various target displacements are plotted in Fig. 12. They approximately consist of two exponential curves, which can be associated with bremsstrahlung emission due cold and hot electrons. The cold and hot electron temperatures estimated from the spectra recorded at the best focal position are 0.19 and 2.61 keV respectively. The dependence of the X-ray spectra with respect to the target position is clearly observed. This dependence is almost symmetrical for the same displacement of the target in both direction (positive and negative with respect to the best focus) and therefore we present just the results for the positive displacement. While the bremsstrahlung spectra extend up to about 10 keV energies, no X-ray line emission has been observed during this experiment.

---

![Graph showing X-ray spectra with different target displacements](image)

*Fig. 12. The spectra recorded with the Brass target and various target displacements*
The same measurements have been performed also for the pure Copper target. The X-ray spectra we have recorded are almost the same as for the Brass up to normalization constant. These spectra are compared in Fig. 13 for the minimum and the maximum target displacement form the best focus.

![Graph showing X-ray spectra comparison for Brass and Copper targets](image_url)

**Fig. 13.** Comparison the spectra for the Brass and Copper target

**Next period of measuring**

As was proved, there is more radiation with higher photon energies than we supposed. On account of this it will be needed to use the thicker filters to measure the pulse shape of the fs laser via photodiode at different photon energies. This knowledge will also help us in the next period of the experiment – measuring the pulse shape via pinhole, where the sensitive CCD camera [2] will be used. In this setup will be necessary to protect the CCD camera and prevent the camera saturation.

We keep at disposition several pinholes including the top hat pinhole which we normally use for X-ray metrology.
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Production of multiple charged and high energy ions by moderate energy laser facilities
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Abstract. A brief survey of studies of sources of the multiple charged and high energy metallic ions based on moderate energy laser facilities are presented. There are applied two designs of the facilities. The first one provides production of the ion flow from a plasma flame produced by irradiation of Al target by pulse of a Nd:glass laser of moderate light energy (90 mJ) and intensity ($4.2 \times 10^{12}$ W/cm²) and of 27 ps pulse duration. It is established that ions of the target material up to Al$^{11+}$ are emitted from the laser produced plasma with maximum ion energy approaches 7 keV/Z. The second type of ion source presents a low voltage (about 2.5 kV) vacuum discharge that is initiated by a laser pulse of low energy. Al ions of the charge states up to +9 are observed and their maximum energies fit the scaling $E = 12 \text{ keV}/Z$. The ions are produced from the micropinch that is formed within cathode plasma jet expanding into the vacuum ambient.

Key Words. Laser produced plasma, multiple charged ions, accelerated ions, vacuum discharge micropinch.

1. Introduction

The recent time they carry on the intensive activity aiming the elaboration of sources of the multiple charge ions for searches in nuclear physics, medicine, modifying material properties etc. [1]–[3]. As a rule, production of the ions by
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the elaborated sources occurs in the plasma flame arising as a result of irradiation of a solid target with a high power laser beam as well as in plasma of high current sparks. The main disadvantages of these sources are the high energy consumption required for production of the heated plasma, low efficiency and high cost. For instance, to produce ions with energies of a few tens of MeV, they should apply a laser pulse of the femtosecond length and of the power density exceeding of $10^{19} \text{ W/cm}^2$.

At the same time, the recent studies revealed that they can obtain ions beams with the high energy content at the rather moderate characteristics of the apparatus applied [4], [5]. The results were based on the revealed effect of pinching of cathode plasma jet produced at a low inductance and low voltage vacuum spark with the high current rise rate, exceeding of $10^{10} \text{ A/s}$. Micropinches with the electron temperature of a few hundreds of eV were produced there at the discharge current just about of a kiloampere that is near two orders of value less than these at conventional high-current vacuum sparks. The micropinch provides both the additional ionization of a cathode material and acceleration of the produced multiple charged ions by the space charge of the ejected electrons. Therewith, the ion energies per a charge unit yielded when acceleration can exceeded significantly the interelectrode voltage applied.

Earlier, the authors had studied both experimentally and theoretically the features of running of the fast laser-induced vacuum discharges [6]–[8]. It was established that features of the laser produced pre-plasma play a key role in the pinch formation. It was shown that through optimization of characteristics of the laser pulse initiating the discharge it is possible to stabilize the instant of the neck formation and enhance the plasma constriction degree. Otherwise, the process of micropinch formation at the cathode plasma jet occurring at a low inductance vacuum spark differs significantly from plasma pinching of at the “classical” high current spark. Namely, the principal parameter that govern the process in our case is the discharge current rise rate, while it is the current maximum that controls the process at the latter case.

The paper presents results of the experimental studies of ion emission from the laser-produced plasma and plasma of the laser-induced low voltage vacuum discharge. In both cases a low-energy laser facilities is applied.

2. Experimental set-up and results

The investigations are performed with two types of the experimental facility. In both cases is comprises a Nd:glass laser with wavelength of $1.06 \mu\text{m}$ operating at the mode-locked regime with a pulse energy that is varied at the range of $W = 8 \div 500 \text{ mJ}$ and a duration $\tau = 27 \text{ ps}$, and the ion emission diagnostics. The first set of studies is performed with the laser-produced plasma. In the second set of studies we used a vacuum diode that is initiated with the
laser beam that is focused at surface of the target that serves as a cathode as well. A diameter of the focal spot in both sets of experiments is of 300 µm so that the irradiation intensity is \( I_L = 4 \times 10^{11} \div 2 \times 10^{13} \) W/cm\(^2\). As a target (cathode) we use a plate of super pure Al of 99.99% content that is placed in a vacuum chamber where the pressure of residual gases is less than 10\(^{-4}\) Pa (see Fig. 1). The target is irradiated with the laser beam at 45° with respect to the surface normal. In the first set of experiments a voltage is applied between the target as cathode and an anode, so that the laser pulse initiate a vacuum discharge therewith the discharge current is sustained with a capacitor \((C = 0.22 \mu \text{F})\) with a storage voltage is of \(-2.3 \text{kV}\) that is connected to the cathode. As the anode we use a grounded stain-steel anode of the design presented in Fig. 1. The anode length is of 1.5 cm and its inner surface is a semi-sphere of 2.2 cm in diameter. To provide the ions travelling into the drift area placed beyond the discharge gap, a hole is made in the anode of 0.6 cm in diameter. Due to the presented electrode array design, the minimum inter-electrode gap is of 0.6 cm and it can be enlarged up to 3 cm. After 3–4 shots the electrode array is displaced with a special device so that the laser beam if focused at a fresh area at the cathode surface. The current is measured by a Rogowski coil immediately in the cathode circuit. The total inductance of the discharge circuit is as much as 63 nH and semi-period of the discharge is about of 360 ns.

The energy and charge state distributions of ions are measured by the time-of-flight method with the help of an ion electrostatic analyzer (IEA) of the “plane capacitor” type with the energy resolution \( \Delta \varepsilon/\varepsilon \approx 2 \cdot 10^{-2} \) and the maximum ion energy per a charge unit to be measured is about 28 keV/Z. A microchannel plate is used as a detector of ions in the analyzer. The gain of the plate is adjusted for different ion charge states and impact energies using the data obtained in [9]. The entrance orifice of the analyzer is oriented perpendicular to the target surface and with the aim to enhance sensitivity of the detector we apply the relatively short pass of flight of ions from the target to the analyzer that was of 77 cm. The signals in the experiments are acquired with a Tektronix of 500 MHz wideband.

Let us consider now results with the first set of experiments that are performed with the laser-produced plasma at energy of the laser pulse is \( W = 90 \) mJ, hence the irradiation intensity is \( I_L = 4.2 \times 10^{12} \) W/cm\(^2\). Figure 2 presents a typical wave form, where a charge state spectrum of Al ions for \( E_i/Z = 3.9 \) keV obtained at a single shot is depicted. It can be seen from the figure that a set of peaks corresponding to different charge states of Al ions up to ions Al\(^{+11}\) were observed. Signals corresponding to ions Al\(^{+12}\) were recorded in a few shots near the threshold of sensitivity of the detector, hence we can make principally just a qualitative conclusion that these ions are present in the plasma plume. The significant peak of ions H\(^+\) was also registered in addition to the peaks attributed to ions of the target material. One can see that ions
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Fig. 1. Schematic diagram of the experimental set-up: 1—capacitor 0.22 µF, 2—Rogowski coil, 3—planar Al target – cathode, 4—steel anode, 5—flexible conductive line, 6, 7—coordinate – moving devices, 8—detector: microchannel plate, 9—electron collector.

of other light impurities desorbed from the surface of the cathode, namely, O$^{4+}$, O$^{5+}$, O$^{6+}$, C$^{3+}$, C$^{4+}$, C$^{5+}$ are present in the signal as well. Moreover, the light impurities ions having ratio of $\mu/Z$ that is close or equal to this for corresponding Al ions may contribute to the spectrum and we can not separate this contribution, for example, in case of ions Al$^{+9}$ and C$^{+4}$.

Ion signals detected in various shots had a considerable scatter in amplitude; for this reason, these signals were averaged over a series of shots for subsequent processing. The averaged amplitudes of the signals corresponding to ions of a given charge state and measured for various values of $E/Z$ were used for constructing of energy spectrum of these ions. Figure 3 shows the ion spectra obtained in this way for a few selected ionization states of ions Al$^{n+}$. The figure shows, in fact, the significant scatter in the data, so the energy spectra are presented as the trends that are built up from the experimental data for the corresponding ion charge states. Figure 3 exhibits that a typical spectrum of a bulk of ion is of a near Maxwellian shape with a slightly pronounced “tail” of accelerated ions whose energy can be, approximately, as high as 65 keV.

The ranges of kinetic energies for all ion species Al$^{n+}$, which are measured with the use of the IEA, are presented in Fig. 4. This figure exhibit that the peak energy of each ion species $E_p$ grow nearly linearly with the ion charge state up to $Z = +9$ and it fits the relation $E_p = 7.5$ keV/Z therwith the
Fig. 2. Charge state spectrum of Al ions from laser produced plasma for $E/Z = 3.9$ keV

Fig. 3. Energy distributions for selected ion charge states from the laser produced plasma
energies drop for Al$^{10+}$ and Al$^{11+}$ species. We suppose that it is the low level of the analyzer signal for these species, especially for ions of the high energy tail (see Fig. 3), as was mentioned above, which results in this drop.

By integrating of the energy spectra, we obtained the charge states distribution of ion beam for the given intensity of the laser pulse that is presented in Fig. 5. As it was mentioned above, ions of the light impurities can contribute to abundance of ions with the same ratio $\mu/Z$, so we suggest that just C$^{+4}$ ions are responsible for the burst observed at abundance of Al$^{+9}$. This contribution scarcely can be accounted with a relevant accuracy, hence the average charge state of the ion beam may be estimated from the distribution presented in Fig. 5 as lying in the range of $+(4.6 \pm 4.8)$.

Let us consider now results of the second set of experiments that are performed with the laser-initiated vacuum discharge. According to results of [7], [8], for a discharge with the parameters as storage energy, inductance of the discharge circuit etc., hold constant, there is a range of optimum values of the laser pulse energies and inter-electrode gaps wherein the maximum single pinching of the cathode plasma jet is approached. Note, that at the enlarged gap the pinching can occur once more. Hence, the optimization of characteristics of both the discharge and the laser pulse is performed that permits us to attain a regular and reproducible plasma pinching at the capacitor voltage of 2.3 kV, the inter-electrode gap of 7.2 mm and the laser pulse energy of 8÷10 mJ (i.e. the power density is about $I_L = 5 \times 10^{11}$ W/cm$^2$).

Figure 7 depicts wave forms of the discharge current, its derivative and charge state spectrum obtained with the IEA for the specified energy per a charge unit $E/Z = 3.14$ keV of the ions recorded. It can be seen from the
figure that, approximately, after 80 ns after the discharge onset, a short-run (less than of 100 ns length) peculiarities at both the discharge current and its derivative wave-forms are observed. It was a presence of these peculiarities that corresponded to bursts of the soft X-ray radiation, that permitted us to conclude in [6]–[8] that a micropinch was formed at plasma of a laser-initiated discharge. Specification of peaks at wave-form in Fig. 7 is performed by the time-of-flight method with the same procedure as that described above.
Fig. 7. Wave forms of the discharge current (a) and its derivative (b) at the storage voltage of 2.3 kV and energy of the initiating laser pulse $W = 8 \text{ mJ} \left( I_p = 5 \times 10^{11} \text{ W/cm}^2 \right)$; charge state spectrum of ions from the discharge plasma at energy $E/Z = 3.14 \text{ keV}$ (c); the arrow points the instant of generation of all ion species from the plasma.
Fig. 8. Ranges of kinetic energy of Al\textsuperscript{n+} ions from the discharge plasma, which are measured with the IEA; the linear fit corresponds to the theoretical model, $E_{\text{max}} = kZ$ with coefficient $k = 12\text{keV}/Z$.

Fig. 9. The abundances of a variety of the Al ion species from the discharge plasma.

Also, by means of the similar procedure, we build up energy distribution for a few ion species. These distributions are presented in Fig. 6. One can see from the figure that the distributions are of the non-Maxwellian shape with the pronounced tails of the accelerated ions, with energies exceeding of 80keV. Like it was performed above, the ranges of kinetic energies for all ion species Al\textsuperscript{n+}, which are measured with the use of the IEA, are presented in Fig. 8. This figure exhibit that the peak energy of each ion species $E_p$ grow nearly linearly with the ion charge state up to $Z = +8$ and it fits, approximately, the relation $E_p = 12\text{keV}/Z$.

By integrating of the energy spectra, like in this way as it was performed above, one can obtain the charge states distribution of ion beam for the given intensity of the initiating laser pulse and the given discharge voltage. This distribution is presented in Fig. 9. One can see that ion species at the charge states up to +8 are present in the given plasma jet.
3. Discussion and conclusion

The results presented exhibit that both the laser-produced plasma and plasma of the laser-induced low voltage discharge are sources of the highly charged and accelerated ions of a cathode material. Let us compare now characteristics of the ions beams produced with these sources. One can see that energies of the discharge-produced ions exceed those of the laser-produced ions. Intensity of ion beams from the first source is lower that of the latter as well. If one takes in mind that energy of the initiating laser beam near an order of value less than that of the laser sources and moderate value of the storage energy in the discharge, then a conclusion can be done that the discharge plasma is more effective sources than the laser-produced one.

These ions are produced at a micropinch that is formed within the cathode plasma flow. One can see that energy distributions of the plasma produced ions are of the Maxwellian shape, hence mechanism of their acceleration is due to capture by the ambipolar electric field arising as a consequence of expanding of the thermal electrons from the laser produced plasma. Nevertheless, the non-Maxwellian tails observable at energy distributions of the discharge-produced ions shows that there is an additional acceleration mechanism of these ions. Note that the similar effect has been observed earlier at experiments with plasma of a low-voltage vacuum spark [4]. Therewith, the voltage applied to the discharge gap was lower than 500 V, so one could not explain these energies by action of the voltage. We suggest that mechanism of the additional ion acceleration at the discharge plasma is similar to that described in papers [10] by which they explain ion acceleration in the spark stage of a vacuum discharge.

So, we conclude that the laser-initiated low-voltage discharge is a promising source of the accelerated and highly charged metallic ions for a variety of applications.
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Post-acceleration of ions produced by laser-generated plasma

LORENZO TORRISI\textsuperscript{1, 2}, LORENZO GIUFFRIDA\textsuperscript{1, 2}

Abstract. A Nd:Yag laser, 1064 nm wavelength, 9 ns pulse width, 900 mJ maximum pulse energy, 1÷30 Hz repetition rate, is focused, at an intensity of about 10\textsuperscript{10} W/cm\textsuperscript{2}, on different targets placed in high vacuum. The ion emission is characterized by high directionality, current and charge states up to 10\textsuperscript{+}. Laser-generated plasma occurs inside an extraction chamber placed, together to the target, to +30 kV potential with respect to the chamber ground. The post acceleration field is applied along the normal to the target surface. Its effect is that to accelerate the ions proportionally to their charge state. Time-of-flight technique is employed to analyze the post ion acceleration, to measure the ion species, charge states, current and their energies. Multi-energetic ion beams (H, C, Ti and Ge), multiply of 30 keV, can be produced with an ion beam spot diameter of about 8 mm\textsuperscript{2}. Generally a dose of the order of 10\textsuperscript{14} ions/cm\textsuperscript{2} is obtained in 1 hour of laser irradiation at 10 Hz repetition rate. This laser ion source can be employed with success in the field of the ion implantation, in order to modify the chemical and physical surface layer properties of many material substrates.

Key Words. Post-ion acceleration, laser-generated plasma, time-of-flight technique, ion implantation.

1. Introduction

Pulsed laser-generated plasmas are useful to generate high ion stream emissions with high directionality, high kinetic energy and high charge states. At high laser intensities, of the order of 10\textsuperscript{16} W/cm\textsuperscript{2}, the ion emission yield is of the order of 10\textsuperscript{19} ions/laser pulse, the kinetic ion energy is of the order of 10 keV/amu and the charge states of the order of 40\textsuperscript{+} [1]. At low laser intensities, of the order of 10\textsuperscript{11} W/cm\textsuperscript{2}, the ion emission yield is about 10\textsuperscript{16} ions/laser pulse, the kinetic ion energy is of the order of 100 eV/amu and the maximum charge states of about 10\textsuperscript{+} [2].
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Fig. 1. a—photo of the set-up apparatus, b—Opera 3D simulations of the iso-potential lines and of the Ti ion trajectories inside and outside the extraction chamber placed at 30 kV acceleration voltage

The high intensity lasers are useful to accelerate ions at energies above the MeV and to use these ions to penetrate deeply in different material substrates exposed to the ion plasma emission. The main disadvantage of these lasers consists in their low pulse repetition rate and high cost. The low intensity
lasers, more available because less expensive, confer low kinetic energy to the emitted ions but they have the advantage to use high repetition rates and to generate a high current emission from a thick laser irradiated target [3]. The technique to generate ions from a laser ion source (LIS) using both methods, at high or at low laser intensity, is interesting not only to characterize the non-equilibrium plasma and understand the base physical generation mechanisms but also to prepare ion beams useful for many applications.

The advantage to use a post-ion acceleration method to increase the ion kinetic energy of the emitted charges, generated at low laser intensity, permits to prepare a high current multi-energetic ion beam using not expensive lasers. These beams, easy to obtain, find applications in the field of the ion implantation, ion sputtering, surface treatments, radiation damage, ion sources, pulse laser deposition, etc. [4].

In this article the technique of the post-ion acceleration using 30 kV potential is presented and discussed.

2. Experimental section

A Nd:Yag laser, with 9 ns pulse width, maximum pulse energy of 0.9 J, operating at 1064 nm fundamental wavelength with a repetition rate between 1 and 30 Hz, has been used for this experiment at INFN-LNS of Catania. The laser beam was focused, though a glass window, on different targets (CH$_2$, Ti and Ge) placed inside a vacuum chamber at 10$^{-6}$ mbar pressure. The incidence angle of the laser beam was 30° and the ion diagnostic has been placed along the normal to the target surface.

The post-accelerating set-up consists in a parallelepiped expansion chamber (26 cm long with a 11 cm quadric side) as reported in Fig. 1a. The target is placed at the centre of the extraction chamber. A lateral hole permits to the laser to enter and to hit the target. Target and extraction chamber were connected together to the same positive electrical potential, settable between 0 and +30 kV by using a high voltage power supply (Heinzinger, 30 kV−, 200 mA). The frontal base of the extraction chamber is open and, in front of it, 12 metallic discs with 2 mm thickness and 10 cm diameter, are aligned (parallel along the normal to the target surface) to the axe of the extraction chamber, maintaining 5 mm distance one for the other. Each disc has a central hole with 8 mm diameter. All discs are connected one with the other through a 1 MΩ resistor; in this way the 1$^{st}$ disc is connected to the high voltage and the last is connected to the ground.

The distance between the 1$^{st}$ and the last disc was 6 cm and the corresponding maximum electric field was 5 kV/cm.

The discs were used in order to obtain an uniform accelerating electric field, in agreement to the simulations carried out with Opera 3D code [5] (see
Fig. 1b), that permits to plot the electrical field lines, the iso-potential lines and the trajectories of all ions emitted from the target and travel toward the extraction zone.

The target was fixed inside the extraction chamber through a target holder that can be moved both in vertical and in rotation, in order to change the spot position and the incidence angle, respectively. All the targets were pure sheets 2 cm × 2 cm surface and 1 mm thickness.

Generally the used pulse energy was 340 mJ, corresponding to a laser intensity of $3.8 \times 10^9$ W/cm$^2$, and the laser spot at 30° was 1 mm$^2$. Some times higher laser energies up to 800 mJ were employed. A ring ion collector (ICR), with an inner diameter hole of 15 mm, an external diameter of 25 mm and a surface of about 314 mm$^2$, was placed along the normal to the target surface at 100 cm distance from the target. Time of flight (TOF) technique was employed for the ion detection [6].

An electrostatic Ion Energy Analyzer (IEA) was used to measure the energy-to-charge ratio of the detected particles emitted from the plasma and post-accelerated along the normal to the target surface [6]. The IEA spectrometer deflects electro-statically the ions of 90° with respect to the target normal direction, so that they are detected by a windowless electron multiplier (WEM). The distance between target and WEM was 160 cm. By varying the bias voltages of the deflection plates was possible to measure different ion energies and to plot the ion energy distributions vs. the ion charge states.

The ion signals were recorded by using a fast Tektronics storage oscilloscope with 500 MHz frequency, 2 Gs/s sampling velocity and 50 Ω input resistance.

The ion implanted samples were analyzed by using the Rutherford Backscattering Spectroscopy (RBS) at 2.25 MeV alpha particles, in order to obtain information about the ion dose, the ion species and the ion range in the implanted substrates [7]. The backscattered alpha particles were collected at 170° and the RBS calibration factor was 2.57 energy/channel.

3. Results

Figure 2 reports a comparison between three ICR spectra obtained detecting the ion emission from the laser irradiation of thick CH$_2$ (a, b), Ti (c, d) and Ge (e, f) targets without post acceleration (0 kV), at left, and with 30 kV post acceleration, at right. The TOF spectra peaks are relative to the global C, Ti and Ge ions detected for the three laser-irradiated targets, respectively.

Without post acceleration the peaks correspond approximately to a mean kinetic energy of about 620 eV, 625 eV and 760 eV for C, Ti and Ge ions, respectively. The proton emission obtained during the laser ablation of CH$_2$ target is not time-separable from that of carbon ions.
With the 30 kV post acceleration the peaks are shifted towards low TOF values demonstrating that the mean kinetic ion energy increases significantly. The calculation of the velocity of the post-accelerated ions considers the ions travelling the extraction chamber (15 cm length) without acceleration, while they are accelerated at the extraction chamber output by the accelerating discs system (6 cm length). After the post acceleration ions move in free flight towards the detector placed at 85 cm from the extraction chamber.

The spectra at the right of Fig. 2 indicating a mean TOF of 2.6 µs, 5 µs and 6 µs, for post accelerated C, Ti and Ge ions, respectively, must be corrected by subtracting the drift times of 1.5 µs, 3 µs and 3.3 µs, respectively, in order to take in account the time that ions spend to go from the target surface to the output of the extraction chamber, before to be accelerated. This analysis permits to evaluate a mean ion energy of about 39 eV, 46 eV and 54 eV for C,
Fig. 3. Experimental TOF-IEA spectra at 1.6 m distance from the target; in the case of CH$_2$ (a) there is the presence of three charge states of C and of hydrogen, in the case of Ti (b) there are three charge states, while in the case of Ge (c) there are six charge states Ti and Ge ions, respectively, indicating that charge states are higher than $1^+$. The ICR peaks start at TOF times compatible with ion energies of the order of 90 eV, corresponding with the possibility to have up to 3 charge states of the post accelerated ions.
The spectra shows also that the post-accelerated ion yield peaks are about 8 mV, 30 mV and 20 mV and the peak duration is about 40 µs, 12 µs, and 20 µs for C, Ti and Ge ions, respectively. The analysis of these peaks indicates that the yields correspond to the detection of about $4 \times 10^{10}$ C-ions/pulse, $5 \times 10^9$ Ti-ions/pulse and $5 \times 10^{10}$ Ge-ions/pulse. Thus by using 10 Hz laser repetition rate, hitting a roto-translating thick target, the obtainable mean emitted current, assuming the mean charge state to be $2^+$, is of about 13 nA, 16 nA and 160 nA for C, Ti and Ge ion beams, respectively.
The use of the IEA permitted to evaluate more accurately the ion charge states of the plasma-generated particles. Figure 3 shows, as an example, three typical IEA ion spectra relative to the ion emission of H and C (a), Ti (b) and Ge (c) ions detected without post acceleration (0 kV). It is possible to observe that three charge states are detected for C and Ti ions while a charge state up to 6+ is detected for the Ge ions. Moreover, the ablation of CH$_2$ target shows clear protons emission.

The IEA analyses obtained by changing the electrostatic deflection bias permitted to evaluate the ion energy distributions as a function of ion charge state. Results confirm that the ion energy distributions follow the “Coulomb-Boltzmann-Shifted (CBS)” distribution presented in precedent articles [9]. Figure 4 shows the experimental ion energy distributions of the protons and of the three charge states of Ti and Ge ions, obtained by analyzing the IEA spectra of the H$^+$ (a, b), Ti$^{n+}$ (c, d) and Ge$^{n+}$ (e, f) ions obtained irradiating the CH$_2$, Ti and Ge targets, respectively, without (left) and with 30 kV (right) acceleration voltage. It is possible to observe that the ion energy distributions are peaked at 100 eV for protons, at about 500 eV for Ti and at about 700 eV for Ge. Such peaks are shifted at the energies of 30 eV, 60 eV and 90 eV, proportionally to their ion charge state, when 30 kV voltage are applied. The post accelerated ion energy distributions have an average energy resolution of the order of 3.4% for protons, 10%, 8% and 4% for Ti$^+$, Ti$^{2+}$ and Ti$^{3+}$, respectively and 12%, 3% and 4% for Ge$^+$, Ge$^{2+}$ and Ge$^{3+}$, respectively. This resolution depends not only on the energy spread of the produced ion emission from plasma but also on the power supply stability and maximum extractable current. Using a power supply with a low current the risk to induce arc discharges during the plasma production increases and the high voltage may be little decreased with respect to the nominal value. This effect may induce energy decreasing of the particle with consequent loss of ion energy resolution.

The implant of the multi energetic post accelerated particles in different substrates can be analyzed though the Rutherford Backscattering Spectroscopy (RBS) of 2.25 MeV alpha particles in order to determine the ion dose and the ion penetration depth [7].

Figure 5 reports the RBS analysis of the 30 kV post accelerated Ge ion implantation in Si at a dose of $1 \times 10^{15}$/cm$^2$ (a) and the relative RBS X-RUMP simulation [8] (b). The spectra demonstrate that the Ge ions are implanted up to a depth of about 50 nm, corresponding to the range of Ge-ions with a kinetic energy of about 65 eV.

The same figure reports the RBS spectrum relative to the Ti ion implantation of C-substrate (c) and the relative RBS X-RUMP simulation (d) demonstrating that the Ti ion penetration is of about 40 nm, corresponding to the range of Ti-ions with a kinetic energy of about 50 eV.

The same figure reports the ion spot of Ti ions obtained by irradiating a GAF-Chromic detector film [9] (d, e). This polymer detector has high detection
Fig. 5. RBS spectra of Ge implanted in SiO$_2$ substrate (a) and of Ti implanted in C substrate (c); for comparison the relative XRUMP simulations (b and d) are also reported (right); Ti implantation of a GAF chromic film (e), where it is possible distinguish the black zone corresponding to the X-ray and ion irradiation and a light zone corresponding only to the ion implantation; the last figure (f) shows the GAF chromic profile.
efficiency for ions and X-rays, also at very low implanted energies and doses. The polymer detector, placed at 100 cm distance from the extraction chamber, shows a large spot due to the ion implantation and a concentric spot, darker, due to the detection of X-rays, neutrals and ions. The ion dose used to obtain the dark spot on the polymer is $10^{11}$ ion/cm$^2$. The ion spot diameter is 10 cm and the corresponding total angular aperture of the post accelerated Ti ions is about 6°.

Fig. 6. SRIM simulations of Ti ions implanted in C substrates (a) and Ge ions implanted in Si substrates (b) with an energy range of 0 ÷ 90 eV.

The multi-energetic ion implantation in different materials can be followed by using the SRIM simulation program of Ziegler [10], which permits to determine the range straggling and the ion implanted depth profiles as a function of the ion energy. Two examples of SRIM simulations are reported in Fig. 6 relatively to the ion implantation of the Ti ions of 30 eV, 60 eV and 90 eV in Carbon (a) and to the ion implantation of Ge ions, of 30 eV, 60 eV and 90 keV.
in Si-substrate. The amount of the Ti and Ge ions are proportional to the ionization cross section, i.e. are inversely proportional to the potential ionization of the electron sub-shells. Thus because the first three potential ionizations of titanium are 6.8 eV, 13.6 eV and 27.5 eV for Ti\(^+\), Ti\(^{2+}\) and Ti\(^{3+}\), respectively, the relative amounts of Ti ions in the SRIM simulations, normalized to the first ionized specie, are maintained inversely proportional to these potentials. Similarly, because the first three potential ionizations of germanium are 7.9 eV, 15.9 eV and 34.2 eV for Ge\(^+\), Ge\(^{2+}\) and Ge\(^{3+}\), respectively, the relative amounts of Ge ions in the SRIM simulations, normalized to the first ionized specie, are maintained inversely proportional to these potentials.

The SRIM depth profiles give a real representation of the multiple ion implantation in the substrate and permit to evaluate the surface layers that can endure chemical and physical modification due to the energy release of the implanted species. SRIM simulations are in good agreement with the experimental RBS analysis on the ion implanted substrates.

4. Discussion and Conclusions

Although high intensity laser, of the order of \(10^{15}\) W/cm\(^2\), can be employed to generate plasmas that accelerate ions at energies of the order of hundred keV and to induce direct ion implantation in different substrates [1], low laser intensities, of the order of \(10^{10}\) W/cm\(^2\), can be employed to reach the same aim coupling the laser-generate plasma system to a post-ion acceleration equipment.

In this case the main advantages consist in: the ion energy that can be controlled by the high voltage power supply used for the post acceleration; the high repetition rates of the laser pulse that can be employed in order to obtain a near constant ion current extracted from the plasma; in the high current densities that can be obtained irradiating thick roto-translating targets; in the low cost of the laser system.

A special attention to this problem is represented by the field of the ion implantation technique because the use of a laser ion source permits to accelerate any kind of ion and the use of multi-energetic ion beams is useful in the cases where the first surface layers can be modified by the implanted species as a function of their energy and their dose.

In polymers the chemical and physical properties, such as the thermal and electric conductibility, roughness, wetting ability, wear, chemical reactivity, hardness and mechanical resistance, can be modified at relatively low ion doses, such as \(10^{13}\) ions/cm\(^2\) [11]. In metals the chemical and physical properties can be modified at higher ion doses, of the order of \(10^{16}\) ions/cm\(^2\) [12].
Work is in progress in order to increase the kV post ion acceleration (up to 100 kV) and the implanted dose-rate, obtainable by increasing the extracted ion current.
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Effect of gas type on pinch current and soft X-ray emission in Sahand plasma focus

MOHAMMAD A. MOHAMMADI¹,², SAMAD SOBHANIAN¹,², MASOMEH KIANTAJ¹

Abstract. The effect of Nitrogen, oxygen, neon and argon as a working gas in Sahand Filippov type plasma focus facility (90 kJ, 25 kV) on pinch current has been studied. In the first section of this paper, at 0.25 Torr pressure and 14 kV working voltage, the effect of gas type on comparative study of soft X-ray is investigated. We find experimentally that in argon and neon Sahand machine emits more X-ray than in nitrogen and oxygen case. Furthermore the result shows that in Sahand with nitrogen and oxygen as a working gas, the pinch occur in 14 kV at 0.25 Torr pressure but in neon and argon it occurs at 0.25 Torr for different voltages. Decrease in time difference between the maximum current and the pinch current with increase in atomic number is another result in our research. The results of this work can help us in choosing gas type to use plasma focus as an X-ray source.

Key Words. Filippov type, plasma focus, X-ray, pinch current.

1. Introduction

Dense magnetized plasma can be produced by different devices, such as plasma accelerators, dense plasma focus (DPF), pinch facilities, etc. Plasma focus device was developed in the former Soviet Union [1] and USA [2] independently in the early 1960s. The plasma focus (PF) is a kind of pinch discharge in which a high pulsed voltage is applied over a low-pressure gas using a coaxial cylindrical electrode system. The central electrode which is connected to the positive high voltage, is the anode and it is partially covered with a coaxial insulator. In the DPF, with self generated magnetic field a pulsed plasma column with high temperature (∼ 1 ÷ 2 keV) and high density (∼ 10^{25} ÷ 10^{26} m^{-3}) is produced. In the PF with deuterium as a working gas, the plasma column
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emits burst of neutron with energy $\sim 2.45$ MeV [3], [4]. DPF in addition belong a source of neutron, also produced energetic ions [5], high energy electrons [6] and is a powerful source of soft X-ray (SXR) and hard X-ray (HXR) [7]–[10].

An important part of the experimental studies on X-ray and particle emission from DPF is oriented to interesting applications such as a source of SXR for medico-biological and industrial applications such as microscopy, radiography, activation of enzymes, defectoscopy, microlithography, pump source for lasers and micromachining [11]–[13]. In these applications, it is important to be able to accurately monitor and measure the SXR yield or dosage. In the present work, comparative study of soft X-ray emission from Sahand plasma focus with argon, neon, oxygen and nitrogen as working gases at the same condition (same pressures and voltages) is investigated. Special, attention is paid to estimate the relation between soft X-ray and pinch current with the gas atomic number.

2. Experimental Setup

Experiments were carried out in the Filippov-Type plasma focus called Sahand [14]. Sahand is a 90 kJ Filippov type machine whose various parts are shown in Fig. 1.

![Fig. 1. Schematic view of Sahand plasma focus](image)

The discharge chamber which serves also as the cathode is a stainless steel cylinder of 76 cm diameter and 26 cm height. Anode, which is a copper disc of 50 cm diameter, is placed on a ceramic cylinder of 48 cm diameter and 11 cm height. A replaceable anode insert is installed in the central part of the anode as it gets eroded after many focus shots. Anode is connected to the spark gap.
via 24 copper rods. As the working gas, we used nitrogen, oxygen, argon and neon with the pressure of 0.25 Torr in our experiments. The required energy for the production of discharge and focusing is provided by a capacitor bank of 288 µF which consists of 24 capacitors. A triggered spark gap switch connected the inner electrode to the positively charged terminal of the capacitor. The maximum charging voltage and the maximum stored energy are 25 kV and 90 kJ respectively which induces a discharge current of ∼ 1.1 MA. For the study of soft X-ray emission from the Sahand in a wide range of the spectrum the semiconductor detector, SPPD11-02 type (PIN-diode) has been used. An Al-filter, 7 µm thick, and a mesh with transparency 0.35, preventing the plasma effect on the detector and on the filter and attenuating the radiation flux, are installed in front of a sensitive element. As the PF emission power in a X-ray range is great, these measures are usually insufficient for providing linear operational mode of the detector. Therefore for decrease of the energy flux on the detector an additional diaphragm is used.

![Fig. 2. quantum sensitivity of the SPPD detector](image)

The spectral sensitivity of the detector, $S_\gamma$, is given in Fig. 2. An important specific feature of this detector is that it possesses of a rather high sensitivity in the quantum energy range 1 keV. Therefore this instrument is the main diagnostics element for registering the soft X-ray radiation in integral mode, as well as with a time resolution.
3. Results and Discussion

In this experiment, we used Sahand with 14 kV working voltage and 0.25 Torr working pressure. With these conditions the total energy stored in DPF is 28.2 kJ. The typical current derivative signals from different gases are shown in Fig. 3. A dip in current derivative signal is associated with pinch- ing, as “focusing”, of the plasma column. This is due to the rapid increase in inductance at pinching.

![Fig. 3. A typical dI/dt trace for nitrogen, oxygen, neon and argon](image)

Time differences between current derivative signals rising and pinch time for gases are different. This difference confirms that the energy delivered to the plasma is different. In Fig. 4 the time difference and pinch current are shown. In Fig. 4a the variation of time difference between maximum current and pinch current is shown. Minimum time difference is found for argon. This means that in gases with higher atomic number, more electron and ions are produced. In Fig. 4b shows that at higher atomic number the current derivative is also higher. In other words at higher atomic number more energy is converted into the plasma column. We expect that in working with argon and neon more X-ray will be produced. This result will be explained in next section of this paragraph.
In Fig. 5 typical signal of X-ray from pin diodes with current and current derivative is shown.

Multiple dips were observed over at 0.25 Torr of filling pressure with nitrogen as a working gas, whereas in neon and argon and oxygen, these multiple dips are not observed at this not at high pressures (until 0.75 Torr).
In Fig. 6, time resolved signals of pin diode for different gases are shown. This result shows that for these gases with higher atomic number, the soft X-ray yield is increased. In plasma focus devices the main emissions of X-rays are due to bremsstrahlung, radiative recombination and de-exitation (line radiation) [15]. In all these mechanisms the radiation power is proportional to the charge number of ions. In Fig. 4b, the pinch current is increased with increasing of atomic number and this means that at higher atomic numbers more charges are produced so we conclude that the charge number of ions is increased. In Fig. 6 we see that the soft X-ray yield difference between neon and argon increases rapidly compared with other gases. With this result we conclude that in argon hot spots are produced which cause more X-rays emission.
4. Conclusion

In this paper the effect of nitrogen, oxygen, neon and argon as a working gas in Sahand Filippov type plasma focus facility (90 kJ, 25 kV) on pinch current is researched. We conclude that at higher atomic numbers the time difference between the pinch current and the maximum current is decreased. At higher atomic numbers more energy is delivered to plasma and this means that the charge number of ions is increased. The increasing of soft X-ray yield with atomic number is another result of this paper. In comparison with neon, oxygen and nitrogen, argon seems to be a good source for soft X-rays.
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Ion collisions and deceleration in laser-produced plasma-jet interaction with walls\(^1\)

**OLDŘICH RENNER\(^2\), EDUARD KROUSKY\(^2\), RICHARD LISKA\(^3\), MICHAL ŠMÍD\(^3\), OLIVIER LARROCHE\(^4\), ELISABETH DALIMIER\(^5\)**

**Abstract.** Phenomena accompanying interaction of plasma jets with solid materials are systematically studied for their relevance to magnetic and inertial confinement fusion, primarily in the context of a development of future fusion reactors. We report results of experiments carried out on the PALS iodine laser system (one or two beams with pulse energy 5 ÷ 200 J, wavelength 0.44/1.315 µm, duration 0.25 ÷ 0.3 ns, focused intensity < 1 × 10\(^{16}\) W/cm\(^2\)) with double-foil Al/Mg targets. The plasma jets produced at rear surface of laser-irradiated Al foils streamed towards Mg targets representing the walls preheated by the action of high-energy photons, particle and laser beams. The accelerated Al ions collided with the counter-propagating matter ejected from the wall, the environmental conditions in near-wall regions were analyzed using high-resolution X-ray spectroscopy and temporally resolved X-ray imaging. The deceleration profiles of the incident Al ions were quantitatively characterized via Doppler shifts of the optically thin J-satellite from the Al Ly\(\alpha\) spectral group. The velocity oscillations at the double-side irradiated targets were revealed. The plasma evolution and interaction were modeled using the 2D arbitrary Lagrangian Eulerian hydrocode PALE and the multifluid code MULTIF. The interlocked experimental and theoretical methods demonstrate a potential of advanced X-ray diagnosis in investigation of the laser-produced plasma–wall interactions.
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1. Introduction

Interaction of high-temperature plasmas with solid surfaces (generally known as plasma–wall interaction, PWI) is systematically studied for its relevance to numerous applications, starting from laboratory astrophysics and experiments modeling various stellar situations up to a research in the field of magnetic and inertial confinement fusion directed primarily to the development of future fusion reactors and to the design of sophisticated indirectly driven targets (see [1] and references therein). The investigation of transient processes occurring near surfaces of plasma-exposed materials contributes to an explanation of the PWI effects, provides experimental data for novel theoretical models and technological concepts needed to move from the scientific proof of the principle to a commercial reactor stage.

Energetic plasma jets formed at different conditions of laser-matter interaction represent a flexible and well-defined model environment for investigation of plasma interactions with solid surfaces (walls). By varying the parameters of laser-matter interaction (laser pulse energy, duration, target geometry and irradiance), plasma beams with tailored particle distribution, energy and degree of collimation can be produced [2].

The products of plasma–wall interactions are typically post-analyzed by microscopic and micro-spectroscopic methods (like X-ray fluorescence, Rutherford backscattering spectrometry, or electron probe microanalysis). In order to understand the mechanisms decisive for formation of these products, a detailed knowledge of environmental conditions in regions where the high-temperature plasma interacts with solids is extremely important. This information is typically obtained by optical (primarily infrared and visible) diagnosis, by laser interferometry, and by particle and X-ray diagnostic methods. Among the latter ones, applications of the high-resolution X-ray spectroscopy [3] are particularly useful, as the complex analysis of the intense spectral line emission accompanying the plasma impact is generally the most efficient tool for visualizing the phenomena of PWI in the densest plasma regions opaque for optical probing.

Previous experiments dedicated to laser-produced plasma–wall interaction (LPWI) defined the field of the processes investigated [4], [5]. The surface of the secondary target submitted to plasma jets or intense radiation fluxes is rapidly heated and partially ablated. The energetic ions approaching the obstacle interpenetrate the near-surface layer, collide with the counter-propagating matter and capture a large number of electrons to high-lying atomic levels. The macroscopic characteristics of the impinging plasma (density, temperature, charge and excited states distribution) are strongly modified, material mixing phenomena result in radiative or three-body recombination, charge exchange and formation of hollow atoms [6].
Due to a complexity of the problems studied, contemporary theoretical modeling of the LPWI phenomena based on fluid hydrodynamic models, kinetic simulations or their hybrids provides only qualitative predictions of the shock formation induced by the ion impact and the subsequent plasma evolution. The acquisition of complex information on processes involved in near-wall plasma collisions thus depends mostly on the realization of well characterized experiments. Most of the previous measurements directed at the X-ray investigation of LPWI were performed with low-resolution instrumentation and with limited knowledge of interaction conditions. Here we report precise, well-characterized test-bed experiments directed at investigation of PWI phenomena in colliding plasmas produced at single- or double-side laser-irradiated Al/Mg targets.

2. PALS experiment

In the pilot experiments carried out on the Prague PALS iodine laser system [7], the modification of macroscopic characteristics of the Al plasma formations generated at laser-irradiated double-foil Al/Mg targets was studied using high-resolution, high-dispersion X-ray spectroscopy and temporally resolved one-dimensional (1D) imaging. The scheme of the experiment is shown in Fig. 1.

![Fig. 1. Scheme of the experiment showing the plasma jet formation at double-foil Al/Mg targets and the spectra detection with the vertical-geometry Johann spectrometer.](image)

The targets consisting of two parallel foils of Al (thickness 0.8 µm) and Mg (thickness 2 µm) with a variable spacing were irradiated at normal incidence with one or two counter-propagating laser beams. The laser beams delivered pulses with variable energy (5 ÷ 200 J), wavelength (0.44 or 1.315 µm) and duration (0.25 ÷ 0.3 ns). Being focused to a diameter of 80 µm (main beam) or
50 µm (auxiliary beam), they yielded a maximum intensity of $1 \times 10^{16}$ W/cm$^2$ on the target. Here we concentrate on the evaluation of two typical experimental configurations. In the first one, the data was obtained at foils separated by a distance of 550 µm and irradiated from the Al side only with the laser energy of 193 J at fundamental frequency (1.315 µm). In the second one, the foils were separated by a distance of 600 µm and double-side irradiated using frequency-tripled beams with energy of 115 J (Al foil) and 6 J (Mg foil).

The primary diagnostic data was recorded with a pinhole coupled to a low-magnification X-ray streak camera and a vertical dispersion Johann spectrometer (VJS) fitted with the cylindrically bent crystal of quartz (100). The VJS provides simultaneously two sets of mirror-symmetric spectra [8] characterized by high spectral (at the level of 8000) and 1D spatial resolution (8 µm) along the $y$-axis of the plasma jets expansion. By observing the plasma emission at a shallow angle of $\psi = 0.8^\circ$, the spectra integration over strong plasma gradients perpendicular to the foil surface was avoided.

![Fig. 2. X-ray streak records of the plasma evolution at the double-foil targets irradiated by the single laser beam at the fundamental frequency (a) and by two frequency-tripled beams (b); the main laser beam irradiates the Al foil from above thus forming the upper plasma plume; the prospective auxiliary beam strikes the Mg foil from below](image)

The time-resolved streak images are presented in Fig. 2, where the vertical axis displays the distance measured along the normal to the target surfaces; the origin of the horizontal (temporal) axis vs. the laser pulse maximum was controlled by a delay line. These images demonstrate a diverse character of the plasma formation in the two experimental configurations discussed. At the Al/Mg target irradiated by the single laser beam at the fundamental frequency (a), the upper Al foil burns through well before the laser pulse maximum, thus the Al ions streaming towards Mg foil are not trapped by the cold secondary-target material but collide with the counter-propagating matter ejected from the wall. The strong X-ray emission from the interaction zone (close to the midplane between both foils) and insignificant interpenetration of
both ionic species towards opposite foils indicate a high collisionality [9] of the interacting plasma plumes. The streak camera record presented in Fig. 2b corresponds to the Al/Mg target irradiated with two counter-propagating, frequency-tripled laser beams. The streaked image of X-rays emitting Al and Mg plumes demonstrates the temporally synchronized evolution of the plasma jets at both foils and, after approximately 1 ns, their strong interaction resulting in an enhanced emission from the plasma region close to the Mg foil. The distribution of effective macroscopic plasma parameters following from interpretation of time-integrated, spatially resolved X-ray spectra will be discussed in the next section.

3. Results and discussion

The reconstructed high-resolution spectra used to derive the environmental conditions in the plasma interaction zone are presented in Fig. 3. The outer pair of the dominant spectral lines belongs to Lyα doublet of the hydrogenic Al, the inner pairs of lines are identified as dielectronic satellites 2l2l′ - 1s2l′ with the J-satellite closest to the axis of symmetry. A limited range of the Al Lyα group emission distinctly seen in single-side irradiated Al/Mg structure (Fig. 3a) indicates an efficient build-up of the stagnated plasma at the collision front between two counter-propagating plasmas. Within the interaction zone, the broadened resonance Lyα doublet was saturated, thus the plasma parameters were estimated from the satellite structure only. The comparison of the experimental data with the synthetic spectra produced by the collisional–radiative code PrismSPECT [10] indicates a thermalization of the colliding plasmas to temperatures of the order of several keV; the detailed interpretation of these spectra is being finalized.

![Image](image-url)

Fig. 3. Spatially resolved emission spectra of the Al Lyα spectral group observed at single-side (a) and two-side irradiated (b) Al/Mg double-foil targets
The character of the spectrum recorded in the case of two-side irradiated Al/Mg target (Fig. 3b) is distinctly different. The satellite-rich structure observed at the rear surface of the Al foil gradually reduces to the emission of the J-satellite only, the full satellite structure reappears near the Mg foil. This spectra behavior reflects the variable macroscopic parameters of the interpenetrating plasma jets. The analysis of the Al Lyα group emission [1] proved a formation of relatively cold dense plasma at the laser-exploded Al foil with the effective electron density \( n_e = (3 \div 5) \times 10^{21} \text{ cm}^{-3} \), temperature \( T_e = 300 \text{ eV} \), and the photon path length \( L = 200 \mu \text{m} \). Close to the midplane, the density of the expanding plasma (\( L = 350 \mu \text{m} \)) drops to \( n_e = 5 \times 10^{20} \text{ cm}^{-3} \) and its temperature increases to values \( T_e > 700 \text{ eV} \), whereas subsequent deceleration, trapping, and thermalization of Al ions in the colliding plasma close to the Mg foil surface result in parameters \( n_e \approx 3 \times 10^{21} \text{ cm}^{-3} \), \( T_e \approx 220 \text{ eV} \), and \( L \approx 500 \mu \text{m} \).

The validity of this interpretation of the observed spectral profiles was supported by theoretical modeling. An early stage of the plasma evolution was simulated by the Prague Arbitrary Lagrangian Eulerian hydrocode PALE [11]. The code models plasma as a compressible gas by using hydrodynamic Euler equations for conservation of mass, momentum, and energy with heat conductivity and laser absorption terms. Here standard Spitzer–Harm heat conductivity with heat flux limiter and laser absorption on the critical surface is employed, whereas fast electrons and ions are not incorporated. After several steps of Lagrangian simulations, the deformed moving mesh is reconstructed...
and the conservative quantities are remapped (Eulerian part) on to a smoother grid. An example of the simulations shown in Fig. 4 indicates that already at time $t = -150$ ps before the laser maximum, the upper Al foil burns through and the Al internal energy starts to decrease (mostly being transformed into the kinetic energy of expansion) despite a progressive laser absorption at the border of the hole in the Al foil. The lower Mg foil burns through slightly later at $t = -80$ ps; around this time, the compression of the counter-streaming plasmas attains its maximum and afterwards the plasmas between the foils start to expand in the radial direction $r$. After $t = -50$ ps, the axial kinetic energy of Al ions starts to decrease and the Al plasma expansion in the direction of the laser axis is gradually slowed down by the counter-propagating Mg plasma.

![Fig. 5. MULTIF code modeling of the Al plasma jet interaction with the counter-propagating Mg plasma. The positions of the individual ion species are tracked by means of pseudo-Lagrangian markers](image)

The interpenetration of the Al and Mg ions was simulated with the multifluid code MULTIF [12]. This code computes the hydrodynamics of an arbitrary number of the ion species on a common Eulerian grid in the presence of a neutralizing electron background, and takes into account the interactions among all ion and electron fluids due to Coulomb collisions through slowing-down and heating terms. The geometry is 1.5-dimensional, with the main spatial resolution axis along the inter-target distance and a self-similar expansion model in the transverse directions. Each individual ion species is tracked by means of pseudo-Lagrangian markers, whose motion for the case of the on-axis Al ions interaction with the Mg plasma is displayed in Fig. 5. The trajectories of
the fluid elements evidence regions and periods where the Al and Mg plasmas interpenetrate and/or stagnate with respect to each other.

The region close to the Mg foil is of particular interest for studying the effects of the ion–wall interaction and plasma interpenetration phenomena. In addition to the above demonstrated mapping of the macroscopic plasma parameters, the distinct frequency shifts of the optically thin Al J-satellite, which are clearly seen in Fig. 3b, provide an unique opportunity to measure the ion deceleration via Doppler effect.

![Fig. 6. Effective Al ions velocities (points with error bars) derived from Doppler shifts of the J-satellites; ion deceleration in the interaction zone is compared with theoretical predictions of the ion velocity distribution (solid and dashed line) at free-standing single-side irradiated foil](image)

The previous experiments with single-side irradiated double-foil targets revealed almost monotonically decreasing red shifts of the Al J-satellite with the decreasing distance from the Mg foil [13]. This satellite behavior agrees with the expected stopping of the Al ions at the secondary target. The more complicated dependence of the ion deceleration close to the wall was found in plasmas produced at the double-side irradiated Al/Mg targets. Starting from the inner foil surface, the Al ions are accelerated until the zone of the intense plasma interaction; this results in the shift of the J-satellite to red. After passing a distance of about 250 µm from the Mg foil, the Al ion deceleration reveals in the decreasing Doppler shifts. The conversion of the observed shifts to ion velocities is shown in Fig. 6, where also the effective ion velocity profile simulated for the free-standing Al foil single-side irradiated by the same laser energy [1] is depicted for comparison. Assuming the gradual deceleration
and simple trapping of the Al ions at the Mg surface, the velocities should monotonically decrease to zero. In contrast, their detailed spatial distribution exhibits oscillations and even negative values which reflect the more complicated scenario of the ion deceleration including the ion reverse motion. The detailed interpretation of this phenomenon based on rigorous 2D description of the interpenetrating plasmas and post-processing of the hydrodynamic data is in progress.

4. Conclusion

The reported research proves a feasibility of the spectroscopic investigation of the laser-produced plasma–wall interactions. Modern methods of X-ray spectroscopy provide an unique opportunity to measure precisely the emission spectra with the complex satellite structure capable of characterizing the spatial distribution of the plasma parameters in the interaction zone. The deceleration and trapping of ions impinging on the walls are studied via Doppler shifts of the optically thin satellite transitions. The interlocked experimental and theoretical approaches enhance a potential of advanced X-ray diagnosis in investigation of the effects accompanying the plasma–wall interaction.
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Brillouin back scattering in vertically magnetized plasmas

ALIREZA PAKNEZHAD¹, DAVOUD DORRANIAN²

Abstract. Brillouin scattering occurs in the interaction of picosecond laser pulse with a plasma which involves the coupling of large amplitude light wave into a scattered light wave plus an ion acoustic wave. Previous researches have shown that this scattering leads to instability with specific growth rate in a plasma. In this paper, we investigated Brillouin Back scattering instability growth rate in a magnetized plasma. As a research, plasma is imbedded in an uniform external vertically magnetic field. It is shown that this magnetic field alters the growth rate significantly.

Key Words. Brillouin scattering, Brillouin instability, ion acoustic wave, growth rate.

Introduction

Stimulated Brillouin scattering (SBS) plays an important role in laser–plasma interaction as it produces a backscattered light, and therefore this process is one of the real threat to the inertial confinement fusion research. After the invention of the ruby laser in 1960, Chiao et al. [7] was the first to observe SBS.

The control of the stimulated Brillouin scattering (SBS) instability remains one of the key issues for the success of laser fusion. In the context of laser-plasma interaction, incident laser wave couples to an ion-acoustic wave (IAW) to give rise to a scattered transverse wave, leading to a net energy loss in the case of backscattering [9].

Stimulated Brillouin scattering in a plasma is the decay of an incident (pump) light wave into a frequency downshifted (Stokes) light wave and an ion-acoustic (sound wave). It is important in direct and indirect inertial confinement fusion (ICF) experiments because it scatters the laser beams away
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from the target, thereby reducing the energy available to drive the compres-
sive heating of the nuclear fuel [1], [4].

**Parametric Instabilities**

Large amplitude waves encountered in plasma-based sources of coherent ra-
diation are susceptible to parametric instabilities. In a parametric process a
large amplitude pump wave couples to a low-frequency mode of the plasma
to produce a sideband wave. The pump and the sideband wave exert a non-
linear force on the plasma particles to drive the low-frequency mode. In this
process the amplitudes of the low-frequency mode and the sideband, called
the daughter waves, grow with time once the pump power exceeds a threshold
value, set by the linear damping or convective losses of the daughter waves.
The parametric instability saturates via pump wave depletion or a downward
cascade of energy from the sideband wave. In a plasma-based source of coher-
et radiation, parametric instabilities should lead to frequency broadening of
the beam driven mode. Hence an in depth study of parametric instabilities
in plasma-filled devices is of considerable importance. Parametric instabilities
have been studied extensively in laser-produced plasmas where stimulated Ra-
man and Brillouin scattering (SRS) and (SBS) are two dominant parametric
processes.

In a SRS process an intense laser beam drives a Langmuir wave and an elec-
tromagnetic sideband wave. The instability occurs at densities below quarter
critical. However, the density of the plasma should not be too small otherwise
the Langmuir wave is strongly Landau-damped by the electrons. The growth
rate peaks when the sideband wave propagates opposite to the pump wave. In
the SBS process, the laser excites an ion acoustic wave and an electromagnetic
sideband wave. The instability occurs over a wide range of electron density,
up to the critical layer. Nevertheless, it requires nonisothermal plasma where
the electron temperature is much larger than the ion temperature, otherwise
the ion Landau damping will suppress the Brillouin instability.

Stenflo has developed an elegant theory of parametric instabilities including
the effect of a magnetic field [10].

The Brillouin instability can be most simply characterized as the resonant
decay of an incident photon with frequency $\omega_0$ and wave number $k_0$ into a
scattered photon with frequency $\omega_s$ and wave number $k_s$ plus an ion acous-
tic phonon. The frequency and wave number matching conditions then are
$(\omega_0 = \omega_s + \omega)$ and $(k_0 = k_s + k)$. Where now $\omega$ and $k$ are the frequency and
wave number of the ion acoustic wave. Since the frequency of an ion acoustic
wave is much less than $\omega_0$, it is clear that this instability can occur throughout
the underdense plasma. Furthermore, nearly all the energy can be transferred
to the scattered light wave.
Instability Analysis

To obtain the coupled equation describing the Brillouin instability, we consider the response of an initially uniform plasma driven by a large amplitude light wave. For clarity we consider an ordinary light wave propagating through a plasma with a uniform density and temperature. Plasma is imbedded in a constant magnetic field $B_0$ in $\hat{y}$ direction. Electric field of electromagnetic wave has the form of $E = \hat{e}_x E(z, t) \cos(k_0 z - \omega_0 t)$ and its magnetic field $B_0$ is in the $\hat{y}$ direction. We can ignore the magnetic field of the light wave in comparison with strong external magnetic field. Thus, the wave equation and the force equation of electrons are respectively

$$\left[ \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right] E = \frac{4\pi}{c} \frac{\partial J}{\partial t},$$

(1)

$$\frac{dv}{dt} = -\frac{e}{m} (E + v \times B_0).$$

(2)

Equation (2) has two components,

$$\frac{\partial v_x}{\partial t} = -\frac{e}{m} E_x + \omega_c v_z,$$

(3)

$$\frac{\partial v_z}{\partial t} = -\omega_c v_x,$$

(4)

where $\omega_c = eB_0/m$, is the electron cyclotron frequency. We solve this equations to obtain (5) and (6) as below:

$$v_\perp = v_x = \frac{ca\omega^2}{(\omega^2 - \omega^2_c)} \sin(kz - \omega t),$$

(5)

$$v_z = -\frac{ca\omega_c}{(\omega^2 - \omega^2_c)} \cos(kz - \omega t).$$

(6)

Thus we can write the current density of electrons as

$$J_x = -nev_\perp = -enca \left[ \frac{\omega^2}{(\omega^2 - \omega^2_c)} \right] \sin(kz - \omega t).$$

(7)

Hence the equation (1) becomes

$$\left( \frac{\partial^2}{\partial t^2} - c^2 \nabla^2 \right) A = -\frac{4\pi n_e e^2}{m_e} \left[ \frac{\omega^2}{(\omega^2 - \omega^2_c)} \right] A,$$

(8)
where $A$ is the vector potential of the light wave and $a = eA/mc^2$ is the normalized potential vector. To obtain the coupled equations describing the Brillouin instability, we consider the response of an initially uniform plasma driven by a large amplitude light wave. We can write equation for the generation of scattered light wave with vector potential $\tilde{A}$ by the coupling of a large amplitude light wave with vector potential $A_l$ with an electron fluctuation $\tilde{n}_e$. Hence current density can be taken as $\tilde{J} = -ne\tilde{v}_\perp - \tilde{n}e\mathbf{v}_0$. Then equation (1) has the form of

$$\left( \frac{\partial^2}{\partial t^2} - \mathbf{c}^2 \nabla^2 + \omega_{pe}^2 \left[ \frac{\mathbf{v}^2}{(\omega^2 - \omega_{pe}^2)} \right] \right) \tilde{A} = -4\pi n_e e^2 \left[ \frac{\omega_0^2}{\omega_{pe}^2 - \omega_0^2} \right] A_l,$$

(9)

where $\omega_{pe}$ is the electron plasma frequency and $\omega$ is the frequency of scattered light wave. Only the fluctuation in electron density appears in Eq. (9), since the ion response to the light frequency field of the light wave is less than the electron response by $Zm/M$, where $Z$ is the charge state, $m$ the electron mass, and $M$ the ion mass. For the Brillouin instability, the density fluctuation $\tilde{n}_e$ is the low frequency fluctuation associated with an ion acoustic wave. We describe the electrons as a warm fluid and separate the fluid velocity $v_e$ into longitudinal ($u_l$) and transverse components ($eA/mc$). Then by the taken of continuity and force equations

$$\frac{\partial \tilde{n}_e}{\partial t} + n_0 \nabla \cdot \mathbf{v}_e = 0,$$
$$\frac{\partial \mathbf{v}_e}{\partial t} + \mathbf{v}_e \cdot \nabla \mathbf{v}_e = -\frac{e}{m} \left( \mathbf{E} + \frac{\mathbf{v}_e \times \mathbf{B}}{c} \right) - \frac{\nabla p}{n_e m_e},$$

we obtain

$$\frac{\partial u_l}{\partial t} = \frac{e}{m} \nabla \varphi - \frac{1}{2} \nabla \left( u_l + \frac{eA}{mc} \right)^2 - \frac{\nabla p_e}{n_e m_e},$$

(10)

where $\varphi$ is the electrostatic potential, $p_e$ the electron pressure, and $n_e$ the electron density. Since we are now considering a low frequency fluctuation, we neglect the electron inertia ($\partial u_l/\partial t \to 0$) and use the isothermal equation of state ($p_e = n_e \theta_e$, where $\theta_e = T_e$ is the electron temperature). We then linearize Eq. (10) by letting $n_e = n_0 + \tilde{n}_e$, $\mathbf{A} = \mathbf{A}_1 + \tilde{\mathbf{A}}$ and $\varphi = \tilde{\varphi}$, which gives

$$\frac{e}{m} \nabla \tilde{\varphi} = \frac{e^2}{m^2 c^2} \nabla \left( \mathbf{A}_1 \cdot \tilde{\mathbf{A}} \right) + \frac{v_e^2}{n_0} \nabla \tilde{n}_e.$$

(11)

The electrical potential transmits the ponderomotive force to the ions. To treat the ion response, we describe the ions as a charged fluid with density $n_i$ and velocity $u_i$. The continuity and force equations of ions are

$$\frac{\partial n_i}{\partial t} + \nabla \cdot (n_i u_i) = 0,$$
\[
\frac{\partial u_i}{\partial t} + u_i \cdot \nabla u_i = -\frac{Ze}{M} \nabla \varphi, 
\]

where we have neglected the ion pressure for simplicity. We next linearize these equations by taking \( n_i = n_{0i} + \tilde{n}_i, u_i = \tilde{u}_i \) and \( \varphi = \tilde{\varphi} \). Then

\[
\frac{\partial \tilde{n}_i}{\partial t} + n_{0i} \nabla \cdot \tilde{u}_i = 0, 
\]

\[
\frac{\partial \tilde{u}_i}{\partial t} = -\frac{Ze}{M} \nabla \tilde{\varphi}. 
\]

Taking a time derivative of Eq. (13), a divergence of Eq. (12) and combining then gives

\[
\frac{\partial^2 \tilde{n}_i}{\partial t^2} - n_{0i} \frac{Ze}{M} \nabla^2 \tilde{\varphi} = 0. 
\]

If we substitute for \( \tilde{\varphi} \) using Eq. (11), we finally obtain an equation for the low frequency density fluctuation

\[
\frac{\partial^2 \tilde{n}_e}{\partial t^2} - c_s^2 \nabla^2 \tilde{n}_e = \frac{Zn_0 e^2}{mM c^2} \nabla^2 \left( A_1 \cdot \tilde{A} \right). 
\]

Hence \( A_1 = A_1 \cos(k_0 z - \omega_0 t) \) is the ion acoustic velocity. Eq. (9) describing the excitation of an ion acoustic wave by the interaction between the incident and scattered light waves.

**Dispersion Relation**

By taking the \( A_1 = A_1 \cos(k_0 z - \omega_0 t) \) for incident light wave and using the Fourier-analize Eq. (9) and (14), then we can obtain the dispersion relation from the coupled equations for \( \tilde{A} \) and \( \tilde{n}_e \).

\[
D(k, \omega) \tilde{A}(k, \omega) = \frac{4\pi e^2}{m_e} \left[ \frac{\omega^2_0}{\omega^2_0 - \omega^2_c} \right] \frac{A_1}{2} \times \\
\times [\tilde{n}_e(k - k_0, \omega - \omega_0) + \tilde{n}_e(k + k_0, \omega + \omega_0)] 
\]

\[
(\omega^2 - c_s^2 k^2) \tilde{n}_e = \frac{Zn_0 e^2 k^2}{mM c^2} A_1 \cdot \left[ \tilde{A}(k - k_0, \omega - \omega_0) + \tilde{A}(k + k_0, \omega + \omega_0) \right] 
\]

where \( D(k, \omega) = \omega^2 - c^2 k^2 - \omega^2_p e \left( \frac{\omega^2}{\omega^2 - \omega^2_c} \right) \), \( v_{os} = \frac{eA_1}{mc} \) and \( \omega_{pi} = \omega_{pe} \left( \frac{Zn_0}{M} \right)^{1/2} \).
Now we use Eq. (15) to eliminate \( \tilde{A}(k - k_0, \omega - \omega_0) \) and \( \tilde{A}(k + k_0, \omega + \omega_0) \) from Eq. (16). Considering lower plasma frequency \( (\omega \ll \omega_0) \) and neglecting the higher non-resonant terms, then gives dispersion relation

\[
\omega^2 - c_s^2 k = \frac{k^2 v_{os}^2}{4} \omega_{pi}^2 \left( \frac{\omega_0^2}{\omega_0^2 - \omega_c^2} \right) \times \\
\times \left[ \frac{1}{D(\omega - \omega_0, k - k_0)} + \frac{1}{D(\omega + \omega_0, k + k_0)} \right], \tag{17}
\]

where the dispersion relation for incident light wave is

\[
\omega_0^2 - c^2 k_0^2 - \omega_{pe}^2 \left( \frac{\omega_0^2}{\omega_0^2 - \omega_c^2} \right) = 0.
\]

For Brillouin back scattering, only the downshifted light wave is resonant, \cite{1}, then

\[
(\omega^2 - c_s^2 k)(\omega^2 - 2\omega_0 + 2c^2 k \cdot k_0 - \omega_{pe}^2 c^2) = \frac{k^2 v_{os}^2}{4} \omega_{pi}^2 \left( \frac{\omega_0^2}{\omega_0^2 - \omega_c^2} \right).
\tag{18}
\]

For founding the growth rate of Brillouin back scattering (BBS) instability \((\gamma)\), we assume \( \omega = kc_s + i\gamma \) where \( \gamma \ll kc_s \), Eq. (9) becomes

\[
2i\gamma kc_s (-2i\gamma\omega_0 - 2k\omega_0 c_s + 2k k_0 c^2 - \omega_{pe}^2 c^2) = \frac{k^2 v_{os}^2}{4} \omega_{pi}^2 \left( \frac{\omega_0^2}{\omega_0^2 - \omega_c^2} \right)
\]

and the we can obtain the growth rate for (BBS) as below,

\[
\gamma = \frac{1}{2\sqrt{2}} \frac{k_0 v_{os} \omega_{pi} \omega_0^2}{\sqrt{\omega_0^2 k_0 c_s}} \left( \frac{\omega_0^2}{\omega_0^2 - \omega_c^2} \right), \tag{19}
\]

\[
k_0 = \frac{1}{c} \left( \omega_0^2 - \frac{\omega_0^2 \omega_{pe}^2}{\omega_0^2 - \omega_c^2} \right)^\frac{1}{2}, \tag{20}
\]

where \( k_0 \) is the wave number of incident light. By combining the (19) and (20) we can find the growth rate of BBS as below,

\[
\gamma = a \omega_{pi} \left( \frac{c}{8c_s} \right)^\frac{1}{2} \left[ 1 - \frac{\omega_{pe}^2}{\omega_0^2 - \omega_c^2} \right]^{\frac{1}{2}} \tag{21}
\]

and

\[
\frac{\gamma}{\omega_{pi}} = a \left( \frac{c}{8c_s} \right)^\frac{1}{2} \left[ 1 - \frac{\omega_{pe}^2 / \omega_c^2}{(\omega_0^2 / \omega_c^2) - 1} \right]^{\frac{1}{2}}. \tag{22}
\]
Figure 1 represent the variation of BBS growth rate by variation in plasma frequency in both magnetized and unmagnetized plasma where $\omega_c/\omega_0 = 0.3$, $a = 0.1$, $c/8c_s = 10^4$.

![Figure 1. Growth rate of BBS in magnetized and unmagnetized plasma](image1)

Figure 2 shows the variation of BBS growth rate by variation in electron cyclotron frequency in magnetized plasma where $\omega_p/\omega_0 = 0.3$, $c/8c_s = 10^4$, $a = 0.1$.

![Figure 2. Growth rate of BBS in magnetized plasma](image2)
Conclusions

About some other works associated with present work, Bawaaneh has investigated the problem of stimulated Brillouin scattering of an extraordinary light wave from a magnetized plasma[6]. He has shown that small values of static magnetic field increases the instability growth rate, while high magnetic fields reduce the instability bringing it to zero at a cut-off field. In our present work, we have considered the Brillouin scattering of an ordinary electromagnetic wave from a vertically magnetized plasma. The growth rate of Brillouin instability in the interaction of high power short laser pulse with an underdense plasma in the presence of external magnetic field ($\mathbf{B}_0 \perp \mathbf{k}_0$) is investigated. Results show a decreasing in the growth rate of Brillouin instability due to external magnetic field in comparison with unmagnetized plasma. Also growth rate is decreased when the external magnetic field is increased.
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Generation of high energy electrons and ion acceleration in small structured targets

JAN PŠIKAL, JIŘÍ LIMPOUCH, ONDŘEJ KLIMO, VLADIMÍR TIKHONCHUK

Abstract. The employment of microstructured targets for efficient ion acceleration by short intense laser pulses is discussed. We further examine recently proposed targets, such as foil with hole or foil with slice joint to its front surface, by two dimensional PIC simulations. These targets enable to accelerate protons to higher maximum energies compared with simple thin foils due to additional acceleration of hot electrons during laser-target interaction. On the other hand, we found that the energy fluencies of protons accelerated in those specially designed targets are reduced compared with thin foils irradiated by obliquely incident laser pulses.

Key Words. Laser plasmas, femtosecond laser pulses, ion acceleration, microstructured targets, PIC simulations.

Introduction

Laser-driven ion acceleration has attracted much attention due to its potential in realizing compact ultrahigh-energy particle accelerators. The energetic ion beams generated in the interaction of ultrashort relativistic laser pulses with plasma could be useful in many important applications, which have various demands in terms of ion energy, flux, or monoenergeticity. The progress in laser-driven ion sources can be achieved not only through laser technology advancement but also via target design improvements.

Several ideas on the target design have been recently proposed to generate high-energy ions more efficiently by widely used target-normal sheath acceleration (TNSA) mechanism [1]. In the TNSA, ions are accelerated in the sheath
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layer created by hot electrons which are generated during laser–target interaction by collisionless absorption. It has been already demonstrated experimentally that the maximum energy of accelerated ions and the laser-to-proton energy conversion efficiency increase by using conical targets [2] or foils of reduced surface [3]. PIC simulations have shown enhanced ion acceleration in multi-hole thin foil target with holes of subwavelength diameter [4], hole-target of the optimal hole diameter of about 2 µm [5], and foil with a slice on its front side [6].

In our recent study [7], we have discussed efficient electron acceleration along the surface of an ionized foil when the target is irradiated by femtosecond laser pulse at large incidence angle (more than 60°). In this case, generated strong quasistatic magnetic and electric fields confine electrons in a potential well along the target surface and the electrons are resonantly accelerated by laser electric field inside the potential well. As a result, such electrons transported towards foil edges accelerate protons from the edges to a relatively high maximum energy. Similar phenomena of enhanced electron heating and ion acceleration (here, from the rear side of targets) have been observed in foils with a hole [5] or a slice [6].

In this contribution, we further examine these proposed foil targets [5], [6] by two-dimensional particle-in-cell (PIC) simulations. Up to now, ion acceleration in those targets has been compared with acceleration in thin foil by normally incident laser pulse only, although it is known that the acceleration is enhanced at oblique incidence. Thus, we perform simulation of the foil irradiated by laser pulse incident at 45° for comparison. We also propose and investigate foil target with a cone joint to its front surface.

Simulation method and parameters

Our relativistic collisionless PIC code with two spatial and three velocity components is described in Ref. [8]. Various targets employed in our numerical studies are sketched schematically in Fig. 1 (in 2D geometry). Optimal diameter of a hole in the target b) (about 2 µm) is chosen according to Ref. [5]. Opening angle of a cone in the target c) is set on 30° to obtain optimal incidence angle of the laser beam on the cone walls, which is about 75° [7], in order to generate ultrahigh energy electrons traveling along the walls. The height of a slice in the target d) is set to be the same as the height of the cone in the case c), the slice diameter is chosen in agreement with Ref. [6].

The targets have initial density of 20 $n_c$, hydrogen plasma is assumed for simplicity. The laser of wavelength 1 µm has maximum intensity $3.5 \times 10^{19}$ W/cm², the laser beam of the width 4 µm (FWHM) has a super-gaussian shape ($n = 3$). The pulse duration is set to 100 fs, the temporal laser pulse profile has a trapezoidal shape of duration 70 fs and two linear ramps of 15 fs at the beginning
and at the end of the pulse. The simulation box size is $64\,\mu m \times 60\,\mu m$, outgoing electromagnetic waves are absorbed at the box boundaries and escaping electrons are frozen there. The cell size is set to $20\,nm$. Each simulation run is stopped $350\,fs$ after the moment when laser pulse hits the foil.

To evaluate the efficiency of ion acceleration from those targets and to analyze the laser–target interaction, we are interested mainly in energy spectra of hot electrons located behind rear side of the targets at the end of laser–plasma interaction (when the energy of heated electrons is at maximum) and proton energy spectra at the end of simulations.

**Results and discussion**

Figure 2 shows fast electron energy spectra at the end of laser–target interaction (at time moment $t = 1.0\tau_L$, where $\tau_L$ is the laser pulse duration) and proton energy spectra at the end of simulations (at $t = 3.5\tau_L$). Only electrons and protons located behind the rear surface of targets are taken into account (as the acceleration of protons is most efficient there). In the case of foil both with normal and oblique incidence, electron energy distribution functions can be attributed to a single hot electron temperature. The temperature is about $0.5\,MeV$ for normal incidence and about $1\,MeV$ for oblique incidence. Note that the ponderomotive potential is $U_p \approx 2\,MeV$. In the case of microstructured targets, electron energy distribution function is modified and cannot be approximated by a single temperature. The number of electrons is lower in the energy range from $0$ to $2 \div 4\,MeV$ and larger for higher energies than in the case of thin foils. This effect can be explained by additional acceleration of hot electrons to very high energies when the laser pulse is incident on the target surface at large incidence angles [7]. When ultraintense laser pulses irradiate solid targets at a large incident angle, quasistatic magnetic and electric fields are induced, electrons along the target surface are confined in a potential well created by those quasistatic fields and can be resonantly accelerated along the surface by oscillating laser field [9]. By this surface acceleration process,
high energy electrons are effectively generated with temperatures exceeding the ponderomotive energy significantly.

As the protons are accelerated by hot electrons, electron energy distribution affects the spectra of accelerated protons (in Fig. 3). Although the highest obtained proton energy fluence (calculated for protons with energy higher than 1 MeV), about 18 kJ/cm$^2$, is found when the laser pulse is incident at 45° on a thin foil (black line), the highest maximum proton energy is observed for the foil with a hole (green line) where the fluence is only about 11 kJ/cm$^2$. The energy fluencies for the foil irradiated at normal incidence (blue line) and for foils with cone (magenta line) and with slice (red line) joint to its front surface are about 4.5 kJ/cm$^2$, 7.5 kJ/cm$^2$, and 5 kJ/cm$^2$, respectively. Thus, our numerical simulations have demonstrated that the employment of complex
targets (such as foil with cone or foil with slice) can enhance maximum energy of ions, but the number of accelerated protons is reduced compared with a simple foil irradiated by the same laser pulse at oblique incidence. Moreover, the complex targets, which require complicated manufacturing and has to be irradiated by laser very precisely onto their center, are less favorable to obtain higher maximum proton energy than foils with a hole.

As discussed in our previous paper [7], the maximum proton energy is approximately proportional to average hot electron energy (or hot electron temperature), while the total energy (thus, energy fluence) depends stronger on hot electron density. Moreover, electron energy spectra dominated by a relatively small number of fast electrons is not favorable for an efficient ion acceleration, because these most energetic electrons overcome the potential barrier created by the ions and by themselves, and are lost from the system (they are accumulated on the boundaries of the simulation box), whereas less energetic confined electrons participate in the acceleration, according to a theoretical model of Ref. [10]. The highest density of hot electrons is observed in the case of obliquely irradiated foil which corresponds to the highest proton energy fluence. On the other hand, a higher number of electrons with energies from 2 MeV to 6 MeV is generated due to the presence of a hole in the foil, which leads to a higher maximum proton energy. In the complex targets, even though more energetic electrons are generated, the number of less energetic electrons is lower, and a substantial part of the most energetic electrons escape from the target without significant energy transfer to protons.

The total absorption of laser pulse energy in ionized targets is 24%, 34%, 54%, and 42% in our simulations, for the target a, b, c, and d (see Fig. 1), respectively. These values are consistent with our discussion in previous paragraphs. A higher laser pulse absorption (the energy of laser is initially transferred to electrons and, then, from the electrons partly to ions) does not necessarily mean a higher total energy of accelerated ions (e.g., energy fluence). The key parameter is the electron energy distribution function.

**Conclusions**

Maximum energy of accelerated ions can be enhanced when the laser pulse is incident on a thin foil with a hole or on complex targets (foil with slice or cone joint on its front surface). However, we found that their number is reduced and the total energy of protons emitted from the target rear side is the highest when a simple thin foil is irradiated by the same laser pulse at oblique incidence. Differences in maximum proton energy and total energy (or energy fluence) for various types of targets are explained by energy distribution function of hot electrons at the beginning of proton acceleration. In the case of complex targets, a small number of very energetic hot electrons is generated...
due to electron acceleration by laser field along the target surface, but these electrons mostly escape the target potential and only the rest of them can accelerate a small number protons on a high maximum energy. Less energetic electrons, which are more numerous after the laser pulse interaction with a thin foil, transfer their energy to protons more efficiently.
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Effect of filler amount in the welding of plastics induced by visible laser irradiation
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Abstract. Laser welding of plastics is based on the local energy release of the laser beam to the polymer joint. The process, known as Through Transmission Visible Laser Welding (TTVLW) technique, involves a ns pulsed laser beam of visible light, transmitted by the transparent polymeric part and absorbed at the surface of the other polymeric part. It promotes photo-thermal, photo-chemical and ion implantation processes locally, in the small regions of the irradiated polymer which enables the parts to be welded rapidly. In this work, the TTVLW is applied in order to induce the welding between different polyethylene films, pure and filled with carbon or iron nano-compounds. The mechanical resistance and the physical features of the welded joints are investigated by physical and static mechanical tests. Results proved the effectiveness of the TTVLW technique since high resistance joints are obtained. The joints are investigated as a function of some laser irradiation parameters and polymeric materials properties.

Key Words. Plastics welding, joints mechanical resistance, laser irradiation.

1. Introduction

Laser technology offers many advantages in the application of joining plastics. It is possible to weld seams near sensitive electronic components, to create invisible and aesthetic bonds with high-quality surfaces free from pores and debris after the welding process. A wide range of polymers can be joined by laser
welding; the effect can be improved using special absorbers to the laser wavelength, such as nanocomposites, nanotubes and microstructures embedded on the polymeric materials or by using coverage absorbent thin films [1].

The laser polymer joining processes for optimized thermal management in combination with wavelength-adapted polymers and additives will provide to process at high speed the sample. Key innovations are the high laser intensity, the laser wavelength, the laser transmission in the first polymer and absorption in the second polymer, the mask and spot size and the scansion speed of the welding sample [2].

The Through Transmission Visible Laser Welding (TTVLW) process involves localized heating at the interface of two pieces of plastic to be joined to produce strong, hermetically sealed welds with minimal thermal and mechanical stress, without particulates production and very little flash, making it ideal for medical device applications. Only certain materials and combinations of materials are suitable for transmission laser welding. One of the plastics needs to be optically transparent to the laser with the other being absorbing. There are various methods of making the lower plastic absorb the laser energy, such as that to use nanostructures embedded in the polymer which have high absorption at the used laser wavelength. Additives such as carbon-nanotubes and Fe$_3$O$_3$ nanostructures, for example, can be used to colour black and red, respectively, the polymer sample and to increase the visible laser absorption in the first sample monolayers [3]. Also thin absorbent coating films can be sprayed for covering the absorbent polymer.

Application areas include medical devices such as filters, microfluidic devices, medical packaging (blood bags), catheters and prostheses. The use of a pulsed Nd:Yag laser presented in this article is innovative with respect to the traditional laser polymer welding based on continuum diode lasers, which induce only thermal effects. The laser here reported produces not only thermal effects but also a hot plasma, i.e. a ionized gas which accelerate particles at energies of the order of 1 keV [4] and which may promote photo-chemical reactions and ion implantation processes improving significantly the thermal adhesion of the welding area.

2. Experimental

A Nd:Yag laser, 3 ns pulse duration, was employed to irradiate in air the polymers (Physic laboratory, Messina University). The laser operated at 532 nm and 10 Hz repetition rate. The laser intensity was about $8 \times 10^8$ W/cm$^2$, with maximum pulse energy of 150 mJ and a laser spot of 6 mm$^2$ (no focusing lens were employed). The incident angle of the laser beam was 0$^\circ$. Ultra High Molecular Weight Polyethylene (UHMWPE, Ticona GUR 1020) was prepared by compression molding (Polymer Laboratory of Messina University).
The crystalline degree of UHMWPE is 86% and decreases to a value of 53% after the compression molding [5]. The polymer powder was kept at 200°C for 20 minutes at 20 MPa pressure to prepare UHMWPE sheets pure and mixed with 1, 5 and 10 weight % of Multi Wall Carbon NanoTubes (CNTs) or iron oxide (Fe_2O_3). The nanotubes were prepared by using the Chemical Vapor Deposition (CVD) method in the Catalysis Laboratories of Messina University. Iron Oxide was supplied by ACROSS and has a purity level of 99.999%.

The mixed powders were obtained by a ball milling (Fritsch, mod. MiniMill II of Messina University, Material Laboratory). It operates at 5 minutes and 250 rpm speed and repeats the dispersion cycle 100 times. Figure 1 shows the powders containing 1 wt % filler amount of CNTs (a) and of as Fe_2O_3(b). The code of the polyethylene pristine sheet is “UHMWPE” while those of the filled sheets are “UH–CNT” or “UH–Fe_2O_3”. The geometry of all the sheets was 20 × 30 mm surface and 1 mm thickness. The welded joints were obtained by laser irradiating an UHMWPE transparent sheet coupled with an absorbent filled in the opposite face, as shown in the scheme of Fig. 1c. The two overlapped sheets were pressed between them with a pressure of about 200 kPa, by using mechanical clips pressing the two polymer faces. At the interface a
plasma is generated by the high energy released by the laser pulse. In this area photo-thermal, photo-chemical and ion implantation effects are localized and contribute to the final adhesion between the two polymer. Two joints were prepared and studied in this work: –UH/UH–CNT joint, made by irradiating the transparent UHMWPE film pressed against the absorbent UH–CNT; –UH/UH–Fe$_2$O$_3$ joint using as absorbent polymer the UHMWPE embedded into Fe$_2$O$_3$. Measurements of 532 nm light transmission demonstrated that the optical properties of UHMWPE are similar and that 1 mm thickness of polymer transmits about 55% light. A little decrement of absorption, of the order of 5 ÷ 8% is recorded for with respect to UHMWPE. The light transmission in 50 µm UH/CNT thickness is practically zero, demonstrating that the carbon filled polymer shows high light absorption also at nanotube carbon content below 1%. The measured absorption coefficient $\mu$ value is 6.1 cm$^{-1}$ in the transparent UHMWPE. It increases up to 184 cm$^{-1}$ and 380 cm$^{-1}$ in the absorbent UH–Fe$_2$O$_3$ (1 wt %) and in the UH–CNT (1 wt %), respectively [6]. Thus the first polymer sheet, thank to its high crystalline content (50%), is high transparent while the second polymer sheet is highly absorbent in the first superficial layers both for CNT than Fe$_2$O$_3$ embedded nanostructures. Morphologic analyses were performed by a JEOL JSM 5600 LU Scanning Electron Microscopy (SEM). The plastic materials were covered with a thin gold film in order to make them electrically conductive. The mechanical tests were performed by using a Lloyd Universal Testing Machine model LR10K, with a crosshead speed of 5 mm/min. The specimen geometry was made according to the ASTM 638 M-3 international protocols (60 mm total length, 10 mm useful length, 2.5 mm minimal width, 1 mm thickness) by using a manual DGT System sample cutting press. Sample dimension for the tensile and shear tests performed on the lap joints were of 10 mm × 20 mm. The shear tests permit to evaluate the shear strength ($\sigma_S$) for the joints.

3. Results

Figure 2a, b shows the laser imprinting induced by 2 min irradiation time (at 10 Hz repetitive laser pulse) on the UH/UH–Fe$_2$O$_3$ joint as laser entrance polymer (a) and opposite part (b) containing the 1 wt % of Fe$_2$O$_3$ (a, b), the 5 wt % of (c,d) and the 10 % of Fe$_2$O$_3$ (e, f). Fe$_2$O$_3$ (e, f) and the 10 % of Fe$_2$O$_3$ (i, l). The spots size increases with increasing the polymer filler content. This is clearly visible in both the opposit parts, especially in the white transmitting one. Besides, a more consistent darkened area surrounds the spots in the 10 wt % filled sheets, suggesting that this amount of filler increases the polymeric thermal conducibility.
Similar considerations concern the welding areas induced by an irradiation of 2 min of the UH/UH–CNT joint reported in Fig. 2 for the laser entrance polymer (c) and opposite part (d). Also in this case, the spot area increases with increasing the filler content and a higher damage is induced in the highest filler content joint. In particular, the images show a ring of plasticized polymer around the spot of UH/UH+5% CNT and UH/UH+10% CNT joints. In this last joint appears the area of polymer carbonization.

Mechanical shear stress measurements of the joints vs. the laser irradiation time are plotted in Fig. 3. Generally, the shear stress decreases with increasing the percentage amount of the filler, as reported for the UH/UH–CNT (Fig. 3a) and UH/UH+Fe₂O₃ (Fig. 3c) joints. On the contrary, the welding area decreases with increasing percentage amount of the filler, as reported in Fig. 3b, d. This result can be explained by considering that the laser adhesion mechanism involves the pure polymer while the filler represents the photon absorbing media that transmits the heat at the interface of the two polymers, where the polymer smelts bonding each other the two opposite parts.
With increasing the filler content, the base polymer content decreases so that a weaker adhesion occurs between the two polymeric sheets. Moreover this increment generates a higher heat development at the interface that increases the welding area up to a thermal degradation phenomena may occur. These last degradation effects are more developed in the UH/UH–CNT joints compared to the UH/UH+Fe$_2$O$_3$ ones. This can be observed in the images reported in Fig. 4, where the two opposite parts of the two joints typologies, containing the same filler amount (5% or 10%), are compared. The higher damage is present in the UH/UH–CNT joint, with respect to the UH/UH+Fe$_2$O$_3$ one, and it is due to the higher absorption coefficient of the carbon nanotubes.
Fig. 4. Comparison of welding area induced by an irradiation of 2 minutes in the UH/UH–CNT and UH/UH–Fe$_2$O$_3$ joint opposite parts containing the 5 wt % (a, b, c, d) and 10 wt % of fillers (e, f, g, h).

Fig. 5. Shear stress of the UH/UH–CNT and UH/UH–Fe$_2$O$_3$ joints containing different fillers percentages and laser irradiated for 2 minutes.

In the plot of Fig. 5 the shear stress values are plotted as a function of the filler content (percentage of CNT or Fe$_2$O$_3$). The experimental results indicate the mechanical resistance of the joint decreases with the percentage of the filler and suggest that filler amount higher than 5 wt % is dangerous for the mechanical performance of the joint. At low filler amounts, the mechanical
performance of the joint is maintained high and an improvement is obtained using as polyethylene filler the carbon nanotubes instead of the iron oxide.

Finally, the SEM micrographs (Fig. 6) of the welding area induced in the UH–1 % CNT and UH–1 % Fe₂O₃ opposite parts show a similar morphology induced by the laser irradiation. The low magnification micrographs of Fig. 6a, b show the welding area of the two sheets. They appear melted and constituted by many isles with dimensions of the order of 100 microns. Moreover, their original colour, black or red for the UH–1 % CNT and UH–1 % Fe₂O₃, respectively, results whitened. The contropart polymer, instead, show presence or black or red zones. This result suggests that the fillers are dethatched by the laser source contact and welded to the transparent polyethylene. The two magnifications at 100× of Fig. 6c, d evidence the melted areas of the polymer with formation of micro crakes and of isles with about 100 micron in diameter. The SEM images suggest that the joint efficiency of both welded areas is very high, according to the static mechanical test results.

Fig. 6. SEM micrographs of the spot of UH–1 % CNT (a, c) and UH–1 %Fe₂O₃ (b, d) induced by 2 minutes of laser exposition at different magnifications (×25, ×18 and ×100)
4. Conclusions

The laser welding of two polymers can be made by coupling two polymeric sheets, polyethylene based, one of pure polyethylene, semi-crystalline material and transparent to the laser light radiation and the other of nanostructures embedded in polyethylene to confer high absorption to the laser light radiation. The laser light energy, transmitted by the first polymer and absorbed in the first layers of the second one, is deposited at the interface where it generates a plasma with formation of heating and accelerated particles. The heating induces thermal-effects, while the accelerated particles induce photo-chemical effects and ion implantation processes. A good adhesion is obtained as demonstrated by the high measured shear stress of the order of 10 MPa. The effect of the filler amount percentage was also investigated in terms of shear stress resistance and welded area. In particular, the presence of a low amount of carbon nanotube (1 weight percent) improves the welding mechanical resistance compared to the iron oxide. Moreover, the increment of the filler content worse the mechanical resistance of the joint. The joints should not have a high filler content because of the high heat diffusion through the materials and the consequent polymer degradation effects. In fact the mechanical resistance decreases in sheets containing a filler amount higher than 5 weight percent. Also the laser irradiation time, at 10 Hz repetition rate, worse the mechanical resistance if it is maintained for times higher than about $6 \div 7$ min [7].

The welding area is generally regular and easily predictable. So the laser welding of plastic materials, compared to the more traditional welding techniques (such as, for example, the simple heating or the electrical melting) represents a successful alternative way to induce welding with a pulsed Nd:Yag laser without the use of diode lasers.
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Emission of vacuum ultraviolet radiation by a micro atmospheric pressure plasma jet operated in helium–oxygen mixtures into ambient air

Hendrik Bahre, Volker Schulz-von der Gathen, Hartmut Lange, Rüdiger Foest

Abstract. The VUV emission of a microscale atmospheric pressure plasma jet (µ-APPJ) operated at 13.56 MHz in He with small O₂ additions (< 0.7 %) is analysed between 115 nm and 230 nm. Two atomic emission lines at 115 nm (\(^{1}\)D - \(^{1}\)Do) and 130 nm (\(^{3}\)P - \(^{3}\)S\(_{0}\)) dominate the spectra. Absolutely calibrated measurements of the VUV radiance provide line integrated radiances of 15 and 27 \(\mu\)W mm\(^{-2}\)sr\(^{-1}\) respectively for an oxygen admixture of 0.1 vol. % and at 4 mm distance from the nozzle. The axial dependence of the singlet line 115 nm can be described with a decay based on the absorption by atomic and molecular oxygen and ozone. The measurements demonstrate that VUV radiation with photons of 10 eV is transported through the afterglow of the plasma jet over the distance of > 1 cm.

Key Words. VUV emission, absolutely calibrated radiance, micro plasma jet.

1. Introduction

Non-equilibrium atmospheric pressure micro plasma devices are known to produce intense UV and VUV emissions. Radiation within this wavelength range along with chemical reactivity caused by high densities of free radicals while maintaining low gas temperatures plays an essential role for applications as e.g. the modification of temperature-sensitive surfaces or the interaction of the plasma with biological material [1]. Micro plasma jets introduce a new range of applicability by adding the possibility of localized treatment [2].
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The energy transport processes from the plasma core region into the chemically reactive effluent region are of particular interest as this region is targeted for technological exploitations. Means of energy transport are e.g. metastables or radiation transport by VUV photons with correspondingly high energy. The vacuum ultraviolet (VUV) emission in the wavelength range between 115 nm and 230 nm is analysed and the effect of varying the oxygen admixture to the helium flow is studied. The absolute VUV radiance is presented. The spectra presented in the current work originate from both the active discharge region and from the downstream afterglow region of the µ-APPJ. The intent of the VUV spectroscopy on the plasma jet is to characterize the spatially resolved and temporally averaged optical emission.

2. Experimental

Investigations on the plasma radiation are carried out at the so-called µ-APPJ, an especially designed micro scale version of the APPJ providing excellent access for optical diagnostics, in particular to the core plasma [3]. This core plasma is enclosed between two coplanar 1 mm wide stainless steel electrodes. The electrodes are located inside a quartz cuvette at 1 mm distance thus forming a 30 mm long discharge channel with a cross section of 1 mm². The electrodes extending out of the quartz cuvette form a nozzle of about 4 mm length. This µ-APPJ is operated with applied transceiver powers between 5 and 10 W at radio frequency (13.56 MHz) in pure He (around 1 slm) and mixtures with O₂ (around 0.5 vol. %) expanding in open atmosphere. The gas velocity of this effluent is at about 20 ms⁻¹. At these conditions the discharge operates in the α-mode characterised by a weak homogeneous emission. The optical spectra were obtained using a 0.5 m VUV scanning monochromator from Acton Research Corporation (VM 505) with a grating of 1200 G/mm blazed at 150 nm. A photomultiplier tube from Thorn/EMI (9635 QB) in combination with a sodium salycilate coated window was used as detector of the VUV radiation. The optical emission was measured end on by placing the quartz cuvette in the axis of the optical system. The system consists of a measuring aperture, imaging mirror and entrance slit, which are located in a vacuum chamber with a pressure of 2 × 10⁻⁶ mbar [4]. The plasma jet was positioned in open air at different distances axially to the MgF₂ window, which seals the vacuum chamber. This window is located in close proximity to the measuring aperture (diameter 0.6 mm) and couples the VUV radiation into the vacuum chamber. The mirror in the vacuum chamber images the area of the aperture on the entrance slit of the monochromator, to define the emitting area. The setup is also equipped with a deuterium lamp (Cathodeon, V03 with MgF₂ window) calibrated by the Physikalisch Technische Bundesanstalt (PTB) in units of radiance (µWnm⁻¹mm⁻²sr⁻¹, spectral bandwidth of 1.6 nm,
EMISSION OF VACUUM ULTRAVIOLET RADIATION

low cut off wavelength 115 nm). The emission of this lamp is transferred via the same optical components to the entrance slit of the monochromator alternatively, so that no geometric corrections are needed (to obtain absolute radiance values). The spectral response of the detection system is received by dividing the spectral scan obtained from the radiance data provided by the deuterium lamp. Dividing spectral scans measured from the plasma jet, by the response function described above, gives the absolute radiance end on from the jet. These output spectra correspond to the VUV radiation emitted from a 0.282 mm² area (defined by the aperture). The entrance slit of the monochromator was kept at 1.0 mm to ensure the same spectral bandwidth of 1.6 nm during the measurements of the radiance. Better resolved (0.2 nm bandwidth) uncalibrated spectral measurements were performed with a reduced entrance slit width, for line identifications.

3. Results

Figure 1 shows an uncalibrated VUV section of the μ-APPJ emission. The main contributions of VUV radiation are assigned to two oxygen atomic lines, the hydrogen Lyman-α line, and parts of the Schumann–Runge bands. The weak emission of the latter is not shown in Fig. 1. The spectrum is dominated by the O I (neutral atomic oxygen) resonance line (3So–3P) at 130 nm. The emission line at 115 nm (1D0–1D) ends in the lowest metastable state of the singlet system. The emission feature at 121 nm is not identified without doubt due to the limited spectral resolution. It might be attributed to the hydrogen Lyman-α emission (λ = 121.6 nm) from impurities in the working gases and water desorption from the walls. This is unlikely since the OH emission at 308 nm shows a different behaviour when observing an oxygen admixture variation. Therefore we attribute this emission to a O I (1S 1P0, l = 121.7 nm) transition ending in a metastable state at about 4 eV. The VUV emission can be observed for distances from the nozzle of the discharge up to several centimetres. This comparably far expansion is caused by the radiation propagating in the rare gas stream leaving the jet before it vanishes due to turbulence effects. The radial and axial dependences of the O I lines, in particular the resonance line at 130 nm, are investigated for oxygen admixtures around 0.5 %. Different decay mechanisms of observed lines are discussed. By varying distance from the nozzle, total flow and composition i.e. oxygen admixture another series of measurements could be carried out. The absolute value of the radiation is an important information for modelling of the complex radiative processes of the system. Figure 2 shows the absolutely calibrated
Fig. 1. Uncalibrated VUV spectrum of the µ-APPJ operated in a helium/oxygen mixture displaying atomic oxygen emission from low lying singlet and triplet states of atomic oxygen and eventually Hydrogene Lyman-α from gas impurities.

Fig. 2. Line integrated radiances of O $^1$D (115 nm, black triangles), O $^3$P (130 nm, red squares) and Lyman-α (121.6 nm, blue dots) for increasing O$_2$ admixtures measured at a flow of 1.5 slm He at 4 mm distance from the discharge nozzle.
Fig. 3. Radial profiles of the 130 nm radiation measured at 4 (black triangles) and 10 mm (red squares) distance from the nozzle of the discharge.

Radiances of the 3 observed VUV lines in units of µW sr⁻¹ mm⁻² in dependence on the oxygen admixture measured at a distance of 4 mm from the nozzle. The helium flow was kept constant at 3 slm for these measurements. As a first result, it is found that the calibrated radiance ratio between the two oxygen lines is reversed. For low oxygen admixtures the singlet emission line at 115 nm is about a factor of 3 stronger than the 130 nm resonance line. Radiances of about 10 µW sr⁻¹ mm⁻² are measured for the resonance transition into the atomic oxygen ground state. This observation could be explained by the presence of a substantial amount of metastable ¹D oxygen atoms within the discharge core excited by electrons of relatively low energy. The radiance of the 120 nm emission feature is about one order of magnitude lower than the singlet emission. The maximum radiance for all three lines is observed for lowest O₂ admixtures. It decreases with increasing admixtures. The general decay of the lines could either be attributed to changes of the excitation function of the discharge or additional absorption due to molecular oxygen. The singlet line shows a much stronger decay than the resonance line. This corresponds very well with the known strong quenching of the metastable oxygen ¹D state by molecular oxygen [5]. One of the most important advantages of micro plasma jets is the possibility of localized treatment of sensitive surfaces. Prerequisite for this application is a collimated effluent. It was demonstrated by TALIF spectroscopy that the beam of oxygen atoms stays collimated after leaving the nozzle of the jet over distances of several centimetres [6]. This is confirmed...
here by measurements scanning the radial emission profiles transversely to the electrodes at various distances from the nozzle. For these measurements the nozzle of the µ-APPJ is displaced transversely towards the entrance aperture of the diagnostics system. Results are displayed in Fig. 3 for 4 and 10 mm distance from the nozzle for a gas flow of 1.5 slm helium and an admixture of 0.1 vol.% oxygen. A constant width of the beam of about 0.8 mm is observed at both distances. This value is very close to the diameter measured by TALIF spectroscopy. Small deviations might be explained by a small misalignment of the jet’s axis towards the observation axis or an effect of the end-on measurement. Figure 4 shows the decay with distance of the singlet and triplet emission lines at 115 and 130 nm at a flow of 1.5 slm He with an admixture of 0.7 vol.% oxygen. The measurements were done starting at a distance of 4 mm from the discharge core defined by the glass cuvette up to 14 mm. It is obvious from Fig. 4 that the singlet line at 115 nm (triangles) is absorbed rapidly and shows an exponential decay within a distance of about 2 mm. Taking into account the flow velocity of about 20 ms$^{-1}$ this corresponds to a decay time of 0.1 ms. The 130 nm triplet line (dots) shows a significantly different behaviour. The fluorescence decreases slowly to half maximum value over a distance of about 8 mm. Provided that absorption at this distance is mostly determined by the working gases the locally transmitted intensity can be calculated for both lines. For this estimation we assumed a constant molecular oxygen concentration of 0.7 vol.%. This is an acceptable approximation since outside the discharge core...
the ozone and atomic oxygen ground state densities have been measured to be below 1 percent of the molecular oxygen concentration. The associated profiles, measured by UV absorption [7] and with TALIF [6] respectively, have also been incorporated into the estimate of the respective contributions to absorption. The absorption coefficients for molecular oxygen and ozone were taken from Okabe [8]. For atomic oxygen the values were calculated via the absorption oscillator strength. The resulting atomic absorption is about an order of magnitude smaller than the other ones. The respective theoretical decay behaviour for both lines is shown as red and black lines corresponding to the colour of the measured values. It appears that the absorption of the singlet line at 115 nm is well approximated by this coarse model. However, this is not the case for the triplet line at 130 nm. Here, additional contributions must be taken into account. One candidate could be metastable oxygen O₂(a¹Δg), yet its absorption coefficient at 130 nm is too low to provide a significant contribution [9].

4. Conclusions

Absolutely calibrated measurements of the VUV radiance of an RF micro plasma jet have been carried out and presented. Operated in helium with a vol. % admixture of molecular oxygen two atomic emission lines at 115 and 130 nm dominate the observed spectra. Radiance from other plasma components as molecular oxygen and hydrogen from impurities only constitute below 10 % of the total radiance in the wavelength region between 115 and 230 nm. The dominant transition observed at 115 nm is located in the singlet system of the atomic oxygen and ends in the lowest lying metastable state. (1D). The observed exponential decay of the radiance outside the discharge core allows an estimate of the radiance at the nozzle to be at about 500 µW mm⁻² sr⁻¹ for an oxygen admixture of 0.1 vol. %. This emission contributes significantly to the total radiation of the discharge and in consequence influences its energy balance. The population of the metastable ground state is rapidly quenched in the effluent of the discharge by collisions with oxygen molecules. This is confirmed by the rapid absorption of the 115 nm emission line and the decay of the emission with increasing oxygen admixture. The second important atomic oxygen VUV emission is a resonance line at 130 nm. The maximum radiance of this contribution is much less influenced by the amount of admixed oxygen. The radiation decay in the afterglow of the µ-APPJ cannot be explained solely from the absorption of oxygen constituents as atomic and molecular oxygen, ozone or metastable oxygen molecules. It is therefore assumed that at larger distances ambient air diffuses into the effluent and starts to determine the absorption. In summary the measurements demonstrate that VUV radiation with photons of beyond 10 eV is transported through the helium atmosphere of the plasma jet afterglow to distances of centimetres. This radiation is strictly
localized to a diameter corresponding to the cross section of the micro jet. The energy and radiance of these photons is sufficient to break molecular bonds and has therefore to be taken into account for applications of the micro jet.
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Diagnostics of plasma at atmospheric pressure by optical emission spectroscopy using broadening of lines

DANA SKÁCELOVÁ, PAVEL SLAVÍČEK

Abstract. We study one type of plasma jet with name “Plasma pencil” generated at atmospheric pressure by generator with frequency 13.56 MHz. Plasma pencil is a special type of the plasma nozzle working at atmospheric pressure, which is interesting for possible applications such as local treatment of surface, deposition of thin films, change surface energy, cutting in surgery, sterilization, etc. Through this nozzle, which is made from quartz tube with typical inner diameter 2 mm, flows working gas (typically argon). The powered electrode is connected through the matching unit to the rf generator. In this contribution, we present diagnostics of unipolar discharge channel generated by the Plasma pencil. For different conditions the parameters of the plasma channel were estimated from optical emission spectra in the spectral range 200 ÷ 900 nm, rotational temperature from OH rotational lines and first results of concentration of electrons from Stark broadening of hydrogen lines were estimated.

Key Words. Barrier discharge, plasma diagnostics.

Introduction

Low-temperature plasmas are extensively used for the plasma processing [1], light sources, various plasma technologies [2] etc. Therefore, the interest for plasma diagnostics is growing. The optical emission spectroscopy (OES) technique is of particular interest, especially if standard spectroscopic instrumentation is available in laboratory. Barrier discharges at atmospheric pressure are intensively studied for possible industrial applications [1], [8], [6]. In this paper diagnostics of radio frequency discharge by optical emission spectroscopy will be presented.
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Experimental setup

The schematic diagram of the experimental arrangement is shown in Fig. 1 and photograph is shown in Fig. 2. The powered electrode is separated by the dielectric tube (nozzle with the inner diameter of about 2 mm) from plasma. In this experimental device a quartz tube with length 5 cm was used. Through the nozzle flows working gas. Working gas was argon with purity 99.996 %. Note, that the working gas flowing from the nozzle stabilizes the discharge. The detail description and discussion of several variants of the nozzle are also presented in [6], [7]. The electrode is connected through the matching unit to the rf generator Cesar – 1310 by Dressler driven at frequency 13.56 MHz. This type of discharge has a lot of applications [5], [6]. Plasma pencil is interesting for possible applications such as local treatment of surface, deposition of thin films, change surface energy, cutting in surgery, sterilisation etc.

Fig. 1. Experimental setup: 1 – nozzle, 2 – ground electrode, 3 – matching unit, 4 – rf generator, 5 – working gas (argon), 6 – spectrometer
Optical emission spectroscopy of the plasma channel was realized by means of the spectrometer FHR1000 by Jobin–Yvon–Horiba (grid were 2400 gr/mm and 3600 gr/mm, CCD detector Symphony cooled by four stages Peltier cooler). The spectra were recorded perpendicularly to the plasma channel for different discharge parameters.

Rotational temperatures were calculated from rotational lines of OH from branch $Q_1$. Rotational temperature were calculated from Boltzmann plot [3], [4].

The most frequently used technique for determination of electron concentration $N_e$ is based on the half-width and shape of the hydrogen Balmer beta ($H_\beta = 486.13 \text{ nm}$) spectral line.

Electron concentration was estimated by approximate formula by Wiese et al. as

$$N_e = 10^{22} \left( \frac{W_S}{4.7333} \right)^{1.49} \text{[m}^{-3}\text{]}$$  \hspace{1cm} (1)

where $N_e$ is concentration of electron and $W_S$ is the $H_\beta$ Stark half width at half maximum – HWHM in 0.1 nm unit. Detail description is in [9], [10], [12].

Unipolar modification of this discharge without ground electrode was used for all measurements.
Result and discussion

The dependence of the rotational temperatures on the distance from end of the nozzle for 5 cm length of nozzle and for rf power 100 W and working gas flow rate 1 slpm are shown in Fig. 3. Same dependence for rf power 125 W is shown in Fig. 4. Negative distance was in nozzle, positive distance was out of nozzle. The rotational temperature is good approximation of gas temperature.

![Fig. 3.](image)

Fig. 3. The rotational temperature from OH, rf power 100 W, working gas (Ar) flow 1 slpm. Negative distance was in nozzle, positive distance was out of nozzle.

![Fig. 4.](image)

Fig. 4. The rotational temperature from OH, rf power 125 W, working gas (Ar) flow 1 slpm. Negative distance was in nozzle, positive distance was out of nozzle.

The dependence of the concentration of electron on the distance from end of the nozzle for 5 cm length of nozzle and for rf power 100 W and working gas flow rate 1 slpm is shown in Fig. 5. Same dependence for rf power 125 W
Error of the rotational temperatures were about 10%. The rotational temperatures were approximately same from power electrode (position $-50\,\text{mm}$) to the end of the nozzle (position $0\,\text{mm}$). Working gas (argon) was mixed with air at atmospheric pressure in range from the end of the nozzle (position $0\,\text{mm}$) to end of plasma channel (position $15 \div 20\,\text{mm}$). Estimated dependence of the rotational temperature on rf power (Figs. 3 and 4) are show too, if the rf power is increase than the rotational temperatures are increase too.

**Fig. 5.** The concentration of electron calculated from broadening of $\text{H}_\beta$, rf power 100 W; negative distance was in nozzle, positive distance was out of nozzle

**Fig. 6.** The concentration of electron calculated from broadening of $\text{H}_\beta$, rf power 125 W; negative distance was in nozzle, positive distance was out of nozzle
The concentration of electron was approximately $10^{20} \text{m}^{-3}$. Gas temperatures were relatively low (less than 900 K) therefore for first approximation can be neglected resonance and Van der Waals broadening of spectral lines. Estimate error of the concentration is from this first measurements problematic. New measurement and calculation [10] will be done in near future. The increase of the concentration of electron and the rotational temperatures near the nozzle outlet correspond with mixture of argon flow with the surrounding atmospheric gases (nitrogen, oxygen, ...).

The Abel transformation of cylindrical symmetry of discharge was not taken into account for very small diameter of plasma channel (smaller than 1 mm).

**Conclusion**

In this article results of electron concentration and rotational temperature in discharge generated by plasma pencil at atmospheric pressure were presented. The rotational temperatures in the plasma nozzle are less than 900 K. The concentration of electron in plasma channel was approximately $10^{20} \text{m}^{-3}$. Main result is that diagnostics of the concentration of electron is possible done for this type of barrier discharge with our spectrometer. New measurement and more accurately calculation will be done in near future.

In this contribution the single nozzle was used, but several nozzles can be applied simultaneously in one device [5], which is more convenient for industrial application.
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Molecular structure, hydrophilic character and mechanical properties of diglyme plasma polymer

ROGÉRIO P. MOTA¹, NAZIR M. S. MARINS¹, MAURICIO A. ALGATTI¹, KONTANTIN G. KOSTOV¹, ROBERTO Y. HONDA¹, NILSON C. DA CRUZ², ELIDIANE C. RANGEL², MILTON E. KAYAMA¹

Abstract. This paper focuses on the hardness, elastic modulus and molecular structure of plasma-polymerized Diglyme films. Plasmas were excited at a fixed pressure of 13.3 Pa, within a stainless steel plasma chamber in a parallel plate electrodes configuration by a RF-power supply operating at 13.56 MHz. RF power was varied from 5 to 40 W. Polymer films hardness and elastic modulus were determined from nanoindentation data. The results showed that hardness and elastic modulus changed from 0.03 to 0.3 GPa and 0.1 to 10 GPa, respectively, when power was varied from 5 to 40 W. These results are in close agreement with the data from FTIR spectroscopy that show a densification of the film structure due the decreasing of C–O–C and C–O bounds with the increasing of RF power. The films’ contact angle measurements revealed an increasing from 50° to 63° for RF power varying from 5 to 40 W. Therefore the hydrophilic character of diglyme plasma polymer decreases with the increasing of RF power coupled to plasma.

Key Words. Plasma polymers, diglyme plasmas, nanoindentation, FTIR spectroscopy, contact angle, hardness.

1. Introduction

Plasma polymer processing at low pressure and temperature is essential in many current scientific and technological issues encompassing microelectronics, optical, biomaterial and coating industries [1]–[7]. The main reason is that

¹Universidade Estadual Paulista, Faculdade de Engenharia, Departamento de Física e Química, Av. Aríberto Pereira Cunha 333, CEP: 12516-410, Guaratinguetá, SP, Brazil.
²Universidade Estadual Paulista, Campus Experimental de Sorocaba, Av. Três de março 511, CEP: 18087-180, Sorocaba, SP, Brazil.

http://journal.it.cas.cz
within such kind of plasmas, the electrons may attain energy in excess of several eV in comparison to the heavy particles present in the discharge. This unusual thermal non-equilibrium state is extremely profitable in molecular fragmentation by electronic impact, giving rise to a very reactive chemistry in a relative cold environment [8]–[12] whose kinetics is not easily controlled. In spite of these characteristics plasma polymerized films with customized properties can be synthesized by this kind of discharges. In the field of biomaterials science and technology, plasma polymerized polyethylene-glycol-dimethyl-ether is an issue that has been keeping the attention of the scientific community due to its non-fouling characteristic [13]–[16]. If appropriate plasma parameters are set such films can be synthesized keeping their molecular structure similar to that of polyethylene oxide-like (PEO-like) films, with the advantage that the former are not soluble in water. The aqueous solubility of PEO makes it less appropriate for many biomaterials applications. In order to set the appropriate experimental parameters that would result in customized film structure of plasma polymerization of PEO-like coatings this paper deals with plasma polymerization of diethylene glycol dimethyl ether (diglyme) for different values of the RF plasma power [3], [9], [17]. The retention of the monomer structure into the films at a fixed pressure and different values of RF plasma power was studied using FTIR spectroscopy. The films hardness and elastic modulus were determined from nanoindentation techniques using a Hysitron TriboIndenter® system and the wetting character of the samples was analyzed by contact angle measurements.

2. Experimental setup and measurements

The glow discharge was generated by a RF power supply operating in the range from 5 to 40 W in CH₃O(CH₂CH₂O)₂CH₃ (diglyme) atmosphere at a fixed pressure of 13.3 Pa within a cylindrical stainless steel plasma reactor (210 mm internal diameter and 225 mm long) in parallel plate electrodes configuration. The Fig. 1 shows the experimental setup of deposition system. The pressure inside plasma chamber was monitored by pirani™ (thermocouple) and penning™ (inverse magnetron) gauges. A turbo-molecular pump used for cleaning purposes was coupled to the chamber through a gate valve.

The pressure was pumped down to $1.33 \times 10^{-5}$ Pa and the chamber was purged several times with argon before running each experiment. In order to minimize the monomer condensation and humidity plasma chamber walls were heated by a temperature-controlled belt. Diglyme monomer was fed into the plasma chamber from a heated stainless steel bottle through a needle valve. Plasma chamber and the bottle were kept at 60 °C and 70 °C, respectively. Diglyme plasmas were excited by a RF power supply operating in 13.56 MHz whose output power could be varied from 0 to 300 W (Tokyo HY-Power model
RF-300™). The RF power was coupled to the plasma reactor through an appropriate matching network (Tokyo HY-Power model MB-300™).

Plasma diglyme polymer films were deposited on silicon and quartz substrates during two hours for all RF power conditions. Polymer film thickness was determined through step meter technique using an Alpha Step Tencor 100™. The typical polymer film thickness varied from 130 nm to 190 nm. Diglyme plasma polymerized films are transparent to visible light and pinhole free. These films resulted from the plasma enhanced chemical vapour deposition and is characterized by a highly crosslinked structure free of islands or grains in which many monomer’s functional groups are retained [9].

The FTIR spectra of plasma diglyme films deposited at 13.3 Pa for different values of the RF power was collected by a FTIR spectrometer Jasco 4100™ operating in the spectral range from 4000 cm⁻¹ to 400 cm⁻¹. The maximum resolution of the spectrometer is 0.9 cm⁻¹. For FTIR analysis diglyme films were deposited over microscope slides covered by Al films. FTIR spectra were collected in the reflectance operation mode in a dry nitrogen atmosphere. Each spectra resulted from 20 scans in order to reduce the noise of the experimental apparatus. The films hardness measurements were carried out using a Hysitron TriboIndenter™ system provided with a diamond Berkovich indenter and an atomic force-imaging module that allows one to perform indentation with a space accuracy of 50 nm in the horizontal displacement. The nominal
resolution of the indenter’s tip displacement during the loading and unloading cycle is of about $2 \times 10^{-4}$ nm. The load resolution is less than 1 nN. The loading–displacement curves were obtained in cycles with duration of 15 s. Loading–accommodation–unloading processes compose every indentation cycle that takes 5 s to be completed. The contact angle were performed using a goniometer Ramé-Hart 300™ that allowed measurement of the angle formed between the polymer surface and the water drop with a maximum precision of 0.1°.

3. Results and discussions

Figure 2 shows the FTIR spectra of diglyme plasma polymer films, in the spectral range from 4000 cm$^{-1}$ to 400 cm$^{-1}$, for different values of the RF power coupled to the plasma chamber. One may distinguish several different absorption bands in these spectra. The spectral range between 3600 cm$^{-1}$ and 3300 cm$^{-1}$ is characterized by OH group’s absorption whose low intensity remained approximately constant with the increasing of the RF power.

![Fig. 2. FTIR spectra of plasma-polymerized diglyme films, for different values of the RF power coupled to the plasma chamber](image)

Although the chemical bond O–H is not present in the monomer structure (CH$_3$O[CH$_2$CH$_2$O]$_2$CH$_3$), it appears in the polymeric film probably due the fragmentation and recombination processes during the plasma polymerization
process. Two others sources that contribute for the retention of oxygen in Diglyme films are the reactions with residual water vapor inside the plasma chamber and the recombination process of oxygen present in the air with the free radicals at the film’s surface, when it is exposed to the atmosphere. The absorption bands at 2900 cm\(^{-1}\) and 2960 cm\(^{-1}\) are associated to C–H stretching modes in CH\(_2\) and CH\(_3\) groups respectively. The absorptions band between 1650 cm\(^{-1}\) and 1750 cm\(^{-1}\) is due to C=O stretching. The absorptions showed in the wavenumber range from 1380 cm\(^{-1}\) to 1440 cm\(^{-1}\) are due to C–H bending modes. The band in the range from 1000 cm\(^{-1}\) to 1200 cm\(^{-1}\) is associated with C–O–C and C–O stretching modes. Yet the Fig. 2 shows that the same vibrational groups are present in all polymer films deposited at different values of RF power coupled to plasma (i.e. from 5 to 40 W). A quantitative evaluation of the relative (C–O–C, C–O) and C–H bands densities can be performed by the integrated absorption technique, proposed in [18], [19] applied to the bounds at 1000 ÷ 1200 cm\(^{-1}\) and 2900 ÷ 2960 cm\(^{-1}\), respectively.

The accuracy of the data obtained by the technique depends on polymer film thickness measurements and on infrared band area determination. These results are presented in Table 1.

<table>
<thead>
<tr>
<th>RF Power [W]</th>
<th>Normalized Integrated Absorption C–O, C–O–C [1000 ÷ 1200 cm(^{-1})]</th>
<th>Normalized Integrated Absorption C–H [2900 ÷ 2960 cm(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.00</td>
<td>0.50</td>
</tr>
<tr>
<td>10</td>
<td>0.80</td>
<td>0.55</td>
</tr>
<tr>
<td>15</td>
<td>0.77</td>
<td>0.60</td>
</tr>
<tr>
<td>20</td>
<td>0.70</td>
<td>0.65</td>
</tr>
<tr>
<td>30</td>
<td>0.55</td>
<td>0.80</td>
</tr>
<tr>
<td>40</td>
<td>0.50</td>
<td>1.00</td>
</tr>
</tbody>
</table>

It can be seen that C–O–C and C–O bonds decrease from 100 % to 50 % (relative values) while C–H bond increase from 50 % to 100 % (relative values) in the range from 5 to 40 W of RF power. These results are in close agreement with the mass spectrometry data presented elsewhere [20]. The increase of the RF power coupled to the discharge enhance the monomer fragmentation processes increasing the number of light chemical species within the discharge. Therefore the high power regime favours the formation of C–H radicals that are attached to the films’ structure. From these results one can conclude that the density of hydrogenate groups present in the diglyme plasma polymers tends to increase with the increasing of RF power.
Therefore if one intends to retain the PEO-like structures within the plasma-polymerized diglyme one must operate the plasma reactor at relatively low RF power levels. Figure 3 shows that the hardness of diglyme films increases from 0.03 GPa to 0.3 GPa when the RF power was varied from 5 to 40 W. This behavior of hardness is a strong indicative of the increasing of the polymeric cross-linking which is also corroborated by the FTIR data. The enhance of polymeric cross-linking is a direct effect of the film’s surface ion bombardment by particles resulting from molecular fragmentation within the plasma. The increase of RF power causes increasing of the particle’s mean energy resulting in much more reactive plasma. This behavior of diglyme plasmas was confirmed by the results from discharge’s mass spectrometry published elsewhere [20], which showed that the increase of RF power, at a fixed value of gas pressure, produced intense molecular fragmentation by electronic impact that reduced the number of heavy molecular fragments and increased the light one within the plasma.

![Fig. 3. Plasma-polymerized diglyme films hardness as a function of the RF power coupled to the plasma chamber](image)

Figure 4 shows that the elastic modulus of diglyme films increases from 0.1 GPa to 10 GPa when the RF power was varied from 5 to 40 W. This behavior of the elastic modulus is also a strong indicative of the intense polymeric cross-linking. The increasing of the elastic modulus indicates that these polymer films became more resistant to permanent deformation.
Figure 5 shows that the water contact angle of the films increases from 50° to 63° when the RF power was varied from 5 to 40 W, indicating the decrease of sample’s hydrophilicity with the increase of RF power. At high RF power the deposition process produces plasma polymer films with highly cross-linked structures, which effectively contributes for the contact angle increasing.
On the other hand exposure of plasma polymerized structure to the atmosphere environment can also contribute for the contact angle increasing due the recombination process with oxygen from the air.

4. Conclusions

The present study allows to conclude that if one wants to preserve the monomer’s functionalities within the plasma-polymerized films the plasma chamber must be operated at relatively low power levels. Polymer films grown under such conditions are softer than that ones grown under higher RF power levels since in the later the intense ion bombardment of the surface enhances the polymeric cross-linking. Therefore, in principle, customized hard non-fouling diglyme plasma polymerized films may be obtained by monitoring the RF power level coupled to the plasma chamber during the film’s growth process. These transparent hydrophilic polymer films with non-fouling properties present promising applications in biomaterials industry.
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Treatment of polyester fabric in atmospheric dielectric barrier discharge operated at low frequencies

JAN PÍchal2, 3, DANA HOLLÁ2, JAN SLÁMA2

Abstract. Due to its environmentally friendly characteristics plasma treatment of polymers happened to be often applied method for improvement of polymer surface properties. Radicals and ions generated in discharge sustaining in proper gas together with its intense ultraviolet radiation are suitable to break molecular bonds and initiate physical and chemical processes in uppermost atomic layers of a material surface. These processes result e.g. in growth of surface hydrophilicity whereas bulk characteristics remain unaffected. Polyester (i.e. polyethylene terephthalate, PES) fibres are one of the most produced and used textile component, unfortunately these fibres are also known with some unwanted properties, e.g. high hydrophobicity, electrostatic charge creation, pilling etc. Earlier we successfully tested application of atmospheric dielectric barrier discharge sustaining in air at atmospheric pressure for PES fibres hydrophilicity improvement. To influence the efficiency of this process, we tried to increase the input energy of the plasma reactor by means of the supply voltage frequency. Correlation of the supply voltage frequency and modification efficiency presented by hydrophilicity changes expressed by means of the area of feathering time evolution (drop test) is described in this paper. Experiments proved that growing reactor input energy/supply voltage frequency shortened necessary modification time.

Key Words. Atmospheric dielectric barrier discharge, fabric, filamentary mode, hydrophilicity, modification, supply voltage frequency.
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Introduction

Polymer surface properties like wettability and adhesion can be modified without changing polymer bulk properties by use of methods employing low temperature ("cold") plasma treatment. For survey of these methods see [1].

Probably the easiest way to get the low temperature plasma at atmospheric pressure is the application of an atmospheric dielectric barrier discharge (ADBD). ADBDs have proven to be applicable to various purposes; in addition they are also scalable to very large systems. The goal of in this paper described experiments is study of correlation between the reactor input energy/voltage frequency and modification efficiency presented by hydrophilicity changes expressed by means of the area of feathering time evolution (drop test).

![Fig. 1. Cross-section of the reactor](image)

Experimental

For experiments polyester fabric was used. Tested fabric was cut in pieces 100 × 100 mm (fibre average sectional diameter about 300 µm, mesh size about (250 × 250) µm, textile thickness about 0.5 mm). Before modification all test samples were properly cleaned. Experimental reactor (Fig. 1) consisted of two plane iron electrodes put into open cylindrical vessel (diameter 153 mm, height 146 mm). Both flat round electrodes were 45 mm in diameter and 10 mm thick. The barrier composed 83 × 83 mm and 3 mm thick glass table stuck to the higher placed electrode. Distance between electrodes was adjustable and during all
experiments was held at 9 mm. All tests were performed with samples placed on the lower electrode connected to the ground during all experiments.

Fig. 2. Hydrophilicity expressed by the area of feathering time evolution, supply voltage 14.7 kV, 50 Hz, modification time 360 s

Hydrophilicity was evaluated by means of the drop test [2]. For better visualization water solution of potassium dichromate \(5 \times 10^{-3} \, \text{g} \, \text{µl}^{-1}\) was used as a test liquid. The 20 µl of the solution was dropped on the textile sample and the feathering spot size was recorded with a CCD camera. Monitoring was performed in 5 seconds intervals within the first 30 seconds after drop incidence on the fabrics and in 10 seconds intervals afterwards. The total observation time was 200 seconds. The area of the spot in the 60th second after the drop release was used as the standard for the evaluation.

**Results and discussion**

Tests were carried out in air at room conditions (pressure about 756 torr, temperature about 20°C and humidity about 30%). To held the composition of the atmosphere (air) in reactor constant during the measurements, air from the reactor was continually exhausted with a compressor (air flow speed 0.04 m³ s⁻¹).

ADBD sustained in the filamentary regime: supplied either at [14.7 kV, 50 Hz, modification time 360 s, reactor input energy about 0.5 W] or [7.2 kV,
7 kHz, modification time 8 s, reactor input energy about 40 W. Supply voltage values were chosen to be maximum permissible values in regard to supply voltage source characteristics and risk of ADBD transition to spark or arc discharge.

Textile treatment with lower supply voltage frequency (14.7 kV, 50 Hz) resulted in lower modification efficiency (expressed by means of hydrophilicity measurements) and very long treatment times necessary for creation of textile surface changes (Fig. 2). Increase of the supply voltage frequency of about two orders (7.2 kV, 7 kHz) produced reactor input energy increase. It allowed both substantial reduction of the treatment time and more effective modification (Fig. 3).

Aging process of treated fabric surface consists in its hydrophilicity reduction and recovery of its hydrophobicity. The recovery of hydrophobicity was fastest in the first seven days after treatment in case of 7 kHz supply voltage frequency, when hydrophilicity reduction of individual sheets was about 25% (Fig. 3). Then it diminished about 40% and later on remained stable.

There was no distinct aging process development in case of 50 Hz supply voltage frequency (Fig. 2). This result differs slightly from that referred in [3], unfortunately we were not successful in assurance of identical experimental conditions, hence direct comparison is impossible. Modified fibres were stocked in darkness in air at atmospheric pressure and room temperature during aging tests. Duration of modification effect is usually required for a shorter time
period, when some procedures would be performed. Thus there is no need for permanent modification effect and modification effect reduction after some days is considered as admissible.

**Conclusion**

This paper deals with correlation between the plasma-reactor input energy/voltage frequency and modification efficiency of the polyester textile modification with plasma created in the atmospheric dielectric barrier discharge (ADBD) sustaining in air at atmospheric pressure and ambient temperature and operated in the filamentary mode. Modification process effectivity was tested by means of textile hydrophilicity measurements. For tests two different ADBD supply voltage frequencies were used (50 Hz and 7 kHz).

Increase of the supply voltage frequency of about two orders even with almost 50% maximum voltage value reduction (7.2 kV, 7 kHz) produced reactor input energy increase. It allowed both substantial reduction of the treatment time and more effective modification.

Modification effect reduction (aging) was fastest in first seven days after modification, then decreased and finally remained stable.
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Effect of helium plasma immersion ion implantation on plasma-polymerized films

MAURICIO A. ALGATTI¹, ROGÉRIO P. MOTA¹, REGIANE G. S. BATOcki¹, DEBORAH C. R. DOS SANTOS¹, TIAGO J. NICOLETI¹, KONSTANTIN G. KOSTOV¹, ROBERTO Y. HONDA¹, MILTON E. KAYAMA¹, PEDRO A. DE P. NASCENTE²

Abstract. This paper presents the effect of helium Plasma Immersion Ion Implantation on surface properties of plasma-polymerized hexamethyldisilazane films. Chemical analysis revealed alterations on atomic composition and molecular structure. These modifications are correlated to refractive index, wettability and etching rate of the samples. Oxygen-containing groups were introduced in the samples and their concentrations are dependent on the process time. The modifications promoted by ion implantation were explained by the increase of crosslinking and unsaturated bond concentration.

Key Words. Plasma-polymerized HMDSN, XPS, wettability, refractive index, etching rate.

1. Introduction

Plasma Immersion Ion Implantation (PIII) is a well established technique in which samples are immersed in a low pressure plasma and are biased by negative high voltage pulses. Positive ions present within the plasma are implanted at normal incidence into all sides of a 3D sample (conformal implantation). The implantation of these energetic ions promotes surface modifications due to changes in materials structure and composition [1], [2]. Because of these features PIII is a widely used technique for improving corrosion resistance of
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metals and carbon films [3], [4], for increasing biomaterials lifetime [5], [6], for changing surface wettability [7], for increasing the oxidation and abrasion resistance of aerospace devices [8], as well as to improve tribological properties of materials used in many different technological applications [9]. Despite of the broadband applications of PIII there is a lack of studies dealing with the effects of PIII on plasma-polymerized (PP) films. In order to address these issues the present paper reports the study of surface modifications of He PIII on plasma-polymerized hexamethyldisilazane (HMDSN), i.e., [(CH\textsubscript{3})\textsubscript{3}Si]\textsubscript{2}NH, thin films. The choice of this organosilicon compound as a PP precursor is due its low toxicity and the broad band of PP HMDSN applications in many different areas of technology [10], as for instance biocompatible coatings [11], wear-resistant coatings [12], gas barriers [13], gas selective membranes [14], and so on [15].

2. Experimental

Details of the deposition system can be found elsewhere [15]. Briefly, it consists of a stainless-steel cylindrical chamber fitted with two parallel-plate electrodes. The upper electrode is coupled to a radiofrequency (RF) power supply via an impedance matching box, and the grounded lower electrode serves as a substrate holder. PP HMDSN films were deposited by RF discharges excited by a power supply operating at 80 W at 13.56 MHz. The deposition was carried out during 60 min at pressure fixed on 5.3 Pa.

After the deposition, in the same apparatus, films were treated by helium PIII. The discharge was excited by RF power supply operating at 13.56 MHz with the output power of 50 W. The He PIII treatment was carried out at a fixed pressure of 5.3 Pa. During this process, the substrate holder was biased by negative saw-tooth pulses with duration of 5 ms. The amplitude and repetition rate of the pulses were $-25 \text{kV}$ and 120 Hz, respectively. The treatment was carried out during 15 min, 30 min, 45 min and 60 min.

In order to evaluate the chemical resistance of PP HMDSN films, PIII treated samples were submitted to etching process in the same system used for deposition and implantation. RF-oxygen plasma was established by a power supply operating at 50 W on 13.56 MHz. Gas pressure was fixed at 5.3 Pa and exposure time was 30 min.

Fourier Transform Infrared (FTIR) spectroscopy was used for the identification of the molecular structure of the samples, using a Perking Elmer FTIR 1600 spectrophotometer from 4000 cm\textsuperscript{-1} to 500 cm\textsuperscript{-1}. X-ray Photoelectron Spectroscopy (XPS) was employed in the investigation of the chemical composition of the film structures, using a Kratos XSAM HS instrument. The spectra were collected using Mg K\textsubscript{α} radiation of 1253.6 eV and source power of 30 W. The high-resolution peaks were deconvoluted into their components.
using a Gaussian profile, Shirley base and minimum square routine. C 1s peak at 284.8 eV, related to C–C and/or C–H bonds, was taken as bond energy reference.

Film thickness measurements were performed by an Alpha Step 500 Tencor profilometer, and the refractive index was calculated from ultraviolet-visible spectra obtained with a Hitachi U-3501 spectrophotometer.

The wettability of the samples was evaluated by contact angle measurements using a Hamé-Hart 100-00 goniometer. It is known that contact angles (θ) measured between the water drop and the sample surface indicate the hydrophobic (θ ≥ 90°) or hydrophilic character (θ ≤ 90°) of the samples.

3. Results and discussion

3.1. Molecular and elemental analyses

Fig. 1 depicts IR spectra of PP HMDSN films as a function of PIII treatment time. PP HMDSN film’s absorption bands are listed in Table 1.

<table>
<thead>
<tr>
<th>Peak position [cm⁻¹]</th>
<th>Band assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>3400</td>
<td>O–H stretching</td>
</tr>
<tr>
<td>3380</td>
<td>N–H stretching</td>
</tr>
<tr>
<td>2960</td>
<td>C–H asymmetric stretching in CH₃</td>
</tr>
<tr>
<td>2900</td>
<td>C–H symmetric stretching in CHₓ (x = 2, 3)</td>
</tr>
<tr>
<td>2870</td>
<td>C–H symmetric stretching in CH₂</td>
</tr>
<tr>
<td>1700–1600</td>
<td>C=O, C=O and N=O stretching</td>
</tr>
<tr>
<td>1300</td>
<td>CH₃ asymmetric bending in Si–(CH₃)ₓ (x = 1, 2, 3)</td>
</tr>
<tr>
<td>1180</td>
<td>N–H bending</td>
</tr>
<tr>
<td>1100</td>
<td>CH₂ wagging in Si–CH₂–Si</td>
</tr>
<tr>
<td>1100–1000</td>
<td>Si–O asymmetric bending in Si–O–Si</td>
</tr>
<tr>
<td>950</td>
<td>Si–N asymmetric stretching in Si–NH–Si</td>
</tr>
<tr>
<td>870</td>
<td>Si–H bending</td>
</tr>
<tr>
<td>830</td>
<td>CH₃ rocking in Si–(CH₃)₃</td>
</tr>
<tr>
<td>680</td>
<td>Si–H wagging</td>
</tr>
</tbody>
</table>

As it is verified, the main chemical bonds of the as-deposited film are N–H stretching at 3380 cm⁻¹, CHₓ stretching at 2960 and 2900 cm⁻¹, CH₃ asymmetric bending in Si–(CH₃)ₓ at 1300 cm⁻¹, CH₂ wagging in Si–CH₂–Si at 1100 cm⁻¹, Si–N asymmetric stretching in Si–NH–Si at 950 cm⁻¹, Si–H bending at 870 cm⁻¹ and CH₃ rocking in Si–(CH₃)₃ at 830 cm⁻¹. The N–H bending located in 1180 cm⁻¹ is overlapped by the broad band from 900 to 1300 cm⁻¹.
Besides, Si–O asymmetric bending in Si–O–Si groups (1100 to 1000 cm\(^{-1}\)) is present in film’s structure because of the post-deposition reactions between free radicals trapped in the structure with oxygen and/or water vapor from the air [9], [10].

Spectra of the PP HMDSN modified by helium PIII show practically the same absorption bands as as-deposited film, but their intensities were altered after the treatment. The decrease in CH\(_3\) absorptions at 2960 cm\(^{-1}\) and the simultaneous increase in CH\(_2\) absorptions at 1100 cm\(^{-1}\) indicates the dehydrogenation of the film structure. The appearance of two new absorption bands located at 3400 cm\(^{-1}\) and 1700 ÷ 1600 cm\(^{-1}\) are related to O–H stretching and C=C, C=O and N=O stretching respectively. The increasing of absorption bands associated to O–H stretching and others related to oxygen-containing groups with the increasing of treatment time is attributed to recombination process between free radicals created during the implantation process and atmospheric oxygen [3]. The concentration of oxygen-containing groups is highly dependent on the active free radicals concentration in the film surface, which seems to be dependent on the PIII treatment time. It is known that the collision between an ion and a polymeric material causes electronic excitation or
ionization and displacement of target atoms. Both, electronic and atomic process can result in polymer chain crosslinking and breakage, but the crosslinking predominates in electronic collisions, while the breakage predominates in atomic ones [16]. Chain breakage is pointed as responsible for release of hydrogen atoms and consequently, the creation of dangling bonds. In conclusion, IR analyses confirms hydrogen loss and the recombination of dangling bonds by the appearance of the unsaturated bonds [17], [18]. These changes perceived in all spectra of the modified films are attributed to those simultaneous effects of ion implantation, considering that one of them probably is predominant at a certain process time. It is worth to emphasize that ion implantation promotes surface modifications, and IR analyses were carried out in the film bulk. XPS survey scan revealed the presence of carbon (C), oxygen (O), nitrogen (N) and silicon (Si) in the films. Their atomic concentration is depicted in Fig. 2, as a function of the helium PIII treatment time.

![Graph of XPS atomic concentration as a function of PIII process time](image)

As can be seen, O atomic concentration increases from 20% to 60% after the ion implantation, which is interpreted by oxygen incorporation in the film because of free radical recombination. N content is small in the untreated PP HMDSN sample (6%), and it vanished after helium PIII. This is probably due to nitrogen ions that formed volatile chemical compounds which are removed from the plasma by the vacuum pump. Si atomic content is practically constant in all process time, which is confirmed by others authors [19]. Nevertheless, C atomic proportion decreased from 54% to 11% after ion implantation, which may be accounted by polymeric backbone breakage and loss of carbon atoms. It is important to observe that, after 30 min of treatment, C, O and N atomic proportion become constant. Therefore longer time of helium implantation should promote polymeric chain crosslinking. The C 1s high resolution spectra were deconvoluted into three components: the highest peak centered at
284.8 eV related to C–C and/or C–H bonds, a peak at 286.5 eV related to C–O bonds and other peak at 288.5 eV related to C=O bonds.

The deconvoluted peak areas of the functional groups were compared to peak area of C–C and/or C–H bonding and the results are shown in Fig. 3. This figure depicts that untreated film \((t = 0\) s) have no C=O bonds, and these functional groups were introduced after the ion implantation. C=O and C–O concentration rises with increasing of treatment time, while C–C and/or C–H concentration drops. Despite the impossibility of separate identification of C–C and C–H contributions in XPS spectra it is known that C–H bonds were broken after the implantation, as was verified from the IR results. The dehydrogenation of polymeric films with the increasing of He PIII treatment time can be understood by the fact that hydrogen atoms are weakly bonded to the polymeric chain terminations and consequently, they can be easily removed from the solid structure by ionic impact [10].

### 3.2. Surface properties

Figure 4 shows the thickness measurements of PP HMDSN as-deposited \((t = 0)\) and treated by He PIII. As can be seen in this figure, the film thickness decreased from 295 nm to 210 nm after He implantation. This reduction of thickness can be attributed to film’s density rise and/or film’s sputtering process. The density rise is due to polymeric chains crosslinking processes, and the sputtering occurs by momentum transfer from the ions to the atoms/species at the surface. The results suggest that sputtering process have to be predominant at the beginning of PIII treatment. The subsequent increasing in the number of implanted ions enhances the crosslinking process resulting in film’s densification.
Figure 5 shows the dependence of PP HMDSN film’s refractive index on treatment time. The index increased from 1.65 to 1.77 over the considered time range, and this fact is attributed to increase of C=C bond concentration [20]. These bonds were created by recombination of the dangling bonds between carbons belonging to the same chain or recombination between carbon atoms belonging to neighbor chains [16]. Consequently, the rise of refractive index is related to increase of crosslinking and density of the film structure, which is consistent with the thickness decreasing.

Figure 6 depicts the contact angle measurements of the PP HMDSN films. The as-deposited PP HMDSN (t = 0) presents hydrophobic character with a contact angle around 100°, but this value dropped to 7° immediately after the helium PIII treatment. After 30 days of exposure to atmospheric air the
film’s contact angle value stabilized between 45° and 75° according the PIII treatment time. It is known that the stability of a modified surface depends on the chemical structure of the samples, the plasma treatment conditions and the storage environment [10]. These results show that longer treatment time favored the hydrophilic characteristic of polymeric films. This improvement of the wettability of the films is explained by the presence of oxygen-containing groups [7], [9], [18], as verified in the IR and XPS analyses, and improvement of the surface stiffness that avoids molecular rotation that is responsible for polar groups reorientation from surface into the bulk.

Figure 6. Aging effect of PPHMDSN contact angle for different PIII process duration

Figure 7. Etching rate of the PPHMDSN films as a function of PIII process time

Figure 7 depicts the etching rate of the films, which was reduced from 0.55 Å s\(^{-1}\) to 0.32 Å s\(^{-1}\) as the treatment time increased. The etching rate decreasing can be attributed to the increase of polymeric chains crosslinking and to the presence of oxygen atoms in the film structure [21]. Both effects are
responsible for the improvement of the corrosion resistance of He PIII treated PP HMDSN films.

4. Conclusions

Helium PIII promoted surface modifications in the PP HMDSN film. The plasma-polymerized films become hydrophilic, denser and more resistant to etching. Molecular and elemental analyses showed the increment of oxygen-containing groups and unsaturated carbon bonds. These processes are considered to be responsible for film’s hydrophilic character. These results show that PIII is a suitable technique for improving surface properties of plasma polymerized films.
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Effect of shock waves on current-carrying characteristics of HTSC


Abstract. This work presents the results of studying of shock waves effect on properties of composite high temperature superconductor tapes (HTSC). As generator of shock waves the small dense plasma focus installation PF-4 (Lebedev Physical Institute) was used. To realize shock wave action, we used a phenomenon of shock waves generation upon the interaction of a solid state target with high speed cumulative plasma jet generated in plasma focus. The working regime of PF-4 was as follows: the energy stored in the condenser bank is 3.6 kJ; a working gas is argon; pressure of the working gas is 2.5 mbar. This type installation makes possible obtaining of cumulative plasma jets with an ion density of about $10^{18}$ cm$^{-3}$. The speed of the plasma jet in the site of the sample location was $1 \div 4 \times 10^7$ cm/s. The time of action of the plasma pulse on the sample was about 50 ns. Due to the effect of shock waves significant increasing of the critical current density of composite HTSC tapes was observed. Critical current increasing was about $7 \div 10\%$ at 77 K, $H = 0$ and about $60\%$ at strong magnetic fields up to 8 T in commercial sample HTSC tape based on YBCO-123 phase. In case of Bi-2223 tape a critical current enhancement was up to twice at 77 K and $H = 0$ and at high magnetic fields as well that without plasma processing. The reason for such increase in the critical current may be the generation of the additional pinning centers for Abrikosov vortex under the shock wave effect.
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**Introduction**

This investigation is based on the phenomenon of the formation of point defects vacancies and interstitial atoms (Frenkel pairs) at the front of shock waves upon their passage through metallic and semiconducting materials [1]. In this case, the concentration of the arising vacancies can be several orders greater than the concentration of thermal vacancies present in the investigated material at the selected temperature of the experiment. In 1973, taking into account the effect of the formation of point defects in metallic and semiconducting materials at the front of shock waves, studies were carried out on their action on the temperature of the superconducting transition $T_c$ of niobium based alloys [2], [3]. These studies showed a noticeable effect of the shock waves on $T_c$. The effect was explained by the acceleration of diffusion processes due to the excess thermodynamically nonequilibrium defects arising upon the passage of shock waves and also by the possible role of arising intrinsic dislocation loops. Subsequently, this approach was confirmed by the formation, upon the passage of shock waves, of an intermetallic compound NbFe at room temperature (under normal conditions, this compound is formed at 2004°C [4]). These studies give grounds to assume that upon the action of shock waves of large power on HTSC we can also expect substantial changes in the superconducting characteristics both due to the creation of more equilibrium structural and phase states and due to the formation of intrinsic dislocation loops and vacancy pores pinning centers.

In this work, we used, as the samples for the investigation, a commercial tape of HTSC YBa$_2$Cu$_3$O$_{7-x}$ produced in the United States.

**Experimental**

The experiments were performed on the Plasma Focus setup PF-4 (a Tyul’pan complex, FIAN) [5]–[7]. The scheme of the PF-4 setup is shown on Fig. 1. To realize submicrosecond shock wave action, we used the phenomenon of generation of shock waves upon the interaction of a high speed cumulative plasma jet with a solid state target. The working regime was as follows: the energy stored in the condenser storage, 3.6 kJ; working gas, argon; pressure of the working gas, 2.5 mbar. The setup of this type makes it possible to obtain cumulative plasma jets with an ion density of about $10^{18}$ cm$^{-3}$. The picture of cumulative plasma jet is shown on Fig. 2. The speed of the plasma jet in the site of the location of the samples was $(1 \div 4) \times 10^7$ cm/s. The time of action
of the plasma pulse on the sample was $\sim 50$ ns. The energy flux of the plasma pulse on the target was from $10^8$ to $10^{10}$ W/cm$^2$. The cumulative plasma jet was directed into the unit with the sample, which was a demountable aluminum cuvette with a window in the wall faced to the jet. To eliminate the thermal action of the plasma jet, there was established a protective molybdenum plate. For the uniform transfer of the impact action on the sample plane throughout the entire area of the contact, a vacuum epoxy resin was used, which filled the gap between the molybdenum plate and the sample.

The samples were rectilinear pieces of a hermetic composite superconductor in the form of a tape with dimensions of $0.1 \times 4 \times 30$ mm$^3$ (SuperPower Inc., United States) with critical parameters $J_c = 2 \times 10^6$ A/cm$^2$ (at $T = 77$ K) and $T_c = 92$ K. The Y-123 tape represents a film of YBa$_2$Cu$_3$O$_{7-x}$ on the substrate made of the Hastelloy alloy C276 (Ni–Cr–Mo–Fe–W) with several buffer layers. On the top, the film of the superconductor is covered with a layer of silver 2 $\mu$m thick. For the protection from mechanical damage, the hermetization, and the stabilization of the superconductor, the Y-123 tape is covered with a copper layer 20 $\mu$m thick [8].
Results

The critical current before and after the action of the cumulative plasma jet was determined by the four probe method from the voltage–current characteristics given in Fig. 3. A noticeable increase in the value of the critical current was obtained; $J_c$ increased from 95 to 100 A ($T = 77$ K, $H = 0$).

For investigation of the spatial distribution of the critical current in the HTSC tape after the action of shock waves, the method of scanning Hall magnetometry was employed. The method is based on the fact that the Hall pickup fixes directly the value of the local magnetic field near the surface of the HTSC sample preliminarily magnetized in an external magnetic field. By moving the Hall pickup in two directions, scanning and recording of the magnetic flux over the entire surface is performed. From the thus obtained data, with the aid of the numerical solution of the problem of the inversion of the Biot–Savart law within the Bean model, we can determine the critical current at different points of the sample [9], [10] investigated.
Fig. 3. Current–voltage characteristics of an HTSC tape before and after the action of a cumulative plasma jet \((T = 77\text{ K}, H = 0)\): (1) initial sample and (2) a sample subjected to the action of a cumulative plasma jet.

Fig. 4. The dependences of the critical current on the external magnetic field; in the field \(H = 8\text{ T}\), an increase in the critical current is approximately 60\% in the geometry with \(H\parallel ab\); the plane \(ab\) of the sample is parallel to the plane of the substrate.

The basis of the experimental unit is a semiconductor Hall pickup placed on a two coordinate manipulator. In this work, a Hall transducer with the following characteristics was used: the size of the transducer, \(2 \times 1.5 \times 0.6\text{ mm}^3\); the size of the gage zone of the pickup, \(0.45 \times 0.15\text{ mm}^2\); the magnetic sensitivity, \(64\text{ µV/mT}\). With the aid of the scanning Hall magnetometry, we built the surfaces of the distribution of the captured magnetic field and critical current, which demonstrate an improvement in the current carrying capacity after the...
action of the shock wave. For the initial and experimental samples, we measured the dependences of the critical current on the external magnetic field up to 8 T for two orientations of the magnetic field: $\mathbf{H} \parallel \mathbf{ab}$ (Fig. 4a) and $\mathbf{H} \parallel \mathbf{c}$ (Fig. 4b). The plane $\mathbf{ab}$ of the sample is parallel to the plane of the substrate; the axis $\mathbf{c}$ of the sample is perpendicular to the plane $\mathbf{ab}$. For each orientation, the value of the critical current after the action of the shock wave proved to be greater than in the initial sample. In particular, in the field of 8 T for $\mathbf{H} \parallel \mathbf{ab}$ the increase in the current is approximately 60%.

Conclusions

Thus, it has been established that the action of a pulse of shock wave generated by a high speed cumulative plasma jet can lead to an increase in the critical current of an HTSC tape even in strong magnetic fields up to 8 T. It is assumed that the reason for the increase in the critical current is the generation of pinning centers under the effect of the shock wave.
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Chemical and structural characterization of fluorinated hydrogenated amorphous carbon films
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Abstract. Thin films of fluorinated hydrogenated amorphous carbon (a-C:H:F) were synthesized by radiofrequency plasma enhanced chemical vapor deposition on glass and silicon substrates using acetylene, argon, and sulfur hexafluoride mixtures as precursors. The radiofrequency signal was applied to the lower electrode whereas the upper one was grounded. The deposition time was 5 minutes at a pressure of 9.5 Pa and the power varied from 5 to 125 W. Raman spectroscopy and X-ray photoelectron spectroscopy were employed to investigate the molecular structures and chemical compositions of the a-C:H:F films. The Raman spectra indicated that the films had polymer-like structure, for lower power (5 to 25 W), graphitic structure, for intermediate power (50 to 75 W), and higher sp³ hybridization, for higher power (100 and 125 W). The XPS analysis showed the presence of C=C, C=H, C=O, C–CF, C≡O, and C–F chemical bonds. The thicknesses of the films were between 55 and 32 nm for RF power varying from 5 to 125 W. The wettability of films revealed that a-C:H:F ones deposited at different conditions were essentially hydrophilic.
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1. Introduction

Fluorinated hydrogenated amorphous carbon films have attracted considerable interest for practical applications due to a combination of properties such as low surface energy [1], biocompatibility [2], and low friction coefficient [3]. Usually the fluorinated films are obtained using a plasma formed by a mixture of organic compounds such as C\(_2\)H\(_2\) and CF\(_4\), CH\(_4\) and CF\(_4\) [4], or n-carbon fluoride and hydrogen. In this work, we have employed a mixture of acetylene, argon, and sulfur hexafluoride in the production of fluorinated films, and have investigated their chemical compositions, structures, and wettabilities.

The fluorination treatment causes changes in the properties of the a-C:H films, such as reduction in the density, variation in the thickness [4]–[6], reduction in the internal stress [7], alteration in the friction coefficient [6], [8], increase in the hydrophobicity [8], [9], decrease in the surface energy [10], and even anti-adherence of bacteria [9]. Sulfur hexafluoride (SF\(_6\)) is an inorganic gas whose molecule is formed by one sulfur atom surrounded by six fluoride atoms. It is used mainly in the electrical industry as a dielectric medium and electric arcing suppressor, both in switchgears and screened substation. It has high electronegativity, is chemically inert, and represents less than 1% in the global warming. Thus, the use of SF\(_6\) is viable both economically and environmentally.

Diamond is a material that presents well known properties. In a-C:H films they depend on the quantity of the sp\(^3\), sp\(^2\), and sp\(^1\) hybridizations and on the amount of hydrogen on them [11], [12]. These properties vary between the properties of diamond, graphite, and polymers. For instance, the a-C:H mechanical and tribological properties depend on the atomic structure of the material [13].

The fluorination mechanism in the a-C:H films promote the substitution of hydrogen atoms by fluorine atoms in the structural network of this material [14]. This phenomenon was observed by Raman spectroscopy and XPS analyses performed on fluorinated a-C:H films; it was observed an increase in the C–F peak intensity and a decrease in the C–H peak intensity in the spectra [15]. In terms of the deposition process, the hydrogen released from the a-C:H film structural network affected by the high sputtering process, due to the fact that the C–H bound is weaker than the C–F one [16]; however, it is possible that the fluorine atoms are also released if they are weakly bound [17]. The replacement of hydrogen by fluorine in the molecular structure of the a C:H films causes an increase in the coordination defect amount, due to the fact that the atomic diameter of fluorine is larger than that of hydrogen, and also an increase in the gap, due to the fact that the C–F binding energy (5.4 eV) is larger than the C–C one (3.6 eV) [1], [18].

The incorporation of fluorine in the a-C:H films modifies their chemical bound structure strongly. There are studies reporting that if the amount of
fluorine is higher than 10 at% in the composition of a-C:H films, their D band will become more intense and wider. This increase in the intensity of the D band is due to the formation of aromatic clusters by sp$^2$ hybridizations [4]. Thus the a-C:H film becomes more graphitic with the presence of high amounts of fluorine in its chemical composition. If the amount of fluorine is higher than 25%, the luminescent band intensity will increase, associated to a transition between the diamond to a polymeric type structure [19]. The widening of the D band corresponds to changes in the length and angle of the C–C bounds in the hexagonal rings which compress the cluster [20].

The structural network of the fluorinated a-C:H films is formed by ring structures of C–C, C–H, and C–F bounds connected to the C–F$_2$ group and terminated by the C–F$_3$ group in a matrix of sp$^3$ hybridizations [21]. Besides these bounds, it also can occur terminations with the C–F$_2$ (F$_2$C=C) group if the fluorine atoms are bound to the olephinic structures of carbon [22]. There are reports in the literature informing that the fluorine atoms have a stronger tendency to bind to sp$^3$ hybridization instead of sp$^2$ one [14], [23].

The wettability of the films was analyzed by contact angle measurements using the static drop method [24], which consists to put the sample in contact to a small deionized water volume that forms a drop on the surface.

2. Experimental

The system employed for the deposition of a C:H:F films constitutes of a cylindrical glass reactor, with a diameter of 19 cm and a height of 15 cm, which has circular, plane, and parallel internal electrodes made of stainless steel, with a diameter of 6 cm and spaced by 2 cm.

The a-C:H:F films were deposited using a gas mixture of 30% acetylene, 65% argon, and 5% SF$_6$, in a total pressure of 9.5 Pa; the radiofrequency (RF) power was varied from 5 to 125 W resulting in a power density from 0.09 W/cm$^3$ to 2.21 W/cm$^3$, and the deposition time was 600 seconds. A 13.56 MHz RF signal was applied to the lower electrode, while the upper one was grounded. The films were deposited onto glass and silicon substrates.

The molecular structures of the films were investigated by Raman spectroscopy using a Renishaw S2000 spectrophotometer with an argon laser operating with a wavelength of 514.5 nm. The spectra ranged between 400 and 2200 cm$^{-1}$. The spectra were deconvoluted in two bands, D and G, by Gaussian curves. The quantification of the hybridizations of these bands was done by the ratio between the D band intensity and the G band intensity (ID/IG ratio).

The films chemical compositions were analysis by X-ray photoelectron spectroscopy (XPS) performed with a Kratos XSAM HS spectrometer, using non-monochromatized Mg K$\alpha$ radiation (1253.6 eV). The binding energies for all
spectra were determined with respect to the C 1s reference signal (C–H or C–C bands) at 284.8 eV. The Shirley background and Gaussian functions were used for fitting the peaks [25].

The wettability of the samples was analyzed by contact angle measurements using a Ramé-Hart F-300 goniometer. The thicknesses of the films were measured in a Tencor Alpha-Step 500 profilometer.

3. Results and discussion

Figure 1 displays the Raman spectra for the films deposited by PECVD using a gas mixture of 30 % acetylene, 65 % argon, and 5 % SF$_6$, and power ranging from 5 to 125 W. It can be observed increases in the bandwidth and intensity of the bands with the increase of deposition power, for values higher than 25 W. For the films deposited at 5 and 25 W, it was observed luminescence signals in the spectra, which is an indicative of the polymeric nature of the films [7], [26].

![Raman scattering spectra](image)

Fig. 1. Raman scattering spectra of the films deposited at different power values

The evaluation of sp$^2$ and sp$^3$ contributions in these bands was done by fitting the spectra by two Gaussian curves, after removing the luminescence contribution, using the method proposed by Robertson [13]. The two peaks
are centered at 1360 and 1540 cm\(^{-1}\), characteristic of the D and G bands, respectively. It can be noticed that the G band center (\(\omega_G\)) shifts towards higher wavenumbers with the increase in power between 5 and 50 W, enhancing the amount of sp\(^2\) hybridizations, and it shifts towards smaller wavenumbers for higher power values (75, 100, and 125 W), due to a decrease in the disordered bounds having sp\(^3\) hybridizations. The changes in position, bandwidth, and ID/IG ratios of the bands with the deposition power are shown in Fig. 2.

![Graph showing ID/IG ratios, central positions (\(\omega_G\)), and G bandwidths (\(\Delta G\)) of the films deposited at different power values; the resulting power density varied from 0.09 W/cm\(^3\) (5 W) to 2.21 W/cm\(^3\) (125 W).](image)

It can be seen in Fig. 2 that the intensity ratios between the D and G bands (ID/IG ratios) increase with the augment of power for 25 and 50 W, and decrease for higher power values. This indicates a decrease in the sizes of the graphitic centers for the films deposited at power values higher than 50 W.
The G band central position shifts from 1565 to 1585 cm$^{-1}$ for power values between 5 and 50 W, indicating a decrease in the amount of sp$^3$ hybridizations for this power interval.

The G bandwidth ($\Delta G$) decreases in the power interval between 5 and 50 W, and increases for higher power values. The smallest $\Delta G$ value was observed for the film prepared at the plasma of 50 W, indicating a smaller proportion of sp$^3$ sites compared to the other films. It should be pointed out that for all analyzed parameters, the same tendency of increase and decrease was observed, with the inversion occurring at 50 W.

The implantation model states the formation of sp$^3$ groups in the structure is favorable under specific conditions of ion bombardment i.e. the energies of the ions that collide with the growing layer. These energies should be high enough for shifting the sp$^2$ centers, but not promoting fragmentation in the sp$^3$ centers. The results indicate that the process is more favorable for power values in the range of 75 to 125 W.

From these results it can be inferred that the produced samples are fluorinated hydrogenated amorphous carbon films of different categories. When deposited at a low power plasma (5 and 25 W), the films present polymeric character. For an intermediate power value (50 W), the proportion of sp$^2$ groups increases, causing the film to be graphitic like [27]. Finally, the films can be classified as amorphous carbon with higher amount of tridimensional bounds when they are deposited in plasma from 75 to 125 W.

Figure 3 shows the behavior of the proportions of C–C and/or C–H (284.8 eV), C–O and/or C–CF (286.5 eV), and C=O and/or C–F (288.5 eV) bounds resulted from the fitting of the C 1s peaks obtained by XPS [28]–[30]. The appearance of carbon atoms bounded to fluorine atoms is due to the removal of hydrogen atoms from C–H groups by means of two different mechanisms. First, the high chemical affinity between hydrogen and fluorine leads to the emission of the bound hydrogen, producing carbon radicals. The fluorine atoms present in the plasma promptly react, satisfying the dangling bounds. Second, the impact of rapid ions gives energy to the structure, causing the emission of hydrogen from C–H groups whose binding energies are weaker than the C–C and C–O binding energies. This process also allows the fluorine atoms to replace a considerable amount of hydrogen atoms during the deposition of the films [26], [31], [32].

Figure 3 also shows that the films have dominant C–C and/or C–H bounds. It can be observed a decrease in the ratio of these bounds with the increase in power up to 50 W, and an increase for higher power values. It is observed for the proportion of C–O and/or C–CF groups an initial increase tendency, with a maximum for 50 W, followed by a decrease for higher power values, indicating that most part of hydrogen was replaced by fluorine and/or oxygen. For all analyzed samples it was detected the presence of C=O and/or C–F bounds,
in smaller proportions than the C–O and/or C–CF groups, and practically constant with power.

High resolution F 1s spectra obtained by XPS, were fitted to four binding energy components (684.9, 687.4, 688.4, and 689.6 eV). According to Ferraria et al. [33], the lowest value is associated to S–F bounds originated from the fragmentation of SF₆, and the components at 687.4, 688.4, and 689.6 eV can be attributed to (–CHFCH₂–)ₙ, (–CF₂CH₂–)ₙ, and (–CF₂CF₂–)ₙ groups.

Figure 4 shows the behavior of the proportions of these bounds as function of the power. For the films deposited at 5 and 25 W, flourine appears bound to carbon and to hydrogen. It was detected fluorine bounded to sulfur in the film prepared at 100 W. For the other films, prevails (–CHFCH₂–)ₙ group. The changes in the fluorine amounts in the different functional groups can be attributed to the reactive plasma which contains SF₆. Several reactions involving free electrons, molecular fragments, and ions having several masses, with different kinetic energies, occur with species provenient from the acetylene. From these reactions, complex structures can be formed, where fluorine atoms replace hydrogen atoms in different proportions in the chains. Different
concentrations of species from the same family can be statistically found at the surface since the plasma is out of the thermodynamic equilibrium.

The atomic concentrations of carbon [C], oxygen [O], fluorine [F], sulfur [S], and silicon [Si] as a function of the deposition power are shown in Fig. 5. Silicon was detected from the substrate. The films are influenced by the recombination of free radicals during the deposition. The residual oxygen and/or water molecules adsorbed on the internal walls of the reactor could also participate. Not all free radicals recombine during the deposition process [34]. Atmospheric oxygen and nitrogen can also be incorporated into the films when they are removed from the reactor.

There is an increase in the atomic concentration of carbon in the films for higher deposition power. The atomic concentration of oxygen follows the inverse tendency low quantity of oxygen was detected for the films prepared at higher power values. Although the degree of ion bombardment enhances for higher power, the proportion of dangling bounds, do not increase proportionally. This tendency is explained by the fact that the energy transferred by the ionic collisions is employed to shift sp² hybridization centers, favoring the prevalence of the sp³ centers which are more stable to the bombardment. Thus,
the proportion of free radicals and, consequently, the amount of oxygen in the film diminish while the proportion of sp³ sites increases.

The atomic concentration of fluorine in the films remains relatively low, compared to the atomic concentration of carbon, for the entire power interval. One of the reasons for this is the low amount of SF₆ relative to C₂H₂ in the gas mixture. Another reason is the competition among deposition and ablation by the etching of the fluorine atoms. The low concentration of sulfur (less than 10%) detected in the films deposited between 50 and 125 W is related to the low affinity of this species with the others, present in the plasma during the deposition process.

Figure 6 shows the contact angle values as a function of the deposition power. It can be observed that the contact angle did not change too. Thus, the incorporation of fluorine, which was evidenced by XPS, did not occur in a proportion high enough to produce a hydrophobic surface. This effect could be due to fluorinated groups which when singly incorporated in the structure would cause moderate electrostatic forces that would attract the water dipoles. Another possibility would be the constant loss of fluorinated groups from the surface, by the release of these species or by the rotation of the carbonic chain where such groups were bound.
Fig. 6. Contact angle values for the a-C:H:F films as a function of the deposition power. The resulting power density varied from 0.09 W/cm$^3$ (5 W) to 2.21 W/cm$^3$ (125 W).

Fig. 7. Thickness of the a-C:H:F films as a function of the deposition power. The resulting power density varied from 0.09 W/cm$^3$ (5 W) to 2.21 W/cm$^3$ (125 W).
Figure 7 shows the behavior of the thickness of the films as a function of the deposition power. It can be observed that the thicknesses are very small, and they decrease with the increase of the power. This finding might be attributed to a change in the plasma kinetics, with the increase of the power, the concentration of fluorine ions also increases, due to the intense fragmentation of SF$_6$. Since these species are highly reactive, there is an increase in the ablation by chemical effects and by heating the substrate, reducing the film growth rate. Similar reduction in the thicknesses of the a-C:H:F films has been reported in the literature [4], [31], [35].

4. Conclusions

This work has shown that the power employed in the deposition of the a-C:H:F films was preponderant to define their molecular structures and chemical compositions. For power values of 5 and 25 W, the materials presented polymeric structures. At 50 W, they presented a graphitic characteristic and in the range 75 to 125 W, the films presented higher proportions of carbon having sp$^3$ hybridizations. The chemical composition of the samples had a predominance of C–C and/or C–H bounds, besides C–O and/or C–CF, and C=O and/or C–F bounds. This reduction in the thickness of the films was due to ablation effects associated mainly to thermal heating during the deposition and etching by SF$_6$ plasma. In the investigated power range, the surface of the films presented hydrophilic characteristics.
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Formation of water vapor plasma using a linear DC plasma torch

Andrius Tamošiūnas¹, Pranas Valatkevičius¹, Viktorija Grigaitienė¹, Vitas Valinčius¹

Abstract. Water vapor plasma formation process has been investigated in the DC arc plasma torch, operating at atmospheric pressure. The torch was designed and tested in Plasma Processing Laboratory of Lithuania Energy Institute for the conversion of biomass and organic waste. Thermal and electrical characteristics have been experimentally established and analyzed employing the theory of modified similarity. It has been found, that the arc voltage slightly drops increasing the arc current. The thermal characteristics of plasma torch decreases with grow of the current strength, while generalized thermal efficiency of plasma source intensity increases. The heat loss through the walls of plasma torch decreases as volume of plasma forming water vapor increases. Generalized operating characteristics helps to control plasma jet parameters during the process of plasma treatment.

Key Words. DC plasma torch, water vapor, atmospheric pressure plasma.

1. Introduction

Recently, a new area of research and development has been started in thermal plasma technology. Plasma torches operating on water vapor provide an alternative to commonly used sources of thermal plasmas based on gas-discharge arcs [1]. The advantages of water vapor plasmas are characterized as following: high enthalpy to enhance reaction kinetics, high chemical reactivity and rapid quenching rate. Because of these advantages, water vapor plasma torch has a wide prospect to be applied to many fields such as biomass and organic waste treatment, synthesis of nanoparticles, chemical vapor deposition and plasma spraying.

Water vapor plasma torches have been investigated and applied in [2], and found as one of the most advanced and commercialized water-stabilized plasma
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systems. The commercial version PBR 8 in operation, running with water steam as plasma gas is described in [3].

Water vapor plasma, that produces hydrogen and oxygen at high temperature, are best suited for haloalkanes destruction and decomposition of organic waste and biomass due to economical and chemical reasons. Applications of DC steam plasma generator for decomposition of waste have been reported, for example, PCB (polychlorinated biphenyl) [4], halogenated hydrocarbon [5], hydrocarbon [6], organic waste [7], [8], used tires [9], biomass [10]–[12]. During the decomposition of these organic wastes, mostly tungsten cathode has been used, which should be protected by nitrogen or argon. These protecting gas are not favorable for industrial applications owing to economic reason. Considering the cost reduction, pure-water plasmas without injection of other gases for waste treatment is applied in [5].

Plasma generation system generally requires complex subsystems such as electrical, cooling and supply of gas and water vapor unit. Especially water vapor plasma system requires a sub-equipment such as a heater to prevent condensation of vapor on the walls of the reactor. Thus, efficient plasma generation systems have been required for the industrial application.

Whole plasma process is strongly depend on the plasma torch regime and plasma jet parameters. The main objective of this research is to investigate formation of water vapor plasma by a linear DC plasma torch and to establish thermal and electrical characteristics of constructed experimental equipment. This plasma generation system provides the new incentive for decomposition of biomass and organic waste treatment by thermal plasma gasification. The advantage of water vapor plasma is that it is ecologically clean. Water vapor is a reagent and a heat carrier at once. It’s very convenient to use water vapor plasma in plasmachemical reactors for gasification of biomass and organic waste.

2. Experimental setup

The developed water vapor plasma torch with gas-water vapor stabilized electric arc is a DC thermal plasma generator of linear design Fig. 1. The system was operated under atmospheric pressure. The cathode (1) of the torch is made of cooper button and embedded with tungsten-rod to work as electron emitter. The step-formed cooper anode (4) is water-cooled and has a stair-step shape, due to the arc shunting process suppression. The periodic swirling of the electric arc spot has a strong effect on the life-time of the anode. When the shunting amplitude is high, the instability of parameters of the electric arc and gas flow simultaneously increases. To avoid this negative phenomenon and prolong the life-time of the anode, the stair-step anode has been designed.
Figure 2 shows an experimental water vapor plasma torch in operation. The DC Ar/water vapor stabilized plasma torch has been employed. The additional system consists of a water steam generator ($1.6 \div 3.1 \times 10^{-3}$ kg s$^{-1}$), the argon supply ($5.2 \div 10^{-4}$ kg s$^{-1}$), the cooling water supply ($0.1 \times 10^{-3}$ kg s$^{-1}$) and a DC power supply. Argon (Ar) was used as shielding gas to protect the cathode from erosion. The amount of the Ar as shielding gas depends on the current value and the type of used main plasma gas. It was in range of $15 \div 24$ % of the total mass flow. The basic experimental parameters are given in Table 1. The characteristics of the plasma torch and the parameters of plasma jet were determined from heat conservation calculations while measuring current strength in the column, voltage drop and gas amounts.
Table 1. The experimental parameters of plasma generator and plasma jet

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arc current (A)</td>
<td>139 ( \pm ) 182</td>
</tr>
<tr>
<td>Arc voltage (V)</td>
<td>179 ( \pm ) 260</td>
</tr>
<tr>
<td>Arc power (kW)</td>
<td>30 ( \pm ) 40</td>
</tr>
<tr>
<td>Power loss to the cooling water (kW)</td>
<td>11 ( \pm ) 16</td>
</tr>
<tr>
<td>Output power (kW)</td>
<td>16 ( \pm ) 26</td>
</tr>
<tr>
<td>Plasma torch efficiency, ( \eta )</td>
<td>0.51 ( \pm ) 0.7</td>
</tr>
<tr>
<td>Argon gas flow rate, ( G_1 ) ((10^{-4} \text{ kg s}^{-1}))</td>
<td>5.2</td>
</tr>
<tr>
<td>Water vapor flow rate, ( G_2 ) ((10^{-3} \text{ kg s}^{-1}))</td>
<td>1.6 ( \pm ) 3.1</td>
</tr>
<tr>
<td>Total mass flow rate, ( G ) ((10^{-3} \text{ kg s}^{-1}))</td>
<td>2.1 ( \pm ) 3.6</td>
</tr>
<tr>
<td>Plasma jet mean temperature at the torch outlet nozzle (K)</td>
<td>3300 ( \pm ) 3500</td>
</tr>
<tr>
<td>Plasma jet mean velocity at the torch outlet nozzle (m s(^{-1}))</td>
<td>210 ( \pm ) 310</td>
</tr>
<tr>
<td>Diameter of stair-step anode, ( d_2 ) ((10^{-3} \text{ m}))</td>
<td>8</td>
</tr>
<tr>
<td>Diameter of stair-step anode, ( d_3 ) ((10^{-3} \text{ m}))</td>
<td>14</td>
</tr>
</tbody>
</table>

The water vapor as working gas was tangentially supplied through the blowholes of insulating rings (Fig. 1, position 2). All parts of plasma torch were water-cooled. Erosion of the electrodes proceeds due to the condensation of water vapor on the walls of the plasma torch. To avoid condensation process, the temperature of the electrodes walls was kept over 373 K.

Before the water vapor flow into the reactor it is overheated by superheater, up to 473 \( \div \) 573 K temperature. Thus, the higher thermal efficiency of plasma torch is obtained; simultaneously condensation of water vapor is avoided. Water vapor is ionized by electric arc of the plasma torch, i.e. dissociates into ions, atoms, neutrals and electrons. This is very desirable in the gasification of biomass or organic waste, because ionized particles of the water vapor participates in the formation of synthetic gas (CO + H\(_2\)) during the chemical reactions.

3. Results and discussion

3.1. Electrical characteristics of water vapor plasma torch

The electric and thermal characteristics are very important designing and projecting an experimental reactor for thermal plasma gasification of biomass and organic waste.

Static plasma torch voltage–current characteristics (VCC) are descending or remain stable with the current strength increasing (Fig. 3). The electric arc voltage and the power of plasma torch mainly depend on the flow rate of water vapor as working gas. A part of slightly dropping curve appears as a result
of the insignificant influence of the plasma torch channel walls on the electric arc, i.e. tangentially supplied water vapor flow rate has a significant influence on the thickness of the boundary layer. Thus, the diameter of an electric arc column decreases. The part of incident curve appears due to the plasma torch channel walls influence on the characteristics of electric arc, i.e. more and more energy is lost to the channel walls. Thus, the thickness of boundary layer of water vapor gets smaller and the thermal efficiency of water vapor plasma torch decreases either.

Fig. 3. Voltage–current characteristics of water vapor plasma torch depending on water vapor flow rate, \(10^{-3}\, \text{kg s}^{-1}\): a – 2.1; b – 3.1; c – 3.6

To ensure a stable work of the water vapor plasma torch rising or steady voltage–current characteristics are desirable. Thus, additional regulating resistors are not required and the thermal efficiency of water vapor plasma torch increases. The water vapor plasma torch works steady than the flow rate of water vapor is in the range of \(2.1 \div 3.1 \times 10^{-3}\, \text{kg s}^{-1}\) and the current of electric arc varies from 142 through 172 A. Further, the obtained VCC were generalized employing the theory of similarity and described by equation (1).

\[
\frac{U d_2}{I} = 3 \times 10^3 \left( \frac{I^2}{G d_2} \right)^{-0.6}
\]

where \(U\) is voltage (V), \(d_2\) – diameter of anode (m), \(I\) – the arc current (A), \(G\) – the total mass flow (kg s\(^{-1}\)).

A stable work of water vapor plasma torch is required controlling the process and conditions in the thermal plasma gasification of biomass and organic waste.
3.2. **Thermal characteristics of water vapor plasma torch**

The maximum thermal efficiency of water vapor plasma torch is achieved at the current $I = 140 \, \text{A}$, voltage $U = 260 \, \text{V}$, and the flow rate of water vapor $G_2 = 3.6 \times 10^{-3} \, \text{kg s}^{-1}$, was $\eta = 0.7$. Thermal efficiency of the torch mainly depends on the flow rate of water vapor. The increased thickness of boundary layer of water vapor and voltage improves the thermal efficiency of plasma torch. The increase in current strength and heat loss through the walls of plasma torch reduces thermal efficiency of the torch. It depends on the influence of the declined thickness of boundary layer of the flow. Smaller thickness of boundary layer determines the increase of diameter of the electric arc column.

![Fig. 4. A general thermal efficiency of plasma torch](image.png)

The generalized results of plasma torch thermal efficiency (Fig. 4) were estimated using the theory of similarity and are summarized into one equation (2). Any value of plasma torch thermal efficiency may be estimated from this equation. The evaluated results of general thermal efficiency of plasma torch Fig. 4, are taken into account designing water vapor plasma torch for the decomposition of biomass and organic waste.

$$\frac{1 - \eta}{\eta} = 1.02 \times 10^{-7} \left( \frac{I^2}{Gd_2} \right)^{0.75}$$

(2)
where $\eta$ is the thermal efficiency, $I$ – the arc current (A), $G$ – the total mass flow (kg s$^{-1}$), $d_2$ – the diameter of anode (m).

The knowledge of geometry of water vapor plasma torch and its volt–ampere and thermal characteristics helps to determine the temperature and velocity of the plasma jet at the exhaust nozzle of anode. Thermal and dynamic parameters of plasma jet have the main influence on the effective thermal plasma gasification of biomass and organic waste.

4. Conclusions

The voltage–current characteristics of novel designed water vapor plasma torch are slightly decreasing and are described by equation (1). Generalized thermal characteristics of plasma torch intensity increases and could be characterized by equation (2).

The electrical and thermal characteristics of water vapor plasma torch were carried out to ensure the stable work of the equipment. The obtained results will be useful and necessary projecting a new plasma reactor, designed for the decomposition of biomass and organic waste.
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Design and realisation of a Thomson spectrometer for laser plasma facilities\textsuperscript{1}

MARIO MAGGIORE\textsuperscript{2}, SALVATORE CAVALLARO\textsuperscript{3,4}, GIUSEPPE A. P. CIRRONE\textsuperscript{4}, GIACOMO CUTTONE\textsuperscript{4}, LORENZO GIUFFRIDA\textsuperscript{4,5}, FRANCESCO ROMANO\textsuperscript{4}, LORENZO TORRISI\textsuperscript{4,5}

Abstract. A research project, LILIA (Laser Induced Light Ion Acceleration), has been funded at INFN (Italian Institute for Nuclear Physics) with the aim to study the mechanisms of charged particles acceleration by high power lasers. In Italy, at LNF — INFN of Frascati, a high power laser (intensity in the range $10^{20} \div 10^{21}$ W cm$^{-2}$, 10 Hz repetition rate and high contrast, of the order of 1010, between main pulse and pre-pulse) named FLAME will be operative within 2010. The activities related to this project, along with the FLAME peculiarities, would result in a significant synergy to improve the research on plasma acceleration in Italy. In this frame our group is involved in the design and construction of a spectrometer based on the Thomson’s configuration in order to diagnose the ion ejection from the laser-generated plasma. This kind of analyzer allows to get most of information about energy and species of beams produced from a single laser shot. The main goal is to realize a compact system which is both very practical and optimized with regard to the mass and energy resolution of particles obtained by laser-plasma interactions. The preliminary design has to be able to analyze and resolve beams of protons and ions up the total energy of 10 MeV. However, the technical choices adopted in this prototype have to be applied for the final device concerning a challenging spectrograph able to analyze beams of 150 MeV of total energy. An intensive study by means of 3D electromagnetic FEM code and beam dynamics were accomplished out and the results will be shown. The first prototype of the spectrometer is being realized and tested at LNS-INFN of Catania. After the magnetic and electric measurements the device will be calibrated as well as the detectors will be tested with proton and carbon beams delivered by the accelerators operating at LNS-INFN of Catania (Italy) within the expected energy range ($0.1 \div 10$ MeV) and for different charge to mass ratios ($Q = +1 \ldots +6$). The results of these tests will be also presented and discussed.
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Introduction

A Laser based proton acceleration systems is a promising new technology of accelerating charged particles to energies that might become high enough for therapeutic use in radiation therapy [1]–[3]. Nowadays large and expensive cyclotrons or synchrotrons are used for this task. The mechanism of laser acceleration might potentially reduce the overall costs of proton therapy in cancer treatment with ionizing radiation. The long-term goal of current research is to build a laser based treatment machine that is not much bigger than a conventional photon linac. This would enable the widespread use of the superior properties of protons compared to the conventional X-ray radiation. However, much research needs to be done until a commercial laser accelerated treatment device can be build. Currently, the most important problem is that the achievable energies are not yet high enough for the treatment of patients, but there is hope that this can be achieved soon. Another problem is the energy spectrum of the proton beam. Conventional acceleration machines produce a sharp energy with only little spread therein which gives rise to the sharp Bragg peak in the depth dose curve. Laser accelerated protons, instead, are currently not monoenergetic, showing a Boltzmann-like distribution [4]. Much work is being done to produce sharper energy spectra but it is highly probable that they will never be as sharp as for conventional accelerators. The precise energy spectrum of the final beam is not known yet, but most experiments show exponentially decaying spectra over a wide energy range. We hope that this will change in the future and the possibility to have proton beams with a good level of monochromaticity will be reached.

Inside our group we are principally working in two different directions. Exploiting the experience we have in the detection of the charged particle produced by the laser interaction [5], [6], we are designing and developing a Thompson spectrometer able to detect charged particle produced by the laser interaction with the matter. On the other side, making use of the power of the Monte Carlo technique we are designing an electromagnetic selection device to optimize the produced proton beams (in terms of energy spread and divergency) and to study their principal dosimetric characteristics. Monte Carlo simulation will also help us in the final characterization of the Thompson spectrometer.

The traditional protontherapy facility at INFN-LNS

The use of proton beams offers the advantage to improve tumor control, especially for the treatment of small tumors, where it is necessary to obtain a localized dose distribution while sparing the surrounding normal tissues [7]–[9]. The hadrons allow conformation of the dose distribution better than photons or electrons, so the use of these charged particles has developed rapidly in
recent years. There are nearly 20 hadrontherapy facilities worldwide, among them about 10 in Europe. In Italy, the first and actually unique protontherapy facility, named CATANA (Centro di AdroTerapia e Applicazioni Nucleari Avanzate) was built in Catania, at the Istituto Nazionale di Fisica Nucleare-Laboratori Nazionali del Sud (INFN-LNS). Here a 62 MeV proton beam, accelerated by a Superconducting Cyclotron (SC), is used for the treatment of shallow tumors like those of the ocular region. The CATANA project was developed to treat ocular pathologies like uveal melanoma, which is the most frequent eye tumor in adults. Moreover, we treat other less frequent lesions like choroidal hemangioma, conjunctiva melanoma, eyelid tumors and embryonal sarcoma. In the CATANA facility the clinical activity is still ongoing and 200 patients have been treated since March 2002. A global view of the CATANA proton therapy beam line at INFN-LNS is shown in Fig. 1. More details on the beam line are reported in literature [10], [11].

![Fig. 1. View of the CATANA beam line; 1—treatment chair for patient immobilization, 2—final collimator, 3—positioning laser, 4—light field simulator, 5—monitor chambers, 6—intermediate collimator, 7—box for the location of modulator wheel and range shifter](image)

**Laser driven protons for radiotherapy: advantages and main drawbacks**

Today, the vast majority of cancer patients in radiotherapy are treated with conventional therapeutic beams consisting of high-energy electrons and photons. Although therapeutic proton beams were primarily suggested more than 60 years ago [12] and feature an intrinsically advantageous in terms of depth
dose curves characteristic, even modern clinical proton facilities still require large accelerator rings and huge electromagnetic beam steering devices. Due to these circumstances, nowadays, therapeutic proton beams could not represent a serious competition to the conventional, much more practical and less expensive solutions. In the last years, laser-driven proton accelerators were proposed for therapeutic applications [13], [14], as they can potentially provide handy proton sources of reasonable size and reduced costs. For this purpose, ultrashort (i.e. femtosecond scale) laser pulses with peak intensities of the order of \(10^{19} \text{W cm}^{-2}\) are focused on thin hydrogenated solid foils. When incident on the target, this strong em laser field instantaneously ionizes atoms at the target surface and creates an high density plasma. The laser energy is then efficiently absorbed by heating some of the plasma electrons to relativistic energies. Subsequently, a cloud of hot electrons spreads into the quasi-neutral target, overshoots at its edges and forms space-charge regions close to its front and back surfaces. (Note that in this work target-front as well as target-back is always defined relative to the side of laser incidence.) A variety of ions, primarily protons from hydrogenated polymers or from contaminant layers on the target surface [15], [16], are accelerated by the built-up quasi-static electric fields perpendicular to the surface of the foil in the so-called target normal sheath acceleration (TNSA). The most efficient TNSA takes place at the unperturbed rear side of the foil, where the fastest protons can be observed [17]. Peak proton energies around \(E_{\text{max}} = 60\text{ MeV}\) have been achieved so far with laser pulse intensities of the order of \(10^{20} \text{W cm}^{-2}\) [18].

The energy distributions follow only approximately the Boltzmann shape. The laser pulse, in fact, produces ions and the emitted yield is limited by the film thickness and laser spot. The emitted ions contain protons but also a large component of other ions, depending on the target composition. Such ions have high charge state and strong anisotropic distribution. Thus the extractable proton beam should be selected magnetically from such high ions background. Moreover, the proton number is not high, especially if only the high energy component is considered. Thus, repetitive laser pulses on fresh thin film should be used in order to obtain a sufficient average proton current.

In any case, the proton energy is not yet sufficient for therapeutic considerations and it is at the limit also for shallow tumors like eye-melanoma.

However, according to particle-in-cell (PIC) simulations (Malka et al 2004, Schwoerer et al 2006) as well as semi-analytical scaling laws (Fuchs et al 2006) it seems that the new generation of petawatt laser will be able to generate protons with energies suitable for therapeutic applications \((E \leq 250\text{ MeV})\).

On the other hand, a set of drawbacks must be at moment considered in such kind of beams. The first one is related to the energy distribution of emitted particles. It, in fact, shows a quasi thermal distribution while a mono-energetic beam is required for treatment. Different approach, at different levels (optimization of the target, realization of magnetic devices) have been proposed
to exceed this issue but no final solution as been yet reached. Another drawback is related to the final intensities of the emitted particles that must be sufficiently high to guarantee a treatment in a reasonable time interval.

**Thompson Spectrometer Design**

A group of researcher at INFN-LNS is actually involved with the design and construction of an innovative spectrometer based on the Thomson’s configuration in order to diagnose the ion ejection from the laser-generated plasma and with a maximum energy of 10 AMeV. This kind of analyzer allows to get most of information about energy and species of beams produced from a single laser shot. The particles are deflected by the magnetic and electric fields having the same direction, perpendicular to the trajectory of the incident beams. Therefore, while the electric field deflects charged particle depending on the energy, the magnetic one bends these as a function of the momentum. Neglecting any fringe field effects, the amount of the deflection is given by

\[
\theta_{\text{electric}} \approx \frac{qE I}{mv^2}, \quad \theta_{\text{magnetic}} \approx \frac{qB l}{mv},
\]

where \(B\) and \(E\) are the electric and magnetic fields, \(l\) is the length of those fields and \(m, q, v\) the particle mass, charge and velocity. If \(D\) is the distance from the electromagnetic device and the detector plane such as \(D \approx l\) and supposing that the magnetic field deflects on \(x\) axis and the electric one on the \(y\), combining the previous relations one gets

\[
y = \frac{mE}{q l DB^2} x^2.
\]

The particles with the same charge-to-mass ratio and different energies are deflected on a parabolic trace in the detector plane, while particles with different charge-to-mass ratio get different parabolas.

The main goal is to realize a compact system which is both very practical and optimized with regard to the mass and energy resolution of particles obtained by laser-plasma interactions. The preliminary design has to be able to analyze and resolve beams of protons and ions up the total energy of 10 MeV. However, the technical choices adopted in this prototype have to be applied for the final device concerning a challenging spectrograph able to analyze beams of 150 MeV of total energy.

The magnetic and electric fields range from few hundreds of gauss to 0.18 T, and few hundreds of volts up to 30 kV in order to cover a wide range of possible setups of the laser-target facility. The conductors are not water cooled since they operate for few minutes at the maximum current density of 4 A mm\(^{-2}\).
To meet the compactness requirement, the magnet is 15 cm long and it is H shaped in order to provide the magnetic field as uniform as possible along the beam trajectory. The vacuum chamber is separated by the magnet system, to overcome the troubles which could occur to meet the high vacuum requirements needed for the high voltage electrodes. These are the copper plates, operating at $\pm 25$ kV placed 2 cm apart on a length of 5 cm, and placed inside the magnet gap (see Fig. 3). We choose to increase the electric field value and reduce the electrical length in order to deflect also particles of lower energy that mainly impact on the electrodes, degrading their performances. In order to reduce at minimum the spectrometer dimensions, we adopted the solution to locate the magnetic field in the same region of the electric one. In this configuration, the particles to analyse experience the magnetic and electrical forces at the same time and position. The main vacuum chamber can be directly connected with a separated and independent chamber where detectors can be located.

Figure 2 shows the final technical draw of the spectrometer. The left part contains the external magnetic field (gray coloured) and the internal slim vacuum chamber with the electric one. The spectrometer focal plane is located 20 cm after the end of the magnetic field, inside an independent cross-shaped vacuum chamber (right side). The total length of the spectrometer is about 66 cm.

![Final technical draw of spectrometer](image)

**Fig. 2.** Final technical draw of spectrometer

In Fig. 3 a cross section of the spectrometer with its main operational characteristics, is reported. The resistive coils are represented in red while and the iron in blue. The vacuum internal chamber with the electrodes is the central gray zone. The coils and the iron part of the spectrometer have been already realized and are ready for the final assembly. They are shown in Fig. 4.
Studies have been done concerning the pinholes size and their effects on the performances of the spectrometer. The collimator, indeed, is placed upstream the electromagnet (35 cm from the focal plane) and it gives the angular acceptance ($\sim 10^{-4}$ msr) of the system affecting the effective spatial resolution we will measure on the detector. In order to get a good energy separation (0.5 MeV at 10 MeV) on the detector with a spatial resolution of 100 $\mu$m, it needed to set the pinhole size to 200 $\mu$m. The main difference about the energy resolution calculated by using a pinhole of 300 $\mu$m size is shown in Fig. 5.
The electromagnetic system has been simulated by OPERA 3D and to identify the ion species with a certain charge-to-mass ratio forming a single parabola, a 3-D tracking routine for different ions and energies has been done as shown in Fig. 6.

The choice of the focal plane detector permitting the particles spatial localisation, is a crucial issue in the design and construction of a Thomson-like spectrometer. It must be able to detect particles traversing the magnetic and electric region with a good efficiency and a sufficient spatial resolution. The efficiency is important to permit the detection of also few number of particles coming from the generated plasma. On the other hand, spatial resolution is necessary to achieve the best possible localisation of the incoming ions. More precise is, in fact, the information on the particle position, more accurate results energy resolution power of the device. This is particularly true for the highly energetic particles that are concentrated in the central region of the detector and for which spatial localisation could also result not possible.

We are planning to test and use different detectors for the particle detection. Our first choice has been directed towards the use of the Gafchromic films that have been extensively used by some of the authors of this paper, for the detection of charged particle beams. The Gafchoromic shows many advantages in the detection of laser-generated particles: they are not sensible to the visible light (that is an important noise component in a laser-target interaction chamber), they present a good spatial resolution (of the order of 100 µm and
do not need any special development technique. On the opposite side, their use is complicated by the fact that they are off-line detectors (so it is necessary to reopen the chamber after each irradiation) and by their sensibility to the incoming particles.

Gafchromic radiochromic dosimetry films are self-developing film media that have been developed for the measurement of absorbed dose and the mapping of radiation fields. They are largely exploited in the medical physics field for external radiotherapy and brachytherapy but, thanks to their interesting features, they are widely spread used also in different research fields. They consist of radiochromic microcrystalline dispersions on a thin polyester base. Its radiographic sensitivity is based on the solid-state photopolymerization of diacetylene monomer molecules. The colorless nonirradiated radiochromic film responds to ionizing radiations such that its color becomes darker as the total absorbed dose increases. These media can be handled in normal room light, thereby eliminating the cost of darkroom space and of post-exposure processing. Moreover, they are light and flexible and may be cut to any shape or size desired. Individual Gafchromic radiochromic dosimetry film types are available on the market and each oh them is optimized for high or low energy photons as well as particle radiation. The degree of darkening is, therefore, proportional to exposure and it can be quantitatively measured with any densitometer, scanner or spectrophotometer. The net optical density is obtained after calibration procedures and by subtracting the background. Gafchromic films are largely used for radiation field measurements thanks to their good spatial resolution ($\leq 100 \mu m$), which depends also on the system of reading used.

A characterization of different kinds of Gafchromic films for the laser generated charged particle diagnostic is actually in progress in our group and results will be reported in a future paper.

We are also verifying the possibility to use silicon micropixel detector to improve the spatial resolution of the Thomson spectrometer focal plane. A separate investigation is in fact, in progress, to verify the possibility to use the Timepix detector, at least in the central region of the focus plane, where the biggest spatial resolution is requested. The Timepix, that can reach a maximum spatial resolution of the order of 5 $\mu m$, can be used in counting mode and in Time-Over-Threshold mode. This could permit a simultaneous measure of the particles position and their detection time from which and independent energy measure can be extracted.

The spectrometer will be calibrated as well as the detectors will be tested with proton and Carbon beams delivered by the accelerators operating at LNS-INFN of Catania (Italy) within the expected energy range ($0.1 \div 10 \text{ MeV}$) and for different charge to mass ratios ($Q = +1 \ldots + 6$).
Conclusions

Fs-terawatt lasers can be employed to irradiate hydrogenated thin target and to produce high energetic ions potentially useful for radiotherapy. Protons up to 50 MeV and Carbon ions with energy above 100 MeV have been obtained irradiating polyethylene thin films. At the present the ion streams are complex, because contains protons, carbon and other species from the target composition at different charge states. Moreover the energy spectra are approximately Boltzmann shaped and the yields of some species, limited by the film thickness and laser spot, generally are below $10^{16}$ ions pulse$^{-1}$. Thus the use of proton and carbon beams extractable from the laser generated plasma need to be studied in terms of mass/charge selection by a suitable magnetic field, in terms of ion energy filtering, in order to provide a near monoenergetic ion beam, and finally in terms of repetitive laser pulses interacting with fresh thin target, in order to generate an ion beam with a near constant output current. Actually these three aspects are under investigations and only after a their improvement the possibility to realize a radiotherapy using laser accelerated ion beam will can really possible. The Thomson parabola represents only one of the different diagnostic techniques useful to investigate about the kind of ions, charge state and energy distributions obtainable from laser-generated plasma, permitting to reach the research goal more fast.
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Nanocrystalline diamond/amorphous composite carbon films prepared by plasma chemical vapor deposition

JOZEF HURAN², NIHOLAY I. BALALYKIN³, GRIGORY D. SHIRKOV³, ALEXANDER P. KOBZEV³, ALBÍN VALOVIČ²

Abstract. Nanocrystalline diamond/amorphous composite carbon films were deposited by plasma enhanced chemical vapour deposition method. The concentration of species in the films were determined by RBS (Rutherford backscattering spectrometry) and ERD (elastic recoil detection) methods. The RBS results showed the main concentrations of C in the films. The concentration of hydrogen was approximately 20 at.%. Chemical compositions were analyzed by FTIR spectroscopy. IR results showed the presence of C–H specific bonds. Film was used for photocathode application. The original quantum efficiency of prepared photocathode at energy of FH 15.6 mJ was 1.43 × 10⁻⁶ %.

Key Words. Plasma deposition, nanocrystalline diamond, amorphous carbon, photocathode.

1. Introduction

Nanocrystalline diamond, ultrananocrystalline diamond or amorphous carbon embedded NCD (NCD/a-C) films, have advantages of having higher surface flatness, high hardness, high wear resistance, high thermal conductivity, low friction coefficient, high electrical resistance, high optical transparency,
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high electron emission efficiency and excellent chemical inertness. The properties of deposited films are generally characterized by powerful ex-situ techniques that are commonly available, for instance Scanning Electron Microscopy (SEM), Atomic Force Microscopy (AFM), Transmission Electron Microscopy (TEM), Raman spectroscopy or X-ray Diffraction (XRD). Diamond films have been extensively investigated in field electron emission (FEE) [1], [2]. J.E. Yater et al. showed that grains may impede electron transport in diamond films and argued that the reduction of grain sizes is important for diamond film to be used as a cold cathode electron source [3]. This mechanism is actually similar as recently proposed conduction channel model, in which the grain boundary area can act as electron conduction channel in diamond field electron emission. In the electron conduction model, the diamond grain boundary plays the main role, as grain boundaries of diamond film consist of sp$^2$ phase. The sp$^2$-bonded regions are of low electrical resistivity and act as an electron transport path, which facilitates the field electron emission. The plasma was electrically studied by a Langmuir probe in PECVD system [4]. There are several carbon-based photo cathodes, like polycrystalline diamond, hydrogenated amorphous carbon and nanostructured fullerene films. Polycrystalline diamond photocathodes are chemically inert, have a high damage threshold but also a low $QE$ of $10^{-6}$. Hydrogenated diamond photocathodes have the highest $QE$’s of $8 \times 10^{-4}$ for 213 nm wavelength, but have low damage threshold and become oxidized after irradiation.

In this study, we investigated properties of nanocrystalline diamond/amorphous composite carbon (NCD/a-C) films prepared by plasma enhanced chemical vapour deposition (PECVD) for photocathode application. The properties of films were investigated by RBS, ERD and IR measurement techniques. Property of prepared photocathode was performed by measurement of quantum efficiency.

2. Experiments

The methane was introduced into capacitively coupled plasma reactor through the shower head, which is also an upper electrode with 20 cm diameter. Gas was flown vertically toward the substrate on bottom electrode connected with RF power 100 W and frequency 13.56 MHz. A p-type silicon wafer with resistivity $2 \div 7 \Omega \text{cm}$ and (100) orientation was used as the substrate for the carbon films. Prior to deposition, standard cleaning was used to remove impurities from the silicon surface, and the 5% hydrofluoric acid was used to remove the native oxide on the wafer surface. The wafer was then rinsed in deionized water and dried in nitrogen ambient. The flow rate of CH$_4$ gas was 40 sccm. The deposition temperature was for sample P1 – 400 °C and P2 – 500 °C. Spectroscopic ellipsometry was used for film thickness measurements.
and results are: for samples P1 – 315 nm and P2 – 325 nm. The concentration of species in the carbon films was determined by Rutherford backscattering spectrometry (RBS). Chemical compositions were analyzed by infrared spectroscopy. The IR spectra were measured from 4000 to 400 cm$^{-1}$. The hydrogen concentration was determined by the elastic recoil detection (ERD) method. For this purpose the $^4$He$^+$ ion beam from a Van de Graaff accelerator at JINR Dubna was applied. The energy of $E = 2.3$ MeV was chosen. The target was tilted at an angle $\alpha = 15^\circ$ with respect to the beam direction and the recoiled protons were measured in forward direction at an angle $\theta_1(30^\circ)$ by a surface barrier detector. The quantum efficiency $(QE)$ testing of prepared photocathode was performed at JINR. At one side of the cathode test facility vacuum chamber a fused silica window is mounted that transmits UV light. The vacuum condition was $4 \times 10^{-9}$ mbar. The 15 ns UV laser pulses (quadrupled Nd:YAG laser) are used to illuminate the (NCD/a-C) film as photocathode. Laser spot size 5 mm. During testing, the laser energy was monitored using a calibrated portion of the signal that was picked off from the main beam. To draw the electrons from the cathode a positive voltage was placed on the anode-extractor. This voltage was kept at roughly 5 kV. The photocathode current is measured by using an oscilloscope.
3. Results and discussion

An example of plasma optical emission spectrum generated by a CH$_4$ glow discharge is shown in Fig. 1. By using OES the CH($X^2\Pi$) radical number density using actinometry method and plasma composition are determined.

Figure 2 show RBS spectra of two samples P1 and P2 with different deposition conditions of the deposited carbon films. The (NCD/a-C) films contained C, H and also other species which were under the detection limit of RBS method.

In Fig. 3 are plotted ERD spectra obtained from the deposited layers which contain different amounts of incorporated hydrogen. From ERD measurement, it follows that the concentration of hydrogen in thin films depends on the deposition conditions. ERD analyses made on prepared layers show that amount of incorporated H was decreased from 21 at.% to 17 at.% with increasing of deposition temperature. The values were obtained by computer modeling of measured spectra [5] and compared with the results obtained from the Si reference sample implanted with H. In the case of sample P1 the concentration of hydrogen and carbon are 21 and 75 at.% respectively. The concentrations of H
Fig. 3. The ERD spectra of recoiled hydrogen obtained with 2.3 MeV $^4$He$^+$; the spectra were measured on (NCD/a-C) films deposited at different temperatures.

Fig. 4. The (NCD/a-C) photocathode current pulse—red line

and C in sample P2 are 17 and 77 at.% respectively. The FTIR spectra revealed the main absorption region between $1200 \div 1600 \text{ cm}^{-1}$ and $2800 \div 3150 \text{ cm}^{-1}$.

The most important result is that the sp$^3$ hybridization is stronger in the sample deposited at higher temperatures. At lower wave numbers for the low temperature sample the sp$^2$ CH olefinic related peak is more pronounced.
compared to the high temperature case. For both samples beside the sp$^3$ bonds sp$^2$ and graphite like related peaks can be assigned.

The photocathode current is measured by using an oscilloscope as a voltage on resistance $47\,\Omega$, see Fig. 4. $QE$ is defined as ratio of numbers of emitted electrons and injected laser photons. $QE$ in % is expressed with the conventional parameters as $QE[\%] = 123.8\,I/\lambda P$, where $I$ is emitted current of the electron beam in mA, $\lambda$ is wave length of the laser light in nm, $P$ is power of the laser light in Watt. In our case: $I = 3.19\,mA; \lambda = 266\,nm; P = 1.04\,MW$. The original quantum efficiency at energy of FH 15.6 mJ had been $1.43 \times 10^{-6}$ %.

4. Conclusion

The RBS results showed that the concentration of C in the films dependent a little on the deposition temperature. The films contain a small amount of oxygen and nitrogen. The concentration of hydrogen dependent on deposition temperature and increases from 17 to 24 at.% with decreasing of deposition temperature. The results presented above demonstrate that 2.3 MeV $^4$He$^+$ ERD analyses may be successfully used to measure the hydrogen concentration. FTIR results showed the presence of C–H specific bonds. The original quantum efficiency of prepared photocathode at energy of FH 15.6 mJ was $1.43 \times 10^{-6}$ %.
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Investigation of the influence
of the discharge chamber ‘loading’ effect
on the optical characteristics of resonator
type microwave plasmatron

SIARHEI BORDUSAU¹, SIARHEI MADVEIKA¹

Abstract. The investigation data of the influence of the material, quantity and volume of plasma chemical processing objects on plasma formation in a discharge chamber of a microwave plasmatron are presented. The experiments are carried out in a microwave plasmatron with the applicator in the form of a rectangular cavity where resonant volume is partially filled with plasma. The plates of monocrystalline silicon, sitall and stainless steel are processing objects. Plasma diagnostics was carried out using such methods as optical emission spectroscopy and registration of integral optical luminosity of microwave discharge. The experimental results indicate that the microwave power magnitude expended on the initiation and maintenance of the discharge depends on the number of silicon plates in the processing zone. This effect can be explained both by a partial absorbing of microwave power plate material which has a high dielectric loss tangent, resonator Q-factor change and conditions of matching a discharge region with a waveguide tract.

Key Words. Plasma, microwave plasmatron, ‘loading’ effect.

Introduction

Recently microwave discharge (the so called microwave plasma) has found wider application in the production of electronic devices. Nonequilibrium plasma of microwave discharge enables plasmochemical processes at low gas temperature, but at higher electrons’ temperature. Such peculiarities of plasma microwave generators as the absence of electrodes, the possibility of using the mode when the load does not affect the operation of microwave plasma generator, highly efficient conversion of industrial frequency current into microwave current stipulate researchers and practicians close attention to them [1]–[3].
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Thus, the investigation of technological processes of treating materials with microwave discharge as well as the influence of the objects being treated (materials, volume, shape and surface dimensions etc.) on the electric, physical and chemical properties of plasma are of great interest.

Physical-chemical peculiarities of microwave discharges and their difference from direct current and HF-E or HF-H discharges as well as the peculiarities of electromagnetic microwave-range waves interaction with plasma and a solid body do not allow to evaluate univocally the relationships and peculiarities of processes in gas plasma bulk and on the surfaces of the materials under treatment on the base of information about elementary processes in high frequency discharges studied deeper and widely used in modern technology.

Particularly, what concerns the technology of electronic engineering products, the investigation of the influence of the amount and the material of the treated objects placed in the area of plasma formation on the excitation and maintaining of the microwave discharge (the so called ‘loading’ effect) is of great interest.

**Method of experiment**

The investigation of the influence of the material, its amount and the volume of the samples placed in the microwave plasmatron discharge chamber on the plasma formation process was carried out using the methods of optical emission spectroscopy and registrating integral optical luminosity of microwave discharge.

The choice of investigation methods is explained by the following reasons.

Local electrophysical properties of gas discharge are known to determine the local optical emission capability of elementary plasma volume [4].

In this case, the optical emission intensity of the excited particle \( I_{X^*} \) in stationary state may be presented as [5]

\[
I_{X^*} = C \cdot k_e \cdot n_e \cdot [X]
\]

where

- \( C \) – constant coefficient;
- \( k_e \) – constant value of the excitation speed by direct electron impact;
- \( n_e \) – electron concentration;
- \([X]\) – density of particles with lower energy level.

This expression shows that the optical emission intensity of the particle in an excited state depends on the concentration of electrons and the electrons energy distribution function which in their turn are determined by discharge conditions (the energy input to discharge, relationship of electrical field strength to vacuum value and others).
Thus, the intensity of a separate line of optical emission spectrum as well as integral optical luminosity of discharge plasma enable us to judge about the extent of influence of the objects under treatment on the parameters and plasma characteristics (in particular, on the value of microwave power dissipated into microwave discharge).

Plasma discharge was initiated in a cylindric vacuum quartz reactor-tube having the external diameter 200 mm and the length 310 mm placed in the centre of a rectangular resonator with internal dimensions $345 \times 250 \times 380$ mm along the longitudinal sides of the resonator. Microwave energy got into the resonator through the rectangular connection hole placed with its long side along resonant walls parallel to the quartz reactor-tube’s axis.

Atmospheric air at the pressure 46 Pa and 106 Pa continuously pumped through the quartz chamber was used as the working gas in the plasmatron chamber.

In the first group, the objects under treatment were varying in number $\varnothing 76$ mm and 0.3 mm thick monocrystalline silicon plates (from 1 to 12 pcs.); in the second group – various number of sitall rectangular plates having the dimension $60 \times 48$ mm and 0.6 mm thick; in the third – various number of stainless steel plates (from 1 to 12 pcs.) of $\varnothing 76$ mm and 0.5 mm thick; in the fourth group – monocrystalline silicon plates of $\varnothing 76$ mm of various thickness (0.9 mm; 1.9 mm; 3.9 mm; 7.9 mm; 12.4 mm). The plates were placed along the air inleakage.

Spectral investigation was carried out using a photoelectric system based on SL 40-2-2048 ISA spectrometer. The spectrometer has wide working spectral range ($200 \div 1100$ nm) and a sufficient resolution (0.2 nm). The programme for visual display and spectra registration enables not only detailed comparing up to three spectra simultaneously but registering of temporary dependencies of characteristic elements of emission spectra (atomic lines, molecular bands) during plasmochemical processes as well as working at the algorithm of operative spectrum control.

Photoelectronic multiplexer FEM-112 was used as a sensor for registrating plasma integral luminosity. Signals from FEM-112 sensor were fed to ADC PC through an amplifier. Besides, during the experiment, signals of magnetron’s anode current and from microwave emission detector were fed to the ADC PC. The experiments were carried out with magnetron working at plasma and active load.
Results and their discussion

The characteristic lines and bands were defined on the base of the registered air discharge spectra data.

Investigating the influence of plasma formation modes on the peculiarities of plasma microwave discharge spectrum components specific character of ‘loading’ effect while working with silicon plates was identified.

Spectral investigation of O (λ = 777.46 nm) emission line of microwave discharge in the air in rectangular resonator plasmotron revealed high dependence of their intensity on the number of silicon plates (Fig. 1a) as well as their thickness (Fig. 2).

Fig. 1. Character of O (λ = 777.46 nm) spectrum line of microwave discharge in atmospheric air (46 Pa) depending on the number of monocrystalline silicon plates in the discharge zone: a – silicon plates with φ 76 mm and 0.3 mm thickness; b – sitall plates with the dimensions 60 × 48 mm and 0.6 mm thickness; c – steel plates with φ 76 mm and 0.5 mm thickness

Figure 1 shows the data obtained during the experiment with 1–12 monocrystalline silicon plates having the thickness 0.3 mm and the diameter 76 mm placed into the chamber. Figure 2 shows the data obtained during the experiment with silicon monocrystalline plates having the thickness from 0.9 mm till 12.4 mm and the φ 76 mm placed into the chamber by one. The experiments were carried out at the pressure 46 Pa in the plasmatron chamber. The same type of dependencies was obtained at the pressure 106 Pa as well.

The emission intensity decrease of line O (λ = 777.46 nm) dependency (a) in Fig. 1 may be explained by a partial absorption of microwave power input into
the area of plasma formation by the material of monocrystalline silicon plates which has high tangent value of dielectric losses [6] and is used as a power absorber in microwave devices [7]. When monocrystalline silicon plates are treated in the plasma of high frequency discharge this effect does not manifest itself because of low absorption of high frequency field power by silicon.

![Graph](image)

**Fig. 2.** Character of O ($\lambda = 777.46\text{ nm}$) spectrum line of microwave discharge in atmospheric air (46 Pa) depending on the thickness of the monocrystalline silicon plates placed in the discharge zone

It is proved by the behaviour of dependencies (b) and (c) in Fig. 1 obtained for samples not absorbing microwave energy (sitall and stainless steel).

Putting into the chamber the materials slightly absorbing microwave energy does not lead to a significant change of spectral lines and bands (Fig. 1b, c). The observed slight changes in their intensity are determined by the loss of microwave discharge plasma particles on the surface of dielectric and metal plates, multiple reflection of microwaves in plasma volume that leads to discharge parameters change, as well as by exchange processes on the surface of ‘ionized gas–solid’ boundary.

The fact that the prevailing effect causing the decrease of light emission intensity of spectral line in case of microwave plasma is namely the absorption of microwave energy but not the loss of plasma particles on the surface of samples as in high frequency discharge [8], is revealed by the data given in Fig. 2. We explain the deeper collapse on the initial portion of the dependency (Fig. 2) by changed conditions of matching of the discharge area with waveguide when solid objects are put into plasma [9], [10].

It was also found that in certain modes of plasma formation the excess in the number of silicon plates of a certain amount results in discharge instability and
even in its extinction. In our opinion, it happens because of the fact that microwave field in case of presence in plasma volume of materials characterised by high dielectric losses interact with them causing decrease of microwave power input into the discharge.

The experiments on the analysis of the single signals registered with the help of photoelectronic multiplier did not enable establishing the tendency of gas discharge integral optical emission change because of the fact that the form and amplitude of microwave discharge plasma integral optical emission pulses in air atmosphere (as it is shown in Fig. 3) are greatly scattered. The analysis of the experimental data shows that the values of amplitudes of pulses of integral optical glow are scattered within ±20% range of the average signal amplitude.

Fig. 3. The shape of microwave discharge plasma optical emission pulses in air atmosphere

Conclusions

The analysis of experimental results enables making the conclusion that during microwave plasma treatment the value of microwave power consumed for maintaining the discharge depends on the number of monocrystalline silicon plates present in the zone of treatment. This effect may be explained by partial absorbing microwave power by the material of the plates having high dielectric loss tangent, resonator Q-factor change and conditions of matching a discharge region with a waveguide tract.

Also it was found out that the increase of the number of silicon plates may lead to high discharge instability and even to its extinction.
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Nanocrystalline silicon carbide thin films prepared by plasma enhanced chemical vapor deposition\(^1\)

**Albín Valovič\(^2\), Jozef Huran\(^2\), Alexander P. Kobzev\(^3\), Nikolai I. Balalykin\(^3\), Michal Kučera\(^2\), Štefan Haščík\(^2\)**

**Abstract.** Nanocrystalline silicon carbide were prepared by PECVD technology in capacitively parallel plate plasma reactor, where both silane and methane were introduced into the plasma reactor. The concentration of species in the SiC films was determined by RBS and ERD. Chemical compositions were analyzed by IR spectroscopy. Film morphology was assessed by AFM. The RBS results showed the main concentrations of Si and C in the films. The concentration of hydrogen was approximately 20 at.%. IR results showed the presence of Si–C, Si–O, Si–N, Si–H, N–H, C–H, C–N specific bonds. Results of I–V measurements before and after samples irradiation by neutrons are presented.

**Key Words.** Plasma deposition, nanocrystalline silicon carbide, radiation hardness.

1. Introduction

The next generation of electronic devices may benefit from the development of alternatives to silicon and gallium arsenide based devices. The demands of higher power, radiation hardness, operating frequency, temperature and speed are potentially met by silicon carbide with additional attractive properties such as wide band gap, high breakdown field, high electron saturation velocity and physical strength [1]. In addition to high-temperature applications, SiC has potential for use in high-power and high-frequency [2]. However, SiC has several advantages over other wide-band gap semiconductors at the present time.
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including commercial availability of substrates, known device processing techniques, and the ability to grow a thermal oxide for use as masks in processing, device passivation layers, and gate dielectrics. Furthermore, SiC can also be used as a thin buffer layer for the growth of diamond films on silicon substrates [3]. For example, a-Si$_{1-x}$C$_x$:H was used as a wide window material to enhance the conversion efficiency of amorphous solar cell. The significance of this material follows from the fact that its electrical and optical properties can be controlled by varying the carbon, silicon and hydrogen composition of the film. PECVD technique offers an attractive opportunity to fabricate amorphous hydrogenated N-doped SiC films at intermediate substrate temperatures and it provides high quality films with good adhesion, good coverage of complicated substrate shapes and high deposition rate [4]. Recently, Si-rich a-SiC$_x$:H films have attracted new attention in the photovoltaic community, since this material has shown excellent electronic surface passivation of c-Si comparable with thermal SiO$_2$ and low temperature amorphous silicon nitride (a-SiN$_x$) passivation [5].

In this contribution the attention has been focused to the properties of silicon carbide films prepared by the plasma enhanced chemical vapour deposition (PECVD) of silane SiH$_4$ and methane CH$_4$ and is continuation of our work in [6]. The structural properties were investigated by RBS, ERD, IR and XRD measurement techniques. Spectroscopic ellipsometry was used for optical characterization of the film. Electrical characterization was made by I–V measurement technique and radiation hardness was studied by neutron irradiation of samples.

2. Experimental

The silane and methane were introduced into capacitively coupled plasma reactor through the shower head, which is also an upper electrode with 20 cm diameter. Both gases were flown vertically toward the substrate on bottom electrode. A n-type silicon wafer with resistivity 2 $\div$ 7 $\Omega$cm and (111) orientation was used as the substrate for the silicon carbide films. Prior to deposition, standard cleaning was used to remove impurities from the silicon surface, and the 5% hydrofluoric acid was used to remove the native oxide on the wafer surface. The wafer was then rinsed in deionized water and dried in nitrogen ambient. The flow rates of SiH$_4$ and CH$_4$ gases were 10 sccm and 40 sccm, respectively. The deposition temperature was 450 °C. The concentration of species in the SiC films was determined by Rutherford backscattering spectrometry (RBS). Chemical compositions were analyzed by infrared spectroscopy. The IR spectra were measured from 400 to 4000 cm$^{-1}$. The hydrogen concentration was determined by the elastic recoil detection (ERD) method. For this purpose the $^4$He$^+$ ion beam from a Van de Graaff accelerator at JINR Dubna
was applied. The energy of $E = 2.3 \text{MeV}$ was chosen. For the determination of the hydrogen concentration from the recoiled spectra a computer program has been used. In this program the effects of detector resolution, strangling, and multiple scattering of $^4\text{He}^+$ ions and protons in the target and stopper Al foil are included. These corrections improve essentially the agreement between experimental and simulated spectra. Film morphology was assessed by Atomic Force Microscopy. Irradiation of samples by fast neutrons in IREN facility at JINR Dubna was used for radiation hardness investigation. The thickness, refractive index and optical gap were determined by spectroscopic ellipsometry. For this purpose a SpecEl-200 spectroscopic ellipsometer (400 ÷ 900 nm) manufactured by Micropac, software Scout from Wolfgang Theiss and OJL model [7] was used. The electrical properties of nc-SiC:H films were determined by I–V measurement on diode structures.

3. Results and discussion

We prepared SiC film on Si substrate with thickness $580 \div 593 \text{nm}$, refractive index $2.72$ and optical band gap $2.18 \div 2.22 \text{eV}$. These values were measured by spectroscopic ellipsometry. An example of plasma optical emission spectrum generated by an $\text{SiH}_4$ and $\text{CH}_4$ glow discharge is shown in Fig. 1.

![Optical emission spectrum of SiH$_4$ and CH$_4$ glow discharge at 10 Pa with small amount of Ar for actinometry method](image-url)
When fabricating nc-SiC:H film from SiH$_4$ and CH$_4$, it is known that the $I$(CH*) and $I$(SiH*) ratio, $I$(CH*)/$I$(SiH*), is in a proportional relationship to the ratio of the numbers of carbon and silicon atoms inside the film. The IR spectrum revealed the main absorption region between 400 and 2000 cm$^{-1}$ is shown in Fig. 2. From the spectra we could determine the following vibration frequencies: 520 to 530 and 1090 to 1093 can be related to SiO$_2$ the higher wavenumber can be also related to Si–N bonds close to Si$_3$N$_4$ bonds; 944 to 950 and 1000 to 1005: they can be roughly related to Si–N bonds from Si$_3$N$_4$; 1260 to 1265: they can be related to C–N bonds; 606 to 610; it can be related to Si–C localised vibration normally found in Si due to C in single crystalline Si. The main phonon or vibration frequency is related to SiC and have the following characteristics determined from the reflection spectra: center position 795 cm$^{-1}$, width 178 cm$^{-1}$; center position 795 cm$^{-1}$, width 45 cm$^{-1}$; center position 804 cm$^{-1}$, width 42 cm$^{-1}$. The non stressed phonon position of cubic SiC is 796 cm$^{-1}$.

![IR spectrum of SiC films; main absorption region between 400 and 2000 cm$^{-1}$](image)

In amorphous material a shift to higher values indicate on recrystallisation or nucleation of small crystallites. Figure 3 show RBS spectra of the deposited amorphous silicon carbide film. After modelling, we can show from calculated results the presence of small amounts of oxygen and nitrogen while the concentrations of hydrogen in the SiC film are approximately 20 at.%. Both of the elements nitrogen and oxygen represent 2–4 at.% in the SiC film. The SiC film contained also other species which were under the detection limit of RBS method. The concentrations of Si and C in the SiC film are 32 and 35 at.% respectively.
Fig. 3. RBS spectra of SiC film deposited onto a silicon substrate for 2.3 MeV alfa particles detected at scattering angle of 135°; the spectra are for sample of SiC film with thickness 580–593 nm.

Fig. 4. ERD spectra of recoiled hydrogen obtained with 2.3 MeV $^4$He$^+; the concentration of hydrogen was about 20 at.\%
There was no evidence of the substrate mixing into the film. The ERD spectra are shown in Fig. 4. The AFM micrographs of the SiC films prepared by PECVD reveal that the film surface is rather smooth and compact. From the XRD measurement, we can determine only one type of SiC hexagonal polytype.

From I–V characteristics of prepared diode structures Au/SiC/Si/Al before irradiation by neutrons, Fig. 5, we can show, that the conductivity of the SiC layer prepared at 450°C for sample is very small about $10^{-12}$ S for reverse current before irradiation. From I–V characteristics of structure Au/SiC/Si/Al for all Schottky contacts we observed dispersion in characteristics that is due to the inhomogeneity of SiC film parameters. At higher voltages, the current is limited by the series resistance due to ohmic contact and the bulk resistance of SiC layer. In Fig. 6 we can see I–V characteristics for diode structure Au/SiC/Si/Al after irradiation by neutrons with fluence of $5 \times 10^{11}$ cm$^{-2}$. From measured I–V characteristics we can see difference before and after irradiation. It can be explained by the degradation of interface between top contact and film surface-increasing density of interface state. Change of forward current can be explained by change of bulk film properties after neutron irradiation.

Fig. 5. I–V characteristics for diode structures Au/SiC/Si/Al with Au top contacts ($d = 1.2$ mm) on SiC film before irradiation by neutrons with fluence of $5 \times 10^{11}$ cm$^{-2}$.
4. Conclusion

We have investigated the structural and electrical properties of nc-SiC films prepared by plasma enhanced chemical vapor deposition at 450°C. The RBS results showed that the concentrations of Si and C in the films are practically the same. The concentration of hydrogen was determined by the ERD method and the value is approximately 20 at.%. The films contain a small amount of oxygen and nitrogen. IR results showed the presence of Si–C, Si–N, Si–H, C–H and Si–O bonds. From measured I–V characteristics we can see difference before and after irradiation at forward and reverse currents for diode structure.
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Influence of deposition rate on optical properties of silicon-oxide thin films

Dmitriy A. Golosov¹, Sergey M. Zavatskiy¹,
Sergey N. Melnikov¹, Zhu Chang²,
Mi Gaoyuan²

Abstract. The paper is focused on studying silicon oxide thin films deposited by the method of reactive ion-beam sputtering (RIBS) of Si targets in the environment of Ar/O₂ gas mixture without heating the substrates. The concentration of O₂ in the producer gas mixture varied from 0 up to 100 % under the total pressure of 0.01 ÷ 0.04 Pa in the chamber. The substrates were placed at a distance of 19 ÷ 24 cm from the target surface. The films were deposited at a rate of 0.1 ÷ 0.6 nm/s to reach the thickness of 0.15 ÷ 0.35 µm. The refractive index n, extinction coefficient k, and stoichiometric index were determined as functions of the oxygen concentration in Ar/O₂ gas mixture and deposition rate. Silicon oxide films characterized by the refractive index n = 1.48 and extinction coefficient less than 10⁻⁵ on the wavelength 0.63 µm were deposited with the RIBS method. The analysis of the IR transmission spectrum proved that all the deposited films did have oxygen deficiency and, judging by the position of the main absorption peak, the stoichiometric index of silicon oxide did not exceed 1.8. The dependence between IR adsorption peak position and refractive index of silicon oxide were established. It was found out that an increase in the deposition rate results in the growth of the refractive index and extinction coefficient of the film due to incomplete oxidation of silicon and formation of suboxides. In case when the deposition rate was more than 0.3 nm/s, even if sputtering was performed in pure oxygen atmosphere, the minimal value of refractive index had been more than 1.5.
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Introduction

For an extended period of time the silica films have been employed for production of multilayer optical filters and interference mirrors [1]. Traditionally high quality silica films are deposited on glass substrates by either electron-beam evaporation (EBE) or ion-assisted EBE (IAEBE) methods at high substrate temperatures (up to $300^\circ C$) [2].

However in the recent years the demands for the processes that provide for deposition of component and multicomponent coatings on large-sized substrates including on flexible substrates, have sharply risen. The development of flexible electronics opens up new possibilities in applications of flat panel displays, solar cells, RFID tags, low cost sensors and other disposable electronics devices [3]. Aluminum foil or polymers are used as materials for flexible substrates. Due to a very low thermal stability of substrates, the temperature during the film deposition must not exceed $80 \div 120^\circ C$ (and must be preserved at a level of $70 \div 80^\circ C$).

Silicon oxide films seem to be a good candidate to be used as barrier layer when transparent conducting oxides are deposited onto flexible polymer substrates. Barrier layers prevent interaction and degradation of the TCO layer. At the same time the barrier layer may be a center for crystallization to ensure polycrystalline structure of TCO without heating the substrate. Apart from that the application of the barrier layer permits to improve the plasticity and adhesion of the TCO film to the substrate, and optical properties of TCO owing to interference effects in the structure. For this purpose SiO$_2$ layers should have a low extinction coefficient, the refractive index constant process-to-process, high electrical resistance, adhesion to the substrate, a very flat surface, and flexibility.

All the above has caused an intense interest of the scientific community to the reactive sputtering (RS) methods [4]. The RS technologies enable forming films without heating the substrate and provide for the deposited multilayer optical structure improved adhesion characteristic. Absence of the substrate heating of make it possible to deposit films onto different types of substrates, including polymers. Excellent controllability of the ion sputtering process helps reaching the required optical parameters of layers with high accuracy, which is extremely important when depositing multilayer optical structures.

Earlier the authors have studied the optical characteristics of SiO$_2$ layers deposited by reactive ion-bema and reactive magnetron sputtering methods [5]–[7]. The RIBS method was proved to have good perspectives in what concerns forming of SiO$_2$ barrier layers. However the issue of how to increase the efficiency of the RIBS method through raising the deposition rate is still undecided.

Therefore the objective of this paper was to establish how the deposition rate can influence the optical characteristics of the silicon oxide layers in order
to determine choose appropriate process parameters for the reactive ion-beam sputtering for the purposes of industrial deposition of SiO$_2$ onto flexible polymer substrates.

1. Experimental

The schematic of the experimental facility for deposition of silicon oxide films by reactive ion-beam sputtering is shown in Fig. 1. The experimental facility was constructed on the basis of a vacuum unit Z-1200. The vacuum chamber of the experimental facility was equipped with a sputtering ion source (SIS) and a clearing ion source (CIS) based on the hall-current accelerator. One of the ion sources was used for ion cleaning of substrate surface, and the other one — for sputtering of the target material.

Two-sided polished single-crystalline silicon Si (100) and optical glass BK7 were used as substrates. The substrates were placed on a removable substrate holder that made it possible to bring the substrates to the working zone of all kinds of ion-plasma sources. Ion cleaning of the substrates had been carried out before the deposition was started. The vacuum chamber was pumped down to the base pressure of $3 \times 10^{-3}$ Pa. Ar was fed into the CIS up to the working pressure of $2.0 \times 10^{-2}$ Pa. The cleaning time, ion energy, and discharge current in all the experiments were constant and equal to 3 min, 500 eV, 70 mA accordingly.

![Fig. 1. The experimental facility schematics for RIBS deposition of silicon oxide films: CIS—clear ion source, SIS—sputtering ion source, PS—power supply unit; MFC—mass flow controller]
Silicon oxide films were deposited by the method of reactive ion-beam sputtering. Sputtering of a single-crystalline Si target having $\varnothing$ 80 mm in diameter and 10 mm thick was performed by Ar$^+$/O$_2^+$ ions with the energy of 1000 ÷ 1300 eV, generated by SIS. The flow of Ar/O$_2$ producer gases in the sputtering ion source was controlled with the mass flow controllers RRG-1. During the experiments the O$_2$ content in the producer gas mixture varied from 0 up to 100 % under the overall pressure of 0.02 ÷ 0.04 Pa in the chamber. The deposition time during all the experiments was constant and equal to 10 min. The film deposition rate was altered by changing the target-substrate distance and discharge current within 19 ÷ 24 cm, and the SIS discharge current 100 ÷ 170 mA. Depending on the deposition rate the film thickness varied within 150 ÷ 350 nm.

The film thickness, dispersions of the refractive index and extinction coefficient in the 300 ÷ 1600 nm wavelength were determined by the ellipsometry technique using the spectroscopic ellipsometer M2000UI, under 75° in the light angle. IR transmission spectra in the 400 ÷ 1400 cm$^{-1}$ range were determined by the FTIR spectrometer Vertex 70 Bruker Optik GmbH.

2. Results and discussion

The properties of silicon oxide films deposited by method of silicon target RIBS were studied. Dependences of the optical characteristic ($n$, $k$) of silicon-oxide films on the deposition rate and O$_2$ concentration in the Ar/O$_2$ gas mixture were obtained. Figures 2 and 3 illustrate the dispersion of the refractive index and extinction coefficient of the silicon oxide films deposited by the RIBS method.

Fig. 2. Dispersion of the refractive index of silicon oxide films deposited by RIBS with different oxygen concentrations in the Ar/O$_2$ working gas mixture: a—46 %, b—63 %, c—73 %, d—84 %, e—91 %, f—100 %
The films were deposited under the following process condition: the discharge voltage of SIS 4.5 kV, the discharge current 150 mA, and the deposition time 10 min. While changing the O₂ flow rate, we chose the Ar flow rate based on the requirement to maintain the discharge current constant. At the same time the average deposition rate was 0.6 nm/s.

Figure 4 shows the refractive index and extinction coefficient as functions of the wavelength 0.63 µm as functions of oxygen concentration in Ar/O₂ working gas mixture. The silicon oxide films with refractive index between \( n = 1.52 \pm 1.6 \) and extinction coefficient less than \( 10^{-5} \) were deposited by the method of reactive ion-beam sputtering of a Si target. With the O₂ concentration greater than 84 %, the extinction coefficient was not recorded by the ellipsometer, for it had been lower than the susceptibility threshold of the instrument, which was \( 10^{-5} \). The optical-quality silicon oxide films were deposited under the oxygen
concentration greater than 80% in the producer gas mixture. The refractive index was apt to decrease even at 100% of the O$_2$ concentration. It is worth mentioning that the method of RIBS with the deposition rate of 0.6 nm/s did not yield films with the refractive index close to that of fused silica ($n \approx 1.46$).

IR transmission spectra of samples were measured to estimate the stoichiometry of the deposited films. Figure 5a shows the IR transmission spectra of the silicon-oxide films deposited by RIBS at various O$_2$ concentrations in the producer gas mixture (the deposition rate of 0.6 nm/s).

In the range of 400 ÷ 1400 cm$^{-1}$ the silicon-oxide films were characterized by a typical absorption band with its maximum in the vicinity of 1100 cm$^{-1}$, corresponding to the valence symmetric vibration; and the absorption band in the vicinity of 450 cm$^{-1}$, corresponding to the deformation vibration of SiO$_2$. As the O$_2$ concentration was increasing the position of the main absorption peak maximum shifted to a high-frequency region from 1020 cm$^{-1}$ to 1053 cm$^{-1}$ (Fig. 5b). However the peak position, characteristic of vitreous quartz ($\sim 1085$ cm$^{-1}$) was not reached even at 100% of the O$_2$ concentration. Since the displacement of the peak in the region with a greater wave-number was caused by a bond shortening [8], it may be assumed that the deposited films are a mixture of silicon oxides having different structures and a great number of broken bonds. The proportion of different structural entities of oxides defined the stoichiometry of the deposited films. The displacement of the absorption peak was caused by the oxygen deficiency [9], and the stoichiometric index of the deposited films did not exceed 1.8 [10].

The features of film deposition under lower sputtering rates were studied in order to increase the stoichiometric index of SiO$_2$ films. While doing so it was assumed that decreasing the silicon deposition rate would result in an increase of the exposure time of the reactive gas with silicon on the condensation
The film deposition rate was changed through varying the substrate–
target distance and the discharge current of the sputtering ion source. The
substrate–target distance was varied within 19 ÷ 24 cm, and the discharge cur-
current 100 ÷ 170 mA. The curves of the refractive index for SiO₂ films as a func-
tion of the O₂ percentage in the producer gas mixture under various deposition
rates are plotted in Fig. 6.

The refractive index (ref. Fig. 7) was observed to drop down under contin-
uous flow of the reactive gas and reducing deposition rate. When the deposi-
tion rate exceeds the value of 0.3 nm/s the refractive index for the deposited
SiO₂ films did not drop below 1.5 even when the deposition was performed in
the pure oxygen atmosphere. With the deposition rates below 0.2 nm/s and
50 ÷ 100 % of O₂ concentration in the gas mixture the refractive index practi-
cally showed no dependence on the reactive gas flow and was within 1.47 ÷ 1.5.
However when the O₂ flow was reduced the absorption coefficient was observed
to grow up to 10⁻².

All the film samples obtained under diversified deposition rates were ana-
alyzed by the FRIT spectroscopy. It was established that regardless of the
deposition process parameters the refractive index of the deposited layers had
a direct relation to the IR absorption peak position (ref. Fig. 8). Thus judging
by the IR absorption peak position the refractive index of the deposited SiO₂
layers can be estimated with a great extent of accuracy.
Fig. 7. Refractive index on a wavelength 0.63 µm of silicon oxide films as a function of the deposition rate at different oxygen concentration in the Ar/O₂ working gas mixture: a—50 % O₂, b—100 % O₂

Fig. 8. Interdependence between refractive index and the main IR absorption peak position of silicon oxide films deposited at different deposition rate
Conclusion

The process of deposition of thin silicon-oxide films by the method of reactive ion-beam sputtering of a silicon target in the environment a mixture of the producer gas without heating the substrate was studied. The dependences of the refractive index $n$ and the absorption coefficient $k$ on the oxygen percentage in the Ar/O$_2$ producer gas mixture and the deposition rate were established.

Silicon oxide films characterized by the refractive index of $n = 1.47$ and absorption coefficient below $10^{-5}$ at the wavelength of 0.63 µm were obtained by the RIBS method. It was proved that an increase in the deposition rate results in the growth of the refractive index and the absorption coefficient owing to incomplete oxidation of the silicon and formation of sub-oxides. With the deposition rates over 0.3 nm/s the minimal value of the deposition rate was more than 1.5 even if the deposition had been performed in pure oxygen environment. The refractive index can be reduced through decreasing the deposition rate and/or increasing the oxygen concentration in the Ar/O$_2$ producer gas mixture.

Analysis of the IR transmission spectra proved, that all the deposited films have oxygen deficiency and, judging by the position of the main absorption peak, the stoichiometric index of the silicon oxide does not exceed 1.8. It has been also proved that there is a relation between the position of the IR absorption peak and the silicon refractive index.

References


Received May 19, 2010
Plasma spheroidization process of refractory metal powders

Marcin Lis, Mieczysław Woch

Abstract. Because of the need to use spherical powders in many powder metallurgy technologies an investigation was carried out into spheroidization process of the powders of tungsten, molybdenum and rhenium obtained by plasma spraying technique. An effect of electrical parameters of the plasma arc (current, voltage), powder morphology, grain size and feeding rate, as well as of plasma stream temperature on powder spheroidization process was investigated. In the paper results of morphology examination and of the analysis of powder particles size distribution for the studied metals have been presented in dependence on starting powder characteristics and on atomization process parameters. Optimal process parameters ensuring maximum yield of spherical powder fraction were chosen for each studied metal. Taking tungsten as an example it was demonstrated that the plasma spraying technique leads to the increase in metal’s chemical purity.

Key Words. Plasma technology, powder metallurgy, spheroidization, high-melting metals.

1. Introduction

The plasma technologies have become widely used in powder metallurgy for preparation of anticorrosive coatings, thermal barrier coatings and hardening layers by means of plasma spraying technique. They are also applied for synthesis or thermal decomposition of various bulk and powder materials. One of the areas of their application is transformation of the powders aimed at changing dimensions, morphology or shape of powder particles, e.g. to the spherical form. The spherical powders are suitable for many applications due to their high flowability, which is beneficial in fabrication of high-volume powder products since it influences the rate and homogeneity of filling the die during pressing [1]. The spherical shape of particles is also of great importance in
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case of powders and pastes used for soldering because it ensures homogeneous flowability of that powder or paste during the soldering process [2]. Spherical powders are also applied in jet moulding processes, where spherical shape of particles facilitates formation of a uniform mixture with the binding agent. Good flowability of spherical powders used in the processes of thermal spraying and surfacing enables uniform supply of the powder from the feeder to the plasma flame thus ensuring uniform thickness of the formed coating. Moreover, the coatings obtained by spherical powder spraying are characterised by higher density and better microstructure compared to the coatings prepared with the use of powders irregular in shape [3]. The possibility of getting powders with a uniform, spherical shape from the plasma spraying process depends on the type of the material, its melting temperature, morphology and grain size, type of plasma-generating gas and current–voltage characteristics of the plasma arc, as well as on powder feeding rate. This paper presents results from an investigation into an effect of these plasma spraying process parameters on spheroidization of high-melting metal powders of tungsten, molybdenum and rhenium.

Fig. 1. Diagram of the reaction column used for conducting plasma spraying process
2. Material

For the plasma spraying process commercially available powders of tungsten and molybdenum were used, whereas the powder of rhenium was prepared by the reduction of ammonium perrhenate in hydrogen. The applied powders are characterized by the grains with developed surface and inhomogeneous shape and size distribution, which is illustrated by the specification given in Table 1 and microstructure images from the X-ray microanalyzer JXA-8230 (Fig. 2). Chemical purity of the powders was checked by X-ray method using the characteristic Co Kα radiation. It was found that diffraction patterns of the powders of molybdenum and rhenium contained only the diffraction lines for these metals, whereas in case of tungsten weak lines from the Fe₂(WO₄)₃ × 10.7H₂O phase were observed, besides the lines characteristic for this element (Fig. 5).

Table 1. Properties of the powders before plasma spraying

<table>
<thead>
<tr>
<th>Metal</th>
<th>Theoretical density [g cm⁻³]</th>
<th>Measured density [g cm⁻³]</th>
<th>Specific surface area [m² g⁻¹]</th>
<th>Average particle size (median) [μm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>19.25</td>
<td>18.31</td>
<td>0.312</td>
<td>5.50</td>
</tr>
<tr>
<td>Mo</td>
<td>10.28</td>
<td>9.79</td>
<td>0.2541</td>
<td>17.01</td>
</tr>
<tr>
<td>Re</td>
<td>21.02</td>
<td>20.19</td>
<td>0.7414</td>
<td>52.56</td>
</tr>
</tbody>
</table>

Fig. 2. Powder particles morphology: a—W, magn. 400×; b—Mo, magn. 1000×; c—Re, magn. 400×

The following starting materials, based on the selected powders, were prepared in order to check their suitability for spheroidization:

W1 – commercial powder of tungsten with an average grain diameter of 5.5 µm,
W2 – granulated tungsten powder with 2% addition of an organic binder (polyvinyl alcohol), 20 ÷ 40 µm in grain size,
M – molybdenum powder about 17 µm in grain size,
R1 – rhenium powder fraction, 71 ÷ 315 µm in grain size,
R2 – rhenium powder fraction, 71 ÷ 150 µm in grain size.

3. Results and discussion

Parameters of the process of powder melting and spraying were selected with an account of melting temperature of a specific metal, specifications of the starting powder, and technological parameters of the plasma system installation used. The results from spheroidization process are presented below separately for each metal.

**Tungsten**

Parameters of tungsten powder spheroidization process are given in Table 2, and images of the obtained powders are shown in Fig. 3. As it can be seen in Fig. 4, in case of the powder W1 the results from powder spheroidization process were not successful – the content of non-spherical phase was considerable. Because of small grain size of this powder it exhibited low flowability so that it was non-uniformly fed to the plasma stream zone. Plugging of a powder feed nozzle was observed, which could not be eliminated by the change in a flow rate of the carrier gas (samples W1.1 and W1.2). A slight increase in spherical fraction content was obtained for the sample W1.3 subjected to spraying at higher hydrogen content in a plasma gas (16.7%), and consequently at higher plasma temperature.

**Table 2. Parameters of tungsten powder spheroidization process**

<table>
<thead>
<tr>
<th>Test No.</th>
<th>DC Current [A]</th>
<th>Voltage [V]</th>
<th>Hydrogen content in plasma gas [%]</th>
<th>Carrier gas flow [l·min⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1.1</td>
<td>500</td>
<td>53</td>
<td>7.5</td>
<td>5</td>
</tr>
<tr>
<td>W1.2</td>
<td>500</td>
<td>53</td>
<td>7.5</td>
<td>10</td>
</tr>
<tr>
<td>W1.3</td>
<td>500</td>
<td>66</td>
<td>16.7</td>
<td>5</td>
</tr>
<tr>
<td>W2.2</td>
<td>750</td>
<td>51</td>
<td>5.8</td>
<td>4</td>
</tr>
<tr>
<td>W2.3</td>
<td>500</td>
<td>83</td>
<td>15.8</td>
<td>4</td>
</tr>
</tbody>
</table>

As a result of granulation of the W1 powder the W2 powder was obtained, which was characterised by greater size of particles and clearly improved flowability, which had beneficial effect on powder spheroidization, particularly at higher plasma temperature obtained by the increase of hydrogen content in a
plasma gas to 15.8%. It is seen in the images of the W2.2 powder particles, shown in Fig. 4, that the spherical fraction is predominant. This observation was confirmed by the results from measurements of an average specific surface area given in Table 3, which is the smallest for the W2.2 powder. Additional beneficial effect of the process of melting and spraying of the tungsten particles was the improved chemical purity of the powder. As it can be seen in the diffraction patterns shown in Fig. 5, the weak diffraction lines from the iron tungstate phase disappear after powder spheroidization. This effect was also confirmed by J. S. O’Dell and others in the case of Mo and Mo–Re spheroidization [4].

Fig. 3. Morphology of the W1 tungsten powder particles obtained at the spraying conditions specified in Table 3 (samples W1.1, W1.2, W1.3); magnification 200×

Fig. 4. Morphology of tungsten powder particles (sample W2.2) after plasma spraying, magnification 100× (left) and 1000× (right)

Table 3. Specific surface of tungsten powders after plasma spraying

<table>
<thead>
<tr>
<th>Sample</th>
<th>W1.1</th>
<th>W1.2</th>
<th>W1.3</th>
<th>W2.1</th>
<th>W2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific surface</td>
<td>0.2102</td>
<td>0.2440</td>
<td>0.1742</td>
<td>0.1750</td>
<td>0.1338</td>
</tr>
</tbody>
</table>
The commercial powder of molybdenum exhibited good flowability and there were no problems with supplying it to the plasma stream. The main objective of the tests carried out was the selection of optimal powder feeding rate and suitable current–voltage parameters ensuring required efficiency of the spheroidization process. These parameters for particular tests are summarised in Table 4.

Table 4. Parameters of molybdenum powder spheroidization process

<table>
<thead>
<tr>
<th>Test No.</th>
<th>DC Current [A]</th>
<th>Voltage [V]</th>
<th>Hydrogen content in plasma gas [%]</th>
<th>Carrier gas flow [l · min⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>500</td>
<td>50</td>
<td>7.1</td>
<td>6</td>
</tr>
<tr>
<td>M2</td>
<td>500</td>
<td>60</td>
<td>14.5</td>
<td>6</td>
</tr>
<tr>
<td>M3</td>
<td>500</td>
<td>80</td>
<td>15.8</td>
<td>4</td>
</tr>
</tbody>
</table>

The best powder properties were obtained from the test M2, since the fabricated powder had the highest density of 9.4182 g · cm⁻³ and the smallest specific surface area of 0.0746 m² · g⁻¹. Parameters of the M2 test appeared to be optimal from the point of view of spheroidization of the applied molybdenum powder, which was confirmed by the morphology of the particles after spraying, shown in Fig. 6b. It was initially expected that conducting the process at the highest hydrogen content of 15.8 % (test M3), and consequently at higher temperature should result in higher efficiency of spheroidization and
in better physical and technological properties of the powder. However, the results from this test did not confirm these expectations: the powder exhibited greater inhomogeneity of particle sizes (Fig. 6c), a fraction of non-spherical fine particles was observed, and the specific surface area was greater reaching \(0.0947 \text{ m}^2 \cdot \text{g}^{-1}\). Besides, the X-ray phase analysis made for this powder revealed the presence of weak diffraction lines of the MoO\(_2\) molybdenum oxide, which were not observed in case of the powders obtained from the tests M1 and M2.

**Fig. 6.** Morphology of molybdenum powder particles obtained from the tests: 

a—M1, b—M2, c—M3

**Rhenium**

The rhenium powder fabricated under this work by the reduction of ammonium perrhenate in hydrogen was separated by screen analysis into fractions R1 and R2. Parameters of the plasma spraying process are given in Table 5.

<table>
<thead>
<tr>
<th>Test No.</th>
<th>DC Current [A]</th>
<th>Voltage [V]</th>
<th>Hydrogen content in plasma gas [%]</th>
<th>Carrier gas flow [l \cdot min^{-1}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1.1</td>
<td>500</td>
<td>66</td>
<td>14.3</td>
<td>2</td>
</tr>
<tr>
<td>R1.2</td>
<td>500</td>
<td>66</td>
<td>14.3</td>
<td>4</td>
</tr>
<tr>
<td>R1.3</td>
<td>500</td>
<td>66</td>
<td>14.3</td>
<td>8</td>
</tr>
<tr>
<td>R2.1</td>
<td>500</td>
<td>59</td>
<td>9.1</td>
<td>4</td>
</tr>
<tr>
<td>R2.2</td>
<td>500</td>
<td>66</td>
<td>14.3</td>
<td>4</td>
</tr>
</tbody>
</table>

The R1 powder was sprayed with different powder feeding rates at the same current–voltage parameters. Morphology of the obtained powders, which is shown in Fig. 7, indicates that the carrier gas flow rates of \(21 \cdot \text{min}^{-1}\) and \(81 \cdot \text{min}^{-1}\) are not suitable. However, the spheroidization process was clearly seen during the test R1.2 at the rate of \(41 \cdot \text{min}^{-1}\). At this rate of carrier gas flow the powder gets to the plasma stream core.
Fig. 7. Morphology of rhenium powders, sample R1 after spheroidization in the tests R1.1 (left), R1.2 (centre), and R1.3 (right); magnification 100x

In case of the powder R2, narrowing of the grain size distribution at the same parameters of the spraying process as those used in test R1.2 improves the spheroidization effect, which is illustrated in Fig. 8b.

Fig. 8. Morphology of rhenium particles from the R2 powder obtained from the tests: a—R2.1, b—R2.2

Comparison of the morphology of powders obtained from tests R2.1 and R2.2, shown in Fig. 7, indicates that an optimal hydrogen content in the plasma gas should be at the level of 14%, since the decrease of this content in the test R2.1 gave worse results of spheroidization. As the quantitative measure of spheroidization process efficiency an average specific surface area of the powders after spraying was taken, which correlates with the conclusions from analysis of morphology images of powder particles. The results from measurements carried out are given in Table 6, indicating that the least specific surface area had the powder obtained from the test R2.2.

Table 6. Specific surface of rhenium powders after plasma spraying

<table>
<thead>
<tr>
<th>Test</th>
<th>R1.1</th>
<th>R2.2</th>
<th>R1.3</th>
<th>R2.1</th>
<th>R2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific surface [m² · g⁻¹]</td>
<td>0.3105</td>
<td>0.1313</td>
<td>0.2113</td>
<td>0.0625</td>
<td>0.0262</td>
</tr>
</tbody>
</table>
4. Conclusions

This investigation showed that plasma spheroidization of high-melting metals such as tungsten, molybdenum and rhenium depends on many factors. The first group of these factors includes the type of powder and its grain size distribution, and the rate with which it is fed to the plasma stream. The second group are process parameters influencing the shape, dimensions and temperature of the plasma stream. To this group belong the current and voltage supplied to the torch, and composition of argon-hydrogen mixture of a plasma gas. Even small deviation from optimal parameters can result in considerable changes in spheroidization degree. Therefore, production of spherical powders from the metals studied herein should be preceded by the choice of suitable starting powders and the choice of optimal process parameters.
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Action of an Ar–N$_2$ plasma on browning of sherry Fino wine$^1$

ROCIO RINCÓN$^2$, CRISTINA YUBERO$^2$, MARIA D. CALZADA$^2$, LOURDES MOYANO$^3$, LUIS ZEA$^3$

Abstract. The preliminary result of using the afterglow of an Ar–N$_2$ (2.8 %) surface wave discharge generated at atmospheric pressure on sherry Fino wine sample is presented. After two years of storage, the colour of the sample treated was analyzed by absorbance measurement at 420 nm showing that plasma keeps the characteristic pale yellow colour of Fino wine. Besides this important result, the generation and the emission of excited molecular in a metaestable state N$_2$(B$^3Π_g$ → A$^3Σ^+_u$) had been studied.

Key Words. Ar, N$_2$, surface wave discharge, atmospheric pressure, sherry Fino wine, CIELab parameters.

Introduction

All food and dairy products deteriorate at some rate or other in a manner that depends on food type, composition, formulation, packaging and storage regime. When preservation fails the consequences range broadly. At the one extreme, deterioration provokes undesirable effects in food, such as loss of colour or flavour. At the other extreme, the most serious forms of deterioration are those associated with the presence or multiplication of microorganisms. In order to avoid the main effects of deterioration, food industry has developed new techniques, the most of them act by inhibiting microbial growth, others inactivating microorganisms and others removing O$_2$ in vacuum or modified atmosphere packages [1].
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For instance, wine industry is used to change atmosphere in bottle of wine. Typical air atmosphere is replaced by nitrogen gas so as to avoid oxidative processes. Nevertheless, this industry is looking for new techniques in order to elude the browning of sherry Fino wine over storage. In this paper the action of a surface-wave sustained discharge at atmospheric pressure over sherry Fino wine is studied.

In the last years, plasmas operated at atmospheric pressure have been the object of increased attention due to their potential and current use in various application such as excitation for elemental analysis [2] and more recently sterilization of medical instruments [3], which consists in destroying or eliminating all forms of life, specially microorganisms [3]–[5]. This application had been widely studied [4]–[14], the mayor issue of plasma sterilization is the respective roles of ultraviolet photons and reactive species, like excited molecules in a metastable state, from the plasma [3].

In this work, a preliminary study has been carried out on the generation of the molecules $\text{N}_2$(A$^3\Sigma_u^+$) species in an Ar–$\text{N}_2$ SWD at atmospheric pressure to assess its application in sherry Fino wine.

**Experimental device**

The plasma was created in a quartz tube with one of its end opened to the atmosphere. The inner and outer diameters of the discharge tube were 4 and 6 mm, respectively. Several gas mixtures of high purity (99.999 %) Ar and $\text{N}_2$ were used as plasma gases. The total Ar flow was equal to 3.5 slm and 0.1 slm for $\text{N}_2$.

The microwave (2.45 GHz) power used to create and maintain the discharge was supplied in a continuous mode by a SAIREM generator (GMP 03K/M) and coupled to the plasma by means of a surfatron device (Fig. 1)[15]. A stub system was also used in order to ensure that the reflected power was less than 2 % of the incident power. The power value was always the same and equal to 200 W.

At the end of the plasma, a post-discharge (or afterglow) was also observed. The plasma and the post-discharge lengths were different for each one of the gas mixture used to generate the plasma. In this research, the radiation emitted by the plasma was recorded by an optical fiber and directed to the entrance of a Jobin–Yvon monochromator (1000M, Czerny–Turner type) with 1 m of focal length and a holographic diffraction grating of 2400 lines/mm. A CCD camera was used as radiation detector (Symphony CCD-1024x256-OPEN-STE).
Treatment of sherry Fino wine samples

The experimental device used in the treatment of the sherry Fino wine samples was the shown one in Fig. 1, but arranged vertically. The quartz tube protruded 11.5 cm from the surfatron and the distance between the end of the tube and the sample of wine was approximately 1 cm.

Four samples of 23 ml each one of sherry Fino wine from “Los Raigones” winery, Córdoba (Spain), were treated. The first sample was considered as the control one just to be able to compare and contrast the effect of different treatments (gas and plasma). A flowing of gas mixture with Ar (3.5 slm) and N$_2$ with (0.1 slm) was applied to the second sample (Fig. 2a). The postdischarge of pure Ar (3.5 slm) and Ar–N$_2$ (2.8 %) plasmas were applied to the third and the fourth samples. In these last two cases, the wine samples were refrigerated placing them in ice-water container in order to avoid their heating during their treatment (Figs. 2b and c). In all cases, the treatment time was over 5 seconds. Next, the samples were kept, for two years, in an airtight tube and stored in a dark environment where the temperature was lower than 20 $^\circ$C.

One important property of Fino wines, which are obtained by biological aging, is their pale yellow colour. It should be pointed out that this type of wine does not brown under flor yeasts, preserving its pale color with slight oscillations for years. This has traditionally been ascribed to the flor yeasts that grow on its surface making difficult the diffusion of atmospheric oxygen across the flor film and protecting wine from it. This type of wine is a delicate product because its trends to browning after bottling. As far as others organoleptic qualities such as smell or flavour are concerned no analysis of them have been done, focusing on colour quality.
The external aspect of the samples is shown in Fig. 3. As it can be observed, the sample which shows less browning is that treated with a postdischarge of Ar–N₂ (2.8%).

In addition to a direct observation of the sample, other analysis were carried out in order to know what of the treatments utilized, gas or plasma, increased the resistence of Fino wines to browning.

Particular chromatic parameters for the samples were obtained from direct spectrophotometric measurements. These ones were carried out on a path-length of 10 mm using a Perkin Elmer Lambda 25 spectrophotometer. Color analyses were carried out following International Commission on Illumination recommendations (C.I.E., 2004), and using the visible spectrum obtained from 380 to 780 nm. In this work, the following CIELab uniform space colorimetric
parameters have been considered: $a^*$ and $b^*$ (chromatic coordinates representing red–green and yellow–blue axis respectively), rectangular coordinates $L_{ab}^*$ (black–white component, lightness), and the cylindrical coordinates $C_{ab}^*$ (chroma or saturation), and $h_{ab}$ (hue angle). These parameters were measured using as references the CIE 1964 Standard Observer ($10^\circ$ visual field) and the CIE standard illuminant $D_65$. Besides, the absorbance at 420 nm can be also used as a measure of wine browning [16], [17]. Table 1 shows the CIELab parameters $a^*$ (red/green coordinate), $b^*$ (yellow/blue coordinate), lightness ($L_{ab}^*$), chroma ($C_{ab}^*$) and hue ($h_{ab}$) and the absorbances at 420, 520 and 620 nm, for the control Fino wine and for the Fino wines subjected to Ar–N$_2$ (2.8 %) gas and postdischarges of Ar and Ar–N$_2$ (2.8 %) plasmas.

<table>
<thead>
<tr>
<th>Chromatic characteristics</th>
<th>Control</th>
<th>Ar–N$_2$ (2.8 %)</th>
<th>Ar postdischarge</th>
<th>Ar–N$_2$ (2.8 %) postdischarge</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a^*$</td>
<td>1.96 ± 0.02</td>
<td>2.30 ± 0.01</td>
<td>3.26 ± 0.02</td>
<td>−0.36 ± 0.01</td>
</tr>
<tr>
<td>$b^*$</td>
<td>31.30 ± 0.02</td>
<td>31.12 ± 0.02</td>
<td>34.90 ± 0.01</td>
<td>24.10 ± 0.02</td>
</tr>
<tr>
<td>$L_{ab}^*$</td>
<td>82.40 ± 0.03</td>
<td>81.90 ± 0.04</td>
<td>78.60 ± 0.02</td>
<td>90.10 ± 0.04</td>
</tr>
<tr>
<td>$C_{ab}^*$</td>
<td>31.4 ± 0.1</td>
<td>31.30 ± 0.02</td>
<td>35.00 ± 0.03</td>
<td>24.10 ± 0.02</td>
</tr>
<tr>
<td>$h_{ab}$</td>
<td>86.4 ± 0.4</td>
<td>85.80 ± 0.03</td>
<td>84.70 ± 0.03</td>
<td>90.80 ± 0.04</td>
</tr>
<tr>
<td>$A_{420,nm}$</td>
<td>0.70 ± 0.01</td>
<td>0.70 ± 0.01</td>
<td>0.83 ± 0.02</td>
<td>0.46 ± 0.01</td>
</tr>
<tr>
<td>$A_{520,nm}$</td>
<td>0.26 ± 0.02</td>
<td>0.27 ± 0.01</td>
<td>0.32 ± 0.01</td>
<td>0.14 ± 0.01</td>
</tr>
<tr>
<td>$A_{620,nm}$</td>
<td>0.13 ± 0.01</td>
<td>0.16 ± 0.02</td>
<td>0.17 ± 0.02</td>
<td>0.07 ± 0.02</td>
</tr>
</tbody>
</table>

Related to the absorbance, the results show a high values in A420 for the control Fino wine and for the wines subjected to Ar–N$_2$ (2.8 %) gas and Ar postdischarge, which reached values above than 0.70 au. However, the Fino wine with Ar–N$_2$ (2.8 %) postdischarge treatment showed the lowest values near to 0.46 au. It is corresponding to a decrease of 65 % with respect to control wine. The absorbance at 520 nm, which is a measure of brown–red color, and at 620 nm (blue), exhibited the same trend that the observed for 420 nm.

As can be seen from Table 1, CIELab coordinates $a^*$ and $b^*$ decreased in the Fino wine with Plasma Ar–N$_2$ (2.8 %) treatment. Chroma ($C_{ab}^*$) measures the contribution of $a^*$ and $b^*$ to the color of wine, indicating values close to 50 saturated colors [18]. $C_{ab}^*$ also was lower in the wine subjected to above mentioned treatment, and with substantial differences respect to the control wine and with the rest Fino wines. Both, lightness ($L_{ab}^*$) range from 0 (black) to 100 (white), and hue ($h_{ab}$), defined as the arctan($b^*/a^*$), slightly increased in the Fino wine subjected to postdischarge Ar–N$_2$ (2.8 %) plasma.
These previous results show that the exposure of wine to the Ar–N$_2$ (2.8\%) postdischarge could be used as a technique to increasing the resistance of the Fino wines to browning.

**Active species in the postdischarge of Ar–N$_2$ (2.8\%) plasma**

From these preliminary results the mechanisms induced by the species and radiation of the postdischarge on the resistance increase of the Fino wine to browning can not be known. However, in a first approximation, it is possible to know that are the active species in the Ar–N$_2$ (2.8\%) postdischarge which could be capable of acting on the samples.

![Emission of N$_2$(A$^3\Sigma^+_u$) in a) the discharge and b) the postdischarge of a mixture of Ar–N$_2$ (2.8\%)](image)

Spectra registered from the discharge and postdischarge for Ar–N$_2$ (2.8\%) are shown in Figs. 4a and b. In these figures, emission of the excited metastable species N$_2$(A$^3\Sigma^+_u$) are observed and pointing out that this metastable species is dominant in the postdischarge region.

N$_2$(A$^3\Sigma^+_u$) metastable molecules are generated from de-excitation of N$_2$(B$^3\Pi_g$) state by reaction [19]–[21]

$$N_2(B^3\Pi_g) \rightarrow N_2(A^3\Sigma^+_u) + h\Omega\nu \quad (1^{st} \text{ positive system})$$

(1)

and two channels can be considered for the formation of N$_2$(B$^3\Pi_g$) in a plasma generated with a mixture of Ar and N$_2$.

In this plasma type, some reactions between Ar and N$_2$ are energetically favourable. Particularly, Penning excitation (2) and charge transfer (3) [22]

$$\text{Ar}^m + N_2(X^1\Sigma^+_g) \rightarrow N_2(C^3\Pi^+_u) + \text{Ar}^0,$$

(2)
\[ \text{Ar}^+ + \text{N}_2(X^1\Sigma_g^+) \rightarrow \text{Ar}^0 + \text{N}_2^+(X^1\Sigma_g^+). \] (3)

Next reaction (2), molecules at \( \text{N}_2(B^3\Pi_{\text{g}}) \) state are obtained from de-excitation of \( \text{N}_2(C^3\Pi_{\text{u}}^+) \) state (4)

\[ \text{N}_2(C^3\Pi_{\text{u}}^+) \rightarrow \text{N}_2(B^3\Pi_{\text{g}})) + h\nu \quad (2^{\text{nd}} \text{ possitive system}) \] (4)

and \( \text{N}_2(A^3\Sigma_{\text{u}}^+) \) molecules are generated from (1).

Considering reaction (3), collisions of nitrogen molecular ions in the ground state \( \text{N}_2^+(X^2\Sigma_g^+) \) with electrons lead to produce nitrogen atoms (5). \( \text{N}_2(B^3\Pi_{\text{g}}) \) molecules are obtained from third body recombination process (6) in which the nitrogen atoms participate. Finally \( \text{N}_2(A^3\Sigma_{\text{u}}^+) \) molecules are generated from reaction (1)

\[ \text{N}_2^+(X^2\Sigma_g^+) + e^- \rightarrow \text{N} + \text{N}, \] (5)

\[ \text{N} + \text{N} + \text{N}_2(X^1\Sigma_g^+) \rightarrow \text{N}_2(B^3\Pi_{\text{g}}) + \text{N}_2(X^1\Sigma_g^+). \] (6)

In surface wave discharges at atmospheric pressure, the transport of nitrogen metastable molecules \( (\text{N}_2(A^3\Sigma_{\text{u}}^+)) \) toward the postdischarge is possible using a large flow for the carrier Ar gas (3.5 slm) [20], [23].
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Express method determination of the gas pressure optimal for microwave chemical materials processing

SIARHEI BORDUSAU1, ANATOLII DOSTANKO1, SIARHEI MADVEIKA1

Abstract. A method of rapid determination of gas pressure value which provides the most favorable conditions for microwave plasma chemical processing at low vacuum is developed. The method is based on the characteristic property of microwave plasma materials processing which consists in pulsation nature of microwave discharge. The method is based on the experimentally established dependence of delay period duration of the microwave discharge start with respect to the start of microwave energy generation on plasma forming gas pressure value. This dependence has an extreme character. The determination method of the desired gas pressure value in a plasmatron discharge chamber and instrumentation for its realization are stated. The technological experiment data illustrate the reliability of the obtained results are given. The data are presented by the examples of plasma chemical removal of photoresist films and monocrystalline silicon etching.
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Introduction

One of the biggest issues that must be decided on in the design process of plasma chemical processing of materials is the choice of plasma-forming modes and conditions (microwave power magnitude, pressure and type of gas, pumping rate of gaseous media, etc.). This task is rather complicated because in many cases plasma processing requirements (in particular, material removal) such as etching rate and uniformity on a substrate, anisotropy, selectivity, etc., are mutually exclusive.

It is known [1] that for each process of plasma chemical interaction of ionized media with solid surface there is a definite optimum combination of discharge
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conditions which ensure maximum speed of plasma chemical interaction between plasma particles and material surface layer. The current selecting process of plasma-forming parameters is time-consuming and laborious since it is carried out with the method of pilot selection combining different processing modes and the following evaluation of quantitative and qualitative indicators of plasma effect on the material.

One of the main parameters of the process of microwave plasma chemical etching and material cleaning is the pressure in the discharge area. At the same time dependence of plasma chemical etching rate on pressure is extreme by nature [2]. The existing maximum can be accounted for the fact that at low pressures the number of active plasma particles is small and their flow on the material surface decreases with the pressure decrease. The particle flow on the surface also decreases with increasing pressure due to the difficulties in plasma-forming process and the increase in rate of disappearance of active etching particles in the volume because of the recombination processes, conditioned by the frequency increase in their collisions among themselves as well as by the loss on the walls of a discharge chamber. One of the main tasks of technological process designing and optimization is to determine the pressure of plasma-forming mixture which will provide the maximum rate of plasma material processing.

The common methods of contact and noncontact plasma diagnostics do not allow to determine the optimal rate modes of pressure which implement microwave plasma chemical processes [3], [4]. For instance the probe method of plasma parameter measurement and control provides the information on the electronic or ionic discharge component which enlarge monotonically with the increasing pressure. Spectral diagnostic method and some others also do not demonstrates the presence of peaks of values while changing the gas pressure.

**Experimental results and discussions**

One of the peculiarities of microwave vacuum plasma processing of materials is that nowadays microwave generators with a simplified scheme of continuous-wave magnetron powered with the unfiltered rectified voltage of industrial frequency is used in experimental, research and industrial equipment as a microwave power source. Such a scheme of magnetron power supply (for example M-105, M-112 and etc. with a working characteristics: pulse mode generation of microwave energy, output power 700 W, anode voltage 4.0 kV, microwave frequency 2450 MHz) presupposes quasi-continuous mode of their work resulting in a pulsating nature of the generated microwave power delivered to the load from generator device. This, in its turn, leads to a pulsating mode of microwave discharge excited in the discharge area of microwave plasmatron. In this case gas discharge is excited under definite for these discharge conditions
breakdown threshold intensity of electrical field and goes out with the field intensity decrease below a certain value [5]. It was experimentally established [6] that delay duration of the microwave discharge start with respect to the start of microwave energy generation (Fig. 1) depends on gas pressure and has an extreme character.

![Fig. 1. Oscillograms of pulses: of anode magnetron current (a) and optical signal of plasma glow (b): microwave power – 700 W; pressure in the discharge chamber – 70 Pa; gas – O\textsubscript{2}](image)

The comparative analysis of technological experiments and the research results of microwave plasma forming conditions made it possible to identify the correlation between the maximum rate of microwave plasma chemical material removal and the delay time of the microwave breakdown in gas discharge volume under certain discharge conditions. The variable (adjustable) parameter in this case is the pressure in the microwave plasmatron discharge area.

![Fig. 2. Dependences of time delay of microwave discharge excitation and material removal rate on the pressure of plasma-forming gas during the processing of monocrystalline silicon in CF\textsubscript{4} (a) and photoresist films in O\textsubscript{2} (b): 1 – removal rate; 2 – delay time](image)

As an example, Fig. 2 shows the experimentally obtained dependence of etching rate of monocrystalline silicon in microwave discharge in the atmosphere of CF\textsubscript{4} and time delay of microwave breakdown on gas pressure.
The similar dependence for the process of photoresist coating removal from the surface of silicon wafers in the atmosphere O$_2$ is demonstrated. The research results served as a basis of the developed rapid method for determining the optimum pressure for the processes of microwave plasma chemical material removal under low vacuum conditions.

The technique consists in the fact that on the basis of a comparative analysis of the temporal characteristics of optical pulsed signal of microwave discharge and the pulsed signal of magnetron anode current during changing a gas pressure in the range of 100 ÷ 200 Pa, the gas pressure at which the delay period duration of the microwave discharge start with respect to the start of microwave energy generation is minimum is evaluated. Under this pressure maximum rate of plasma chemical material removal from the solid surface is provided.

The block diagram of hardware implementation of the developed express method of determining the optimal gas pressure for microwave plasma chemical material removal is given in Fig. 3.
The plasmatron is a rectangular resonator with a horizontally placed quartz reactor in diameter 200 mm and 350 mm long.

Signals from the magnetron and photo–electronic multiplier are transmitted to the dual-beam oscilloscope working in the synchronous start-up mode of both traces.

Shifting of the working pressure in the discharge chamber is regulated by the gas flow supplied to the plasma-forming chamber. In the process of pressure shifting time intervals of discharge excitation delays relatively to the start of microwave energy generation supplied to the plasmatron is determined. The pressure at which this interval is minimum is set as well. At such pressure the processes of microwave plasma chemical material removal from the solid surface will proceed with maximum rate.

**Conclusions**

The method developed was tested and showed a high degree of results consistency with the technological experiments on monocrystalline silicon etching in CF$_4$, as well as with the photoresist films aching in the atmosphere of O$_2$. This reduces the duration and complexity of the procedure of the desired pressure determining.
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The software-operated generator of high-voltage pulses for plasma technological application

Dmitrii Godun¹, Siarhei Bordusau¹, Anatolii Dostanko¹

Abstract. The paper describes the design and functional peculiarities of the software-operated generator of high-voltage pulses for plasma technological processes. It considers the problems connected with the creation of the microprocessor equipment configuration capable to reproduce high-voltage pulses of both positive and negative polarity. The software-operated generator consists of the analog–digital stabilized pulse converter and the digital modulator of the power pulses. The generator of high-voltage pulses provides the following output parameters: the stabilized output voltage is in the range from 600 to 1200 V with the fixed step of 20 V; the value of the pulse output current is not less than 4 A; the interval of the deviation of the power pulse frequency is in the range from 5 to 45 kHz; the pulse ratio is 2–10. The application of the microprocessor system of pulse high-voltage key control enables the generator to work in two regimes: forming a series of constant pulses and forming single pulses with the regulated width and pause. The time of determining the current overload does not exceed 55 nanoseconds. The time of the protective switching-off of the high-voltage pulse converter does not exceed 1 microsecond.

Key Words. Software-operated, generator, high voltage, plasma.

Introduction

To carry out plasma processes of vacuum treatment such as ion nitriding, cathode sputtering, application of hollow-cathode discharge and to form plasma glow discharge, technological systems should contain a generator of high-voltage negative polarity pulses with wide facilities to control the characteristics of power pulses.

The researches into the output parameters of power pulse sources show that while carrying out plasma technological processes in the low-pressure environment, the software-operated generator of high-voltage pulses with a combined
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control analog–digital system is an optimum configuration of a power source intended for glow discharge excitation [1]. The application of the analog–digital method to control pulse power elements allows to combine a high-speed analog control system of power switch modules, covered by a negative feedback on the current and voltage, with the digital system of threshold regulation [2].

Main part

The block diagram of the developed software-operated generator of high-voltage pulses is shown in Fig. 1.

The software-operated generator consists of a digital power pulse modulator and analog–digital step-up stabilized pulse converter which power cascade is made isolated from the primary network. The implementation of this solution allows applying the software-operated generator in gas-discharge power supply systems of both positive and negative polarity.

The software-operated generator of high-voltage pulses has been developed with the view of connection to a three-phase four-wire industrial network. After turning on the software-operated generator, mains voltage is straightened by the three-phase diode bridge and arrives at the input of the power factor corrector. The system of smooth start is applied in order to carry out a smooth charge of the primary power circuit capacities and to start the generator of pulse-duration modulation. The reduction of the influence of transient processes in the power converting device is achieved by a smooth increase in the width of working pulses. The generator of pulse-duration modulation forms signals controlling IGBT drivers which, in their turn, provide the parameters of a pulse sequence necessary to control the power bridge converter. The driver control system provides quite abrupt trajectories of switching IGBT power devices, and it also galvanically separates the generator of pulse-duration modulation from the power converter.

The power converter is realized according to the full bridge scheme which advantage is the absence of the overvoltage on key IGBT elements. The function of the power converter is to switch diagonals of the transistor bridge on the frequency of transformation through the primary winding of the step-up transformer. In this case the transformation frequency is 20 kHz. The high-voltage rectifier and LC filter transform the variable voltage, received on the secondary winding of the transformer, into the direct-current voltage. In view of the big output power, the output cascade of the increasing pulse converter is made of two modules of 2.5 kW each one. The practical application of this technical solution increases the output power, reduces the influence of the temperature component on power transistors and transformers.
Fig. 1. Block diagramme of a software-operated generator of the high-voltage pulses
The circuit of the negative feedback on the voltage, integrated with the digital microprocessor system, has been inserted into the control system to obtain the stabilized output voltage in the whole range of loadings. The proportional change of the voltage mismatch is achieved by changing the division factor on the input of the negative feedback block on the voltage with the help of the digital potentiometer controlled by the microprocessor. The three-wire support-regulated stabilizer has been used as a precision voltage sensor of loading. Its stabilization voltage changes depending on what size of the voltage amplitude is delivered to the operating input. The generator of pulse-duration modulation corrects the width of control pulses, and the system tends to the established value while the mismatch voltage tends to zero. The output voltage either increases or decreases. The speed of the negative feedback reaction determines the level of output pulsations not only in the established condition, but also at the moment when the output voltage amplitude changes.

The digital threshold control of the negative feedback system on the voltage allows to regulate and stabilize the target voltage amplitude in the range from 600 to 1200 V with the 20 V step.

During the research of the output parameters of the pulse converter after the connection of the gas-discharge system it has been discovered that a high level of the clutter influencing the analog–digital transformation of signals, and a quite low speed of transformation of the voltage into a code and of processing the result bring about the increased pulsation of the output voltage. The circuit of the negative feedback on the current is provided in the generator design, which in view of plasma loading is quite an essential constructive element. The application of the high-speed optodecoder with the switching time up to 75 nanoseconds provides the advantage on speed of analog current protection systems over digital ones.

The current protection of the step-up pulse converter is executed in the form of a trigger scheme and is intended for the operate current of 4 A with the protective switching-off time not exceeding 1 μs. The analog systems of the analysis of the pulse power supply output characteristics, constructed on comparators and operational amplifiers, have quite a high speed of acceptance of the operating solutions to influence on a power part. The basis of the applied current protection device is the high-speed analog comparator which compares the amplitude values of the basic signal with the voltage taken from the resistive divider in the bottom shoulder of which there is a current sensor. While comparing the amplitude values of two signals on the inputs of the comparator, the output condition of the comparator is switched and through the optical device of data transmission the current protection device stops the operation of the generator of pulse-duration modulation.

The application of the pulse control structure has allowed creating the power supply source with good weight and dimension parameters and the increased value of the efficiency coefficient up to 86%.
The formation of the high-voltage pulse voltage is made by the block of data processing under the control of the digital software. The microprocessor generator of pulse-duration modulation reproduces pulses in the frequency interval from 5 to 45 kHz, with the possibility to change the porosity value from 2 to 10, and controls the IGBT driver. The driver system strengthens the signal up to the level of opening the complex power breaker module. Working in the key mode the power module commutates the constant voltage with the amplitude of 1200 V. The device is covered by the circuit of the negative feedback on the current and, after the pulse current exceeds more than 4 A, the driver system corrects the width of power module control pulse. The device functions as a temporal current stabilizer. The limitation of the output pulse current value to 4 A is necessary to extend the time intervals of the actuation of the current protection device of the high-voltage pulse converter, as well as to eliminate uncontrollable throws of the pulse current when the system carries out stabilization within a short period of time and restores to a working condition.

The application of the microprocessor control system of the pulse high-voltage key allows to generate not only constant pulse sequence, but also to obtain the high-voltage single pulses combined in the packages with the software-operated width of the pulse and pause.

Operating the generator manually or with the help of software makes it possible to use it as a separate unit for the generation of the unipolar high-voltage pulses as well as a part of a technological device with the possibility to carry out diagnostics, regulation and indication of working parameters, which directly refer to the functioning of the technological gas-discharge system.

To obtain the maximal conditions of the electric parameters concordance of the given technological equipment and gas-discharge system, an operated inductive-compensatory block has been installed in the break of the power circuit.

Conclusions

The software-operated generator of unipolar high-voltage pulses has been worked out and tested on plasma loading in the form of the glow discharge of the pulsing current.

Using the analog–digital control system has allowed to transform the electric energy of the power network into the type necessary for the specialized technological process flow complying with the required standards on the protection of the power cascades of the pulse high-frequency converter.

The application of the power coefficient corrector in the structure of the increasing pulse converter has made it possible to obtain more powerful output cascades with smaller influence of the pulse clutter on the power network.
The application of the pulse-duration control of the output power breaker, covered by the negative return circuit on the current, is the feature of the construction of the modulator-shaper of electric output signals. The period of reaction to overload does not exceed 55 nanoseconds which provides a steady functioning of the software-operated generator of high-voltage pulses on the plasma loading.
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Modeling of plasma-assisted coal dust ignition and combustion

ALIA S. ASKAROVA¹, VLADIMIR E. MESSERLE², ALEXANDR O. NAGIBIN¹, ALEXANDR B. USTIMENKO³

Abstract. Combustion of pulverized coal flame was numerically simulated. The results of three-dimensional calculations of the processes of conventional and plasma activated combustion of coal in furnaces are discussed. Computer code CINAR ICE was verified at coal combustion in experimental furnace of 3 MW thermal power equipped with plasma-fuel system. Operation of the furnace in traditional mode of coal combustion and with its plasma activation was investigated. Also this paper presents the results of numerical simulation of the plasma thermochemical enhancement of coal for ignition and combustion in a furnace of power boiler. Influence of plasma activation of combustion onto thermotechnical characteristics of the flame, decrease of unburned carbon and nitrogen oxides concentrations at the furnace exit was discovered.
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Introduction

Reorientation of the fuel balance of thermal power plants (TPP) from gaseous and liquid fuels to the solid ones is a worldwide tendency. Pulverized coal TPP share in the electricity production is growing up permanently and now it is about 60% in the USA, 80% in Kazakhstan and 87% in China [1]. That is why increase of solid fuels use efficiency is one of the actual issues of modern thermal physics. But it is unachievable without detail study of the pulverized coal flame combustion in furnaces of TPP.

To increase efficiency of solid fuels utilization, to decrease fuel oil and natural gas flow rate, and dangerous emissions at TPP plasma technology of coal ignition was developed. It is based on electro-thermo-chemical preparation of
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fuel to burning (ETCPF) [2]. ETCPF is realized with the aid of plasma-fuel systems (PFS). In this technology pulverized coal is replaced traditionally used for the boiler start up and pulverized coal flame stabilization fuel oil or natural gas. Part of coal/air mixture is fed into the PFS where plasma-flame, having a locally high concentration of energy, induces coal gasification and partial oxidation of char carbon (Fig. 1). The resulting coal/air mixture is deficient in oxygen, the carbon being mainly oxidized to carbon monoxide. As a result, a highly reactive mixture of combustible gases (at a temperature of about 1300 K) and partially oxidized char particles are obtained at the exit of the PFS. On entry to the furnace, this combustible mixture is easily ignited. This allows prompt ignition and much enhanced flame stability of the main portion of the coal flame which is not directly treated by plasma.

Fig. 1. Layout drawing of plasma-fuel system and experimental furnace: 1 – plasmatron, 2 – electromagnetic coil, 3 – air/coal mixture, 4 – ETCPF chamber, 5 – air/coal mixture scroll, 6 – air/coal mixture, 7 – window for temperature measuring and gas sampling, 8 – secondary air scroll, 9 – central tube of the burner, 10 – windows for temperature measuring and gas and coke residue sampling, 11 – furnace, 12 – secondary air, 13 – plasma forming air

Detailed mathematical modeling is required for enhancement and dissemination of the plasma technology of coal ignition. Lack of detailed experimental
data on plasma ignition of coals and combined their burning with the highly reactive two-component fuel complicates the development of mathematical and physical models. To develop such models knowledge of the main characteristics of ETCPF and combustion processes, temperature fields, velocities and concentrations of gaseous and condensed components, is required.

To understand physical mechanism of ETCPF and combustion more completely, and to verify CINAR ICE software code, investigations of coal incineration in the equipped with PFS experimental furnace of 3 MW thermal power have been fulfilled. Two computer codes were used for that. The first one was 1D code PLASMA-COAL. It describes two-phase chemically reactive flow in a plasma-chamber with an internal source of heat (plasma flame). The second is 3D code CINAR ICE. It operates with real geometry of a furnace. PLASMA-COAL code has been verified using experimental data on plasma gasification and ETCPF [3]–[6]. It was used for plasma-fuel system computation, and data to enable 3D numerical simulation of coal combustion in the furnace equipped with PFS were collected. CINAR ICE code was used for computation of coal co-combustion with highly reactive two-component fuel in the furnace. The code has been verified for 3D simulation of traditional furnace processes [7]–[9]. However, to use this code for computation of the equipped with PFS furnaces verification was required.

1. Calculation method and results of experimental furnace study

CINAR ICE code (Cinar Integrated CFD Environment) [2], [7]–[9] was designed to provide computational solutions of industrial problems, especially those related to two-phase combustion. It solves the governing time-averaged Eulerian equations for the gas phase mixture combined with Lagrangian tracking of the particles [7], [12]–[14] and simulates devolatilisation, volatiles combustion (fast diffusion combustion), char combustion and the turbulence (k-ε model). “Fast chemistry kinetics” model of chemical reactions is used in the code. The kinetic model is based on the conception of multi-fraction mixtures burning [12]. Radiative heat transfer is represented by six-flow model of particles radiation and reemission [13]. The Control Volume method is used for discretization of the initial equations. SIMPLE [12] algorithm is used for calculation of pressure field.

To verify CINAR ICE code two regimes of experimental furnace were selected. The first one was conventional coal combustion and the second regime was combustion of plasma activated coal. Plasma activation of coal combustion was provided with plasma flame of 36 kW power. Parameters of two-component
high reactive fuel produced in PFS (Fig. 1) were calculated using PLASMA-COAL computer code. These parameters were used as initial data for PFS equipped experimental furnace 3D simulation.

Mathematical model of ETCPF describes two-phase (coal particles and gas-oxidiser) chemical reacting flow with an internal heat source (electric arc or plasma). Generally coal particles and gas are admitted into the PFS at ambient temperatures. Particle-to-particle, gas-to-particle transfer and gas-to-plasma heat-mass transfers are considered. Heat and momentum transfer between the flow and the PFS wall have been calculated. The average size of the coal particles was taken as a constant and equal to the particle mineral skeleton size. In other words the particle was not resized at conversion. The particles were spherical and the temperature gradients within the particle are negligible. Also, some chemical transformations of fuel were considered. They are as follows: formation of primary volatile products from coal, conversion of evolved volatile products in the gas phase and char carbon gasification reactions. Coal composition was presented in the model by its organic and mineral parts. Organic mass of coal was specified by the set of the functional groups (CO, CO$_2$, CH$_4$, H$_2$O, C$_6$H$_6$) and carbon. An entrained flow reactor was considered and plug flow was assumed. Resulting set of ordinary differential equations includes equations for species concentrations (chemical kinetics equations) in conjunction with equations for gas and particle velocities and temperatures, respectively. Energy contribution from plasmas had been found empirically [3] and included into the energy equation as a distribution of internal heat source. Also the model was distinguished by its detailed description of the kinetics of the chemical reactions mentioned above [10]. Kinetic scheme consists of 116 chemical reactions. Temperature dependence of rate constants is governed by the Arrhenius equation. In [2], [3], [5], [11] the model was presented in detail.

The swirl burner was mounted axial on the furnace top (Fig. 1). Ekibastuz bituminous coal of 45.2 % ash content, 14.7 % devolatilization, 1.3 % humidity and 15960 kJ/kg heat value was incinerated in the experimental furnace [4]. Grinding of coal gave the average particle size of 60 microns. PLASMA-COAL computer code has been used for calculation of ETCPF in the volume of PFS of 1.15 m length. The following initial parameters were used for calculations: plasmatron power was 36 kW; initial temperature of pulverized coal (coal/air mixture) was 300°C, coal and air consumption through PFS were 410 and 600 kg/h correspondingly. The air is composed of nitrogen (79 vol. %) and oxygen (21 vol. %) and neither carbon dioxide nor noble gas were taken in consideration.

As a result of calculations temperature distribution (Fig. 2), gas and particles velocities (Fig. 3), gas-phase components concentrations (Fig. 4), gasification degree and carbon concentrations in coke residue (Fig. 5) were found. Gas and coal particles temperatures (Fig. 2) increase along the PFS. The heat exchange between plasma source and gas-phase is prevailing at the initial section
Coal particles are heated from gas and their temperature increase up to 1121 °C at the section $0.35 \leq X < 0.8$ m due to carbon oxidation and corresponding out of heat. It exceeds the gas temperature by 264 °C. As a result of that inversion of temperature curves is observed at the section. Gas temperature reaches maximum at 1015 °C ($X = 0.9$ m) and goes down to the outlet of PFS ($T = 1002$ °C). Gas temperature is 41 degrees higher than
Fig. 4. Gas phase components concentrations along the PFS

Fig. 5. Gasification degree (1) and carbon concentration (2) in coke residue along the PFS

particles temperature, that is related to heat-emission from the particles to the wall of PFS.

Equal at the PFS inlet velocities of gas and particles (Fig. 3) increase with the length achieving their maxima of 33.8 and 33.2 m/s at the PFS exit accordingly. Meanwhile gas velocity is higher one of particles along the full PFS.
Note velocity of the flow at the exit of PFS is considerably higher for traditional pulverized coal burner.

With coal particles heating it is observed devolatilization and carbon gasification (Fig. 4, Fig. 5). Concentration of combustible components (CO, H₂, H, CH₄, C₆H₆) increases along the PFS and reaches its maximum of 41.8% at the PFS outlet. Oxidants concentration (CO₂, H₂O, O₂) does not exceed 7.3% at the PFS outlet. The nitrogen concentration (N₂) decreases along the PFS from 79% to 50.8% at the outlet. The carbon concentration in the coke residue decreases, and carbon gasification degree (Fig. 6) increases along the PFS and achieves 69.5% at the outlet. The two-component fuel with aforementioned characteristics is intensively ignited mixing with the secondary air flow in the furnace volume. Calorific value of the coke residue was amounted to 7200 kJ/kg.

Integral characteristics of ETCPF at the PFS exit are gathered in Table 1. They were taken as initial data for numerical simulation of ETCPF combustion in the experimental furnace using CINAR ICE software code. Secondary air flow rate was 2322 kg/h. The furnace height was 7.5 m. Computing origin was the furnace top. The x, y, z grid size was, respectively: 56 × 56 × 60.

<table>
<thead>
<tr>
<th>Table 1. Characteristics of ETCPF at the PFS exit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content of gas phase, (vol.% &amp; kg/h)</td>
</tr>
<tr>
<td>H₂</td>
</tr>
<tr>
<td>21.6</td>
</tr>
<tr>
<td>14.0</td>
</tr>
<tr>
<td>Gas temperature, °C</td>
</tr>
<tr>
<td>1002</td>
</tr>
<tr>
<td>Ash, kg/h</td>
</tr>
<tr>
<td>185.3</td>
</tr>
</tbody>
</table>

The calculations results are shown in Figs. 6–10. Figure 6 visually demonstrates the difference between temperature fields for two operational regimes of the furnace. The traditional mode flame, with maximum temperature of 1580°C, generates the common flame body with the temperature 1300 to 1580°C. The PFS impact appears as transformation of high reactive two-component flame shape, decrease of the flame length and increase of temperature maximum up to 2015°C. That can be explained by earlier ignition and more complete burning-out of ETCPF.
2. Comparison of Numerical and Experimental Data

Experimental and numerical temperatures dependences on the furnace height (Fig. 7) are similar. The curves have typical maxima at the distance of 0.5 m from the top of the furnace. The maximal temperature level for conventional mode of the furnace operation at the distance $H < 0.13$ m is higher than one for plasma activated fuel combustion. This difference is up to 164 degrees ($0.025 < H < 0.13$ m). It can be explained by more intensive radiation...
from coal particles having higher concentration and total surface when the furnace operation is in conventional mode in comparison with plasma activated regime of coal combustion. When PFS operates electro-thermo-chemically prepared fuel (two component high reactive fuel) is gone from it to the furnace. The fuel contains combustible gas and particles of coke residue which mass do not exceed 30% of the initial coal mass. That brings to triple decrease of radiative particles total surface. In section $0.13 \leq H < 0.6$ m temperature at plasma activated regime is higher than one for conventional mode of the furnace operation. The maximum difference reaches 260 degrees at height 0.4 m. The maximum combustion temperature of plasma activated fuel at the experiment was 200 degrees higher one for conventional mode. Experimental temperature maximum was at the furnace height of 0.67 m. Higher temperature of the flame of plasma activated fuel can be explained by more complete burnout of the fuel. Sharp decrease of oxygen and increase of carbon dioxide concentrations at the section $H < 0.67$ m (Fig. 8) confirm this statement. Unburned carbon concentration in the exit of the furnace ($H = 7.5$ m) is 3 times less when the furnace operates in plasma assisted mode in comparison with conventional mode of the furnace. Also PFS improves ecological characteristics of coal incineration. Figure 9 demonstrates double decrease of nitrogen oxides at the furnace exit.

![Furnace height distribution of the combustion materials maximal temperature](image)

Fig. 7. Furnace height distribution of the combustion materials maximal temperature: 1 – conventional incineration of coal, 2 – incineration of coal in the furnace with PFS; ●, ○ – experimental data on coal incineration in the furnace with PFS and without PFS correspondingly [4]
Thus, the experimental data [4] were used for verification of CINAR ICE computer code. Figures 7 and 9 confirms the qualitative agreement between calculated and experimental data. Divergence of experimental and calculated values of temperature of combustion products does not exceed 20 % along the full height of the furnace. The divergence explains by imperfection of the “fast
chemistry” scheme of fuel combustion used by CINAR ICE program. The concentration of unburned carbon was measured at the exit of the experimental furnace. Also divergence of the experimental and calculated values does not exceed 20 %. In experiments unburned carbon was found as 3.1 and 1.8 % for traditional and plasma activated mode correspondingly. Computed figures were 3.72 and 1.42 % accordingly for these two modes. Concentration of nitrogen oxides at the furnace exit is significantly lower for ETCPF combustion than for conventional mode of coal combustion. However, essential quantitative difference of experimental and calculated values of NO\textsubscript{x} concentrations (52–54 %) shows that CINAR ICE kinetic scheme of NO\textsubscript{x} formation is in need of revision.

3. Computation of PFS and Full-Scale Boiler’s Furnace

The fulfilled verification of CINAR ICE code for plasma assisted coal combustion in the experimental furnace of 3 MW power confirmed legitimacy of the used codes complex (PLASMA-COAL and CINAR ICE) for simulation of the furnaces equipped with PFS. Thus in this part the numerical study was performed for a power-generating boiler with a steam productivity of 420 t/h. The boiler’s furnace (Fig. 10) is equipped with 6 swirl burners arranged in two layers, three burners each, on faced wall of the furnace. As it is seen from the figure three PFS are installed instead of two burners of the lower layer and one of the upper layer. Low-rank Ekibastuz bituminous coal of 40 % ash content, 24 % devolatilization, 5 % humidity and 16700 kJ/kg heat value was incinerated in the furnace. The coal grinding fineness was R\textsubscript{90} = 15 %. All the calculations were performed in accordance to the aforecited technique.

PLASMA-COAL computer code has been used for calculation of ETCPF in the volume of PFS of 3.687 m length and 0.46 m diameter. The following initial parameters were used for calculations: plasmatron power was 200 kW, initial temperature of pulverized coal (coal/air mixture) was 90 °C, coal and air consumptions through PFS were 6000 and 8955 kg/h correspondingly.

The results of numerical simulation by the PLASMA-COAL code are summarized in Table 2. Heat value of the coke residue was 6165 kJ/kg. These data obtained for the PFS exit were taken as initial parameters for 3-D computation of the furnace of a power-generating boiler equipped with PFS. This computation was performed using CINAR ICE code to demonstrate advantages of plasma aided coal combustion technology.

Initial parameters for calculations of the furnace (Fig. 10) in different operational regimes were the following: temperature of the secondary air was 280 °C, coal productivity of the burner was 12000 kg/h and primary air flow rate through the burner was 17900 kg/h. Secondary air flow rate to the boiler
Fig. 10. Scheme of the furnace of the industrial 420 t/h steam productivity boiler in Almaty TPP-2 (Kazakhstan) retrofitted with PFS: 1 – standard pulverized coal swirl burner, 2 – PFS

Table 2. Characteristics of ETCPF at the PFS exit

<table>
<thead>
<tr>
<th></th>
<th>Content of gas phase, (vol. % &amp; kg/h)</th>
<th>Gas temperature, °C</th>
<th>Particles temperature, °C</th>
<th>Velocity of the flow, m/s</th>
<th>Ash, kg/h</th>
<th>Char carbon, kg/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂</td>
<td>1.05</td>
<td>1025</td>
<td>1025</td>
<td>48.2</td>
<td>1518</td>
<td>261</td>
</tr>
<tr>
<td>CO</td>
<td>7.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH₄</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₆H₆</td>
<td>0.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO₂</td>
<td>15.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O</td>
<td>3.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N₂</td>
<td>70.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O₂</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₆H₆</td>
<td>15.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O</td>
<td>3.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N₂</td>
<td>70.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O₂</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₆H₆</td>
<td>15.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O</td>
<td>3.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N₂</td>
<td>70.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O₂</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

was 446412 kg/h. Averaged size of the coal particles was 60 micron. The furnace size is as follows: 27 m height, 7.7 m depth and 14.5 m width. The x, y, z grid size was, respectively: 106 × 38 × 104.
The model predictions are presented in the following figures which show results for the plasma-activated coal combustion in comparison with conventional coal combustion. Figures 11 and 12 show temperature fields along the furnace height in the mean cross-sectional plane for two regimes of the furnace operation, traditional (Fig. 11) and plasma activated coal combustion (Fig. 12). The figures visually demonstrate the difference between the temperature fields for the two modes of coal combustion. When the coal combustion is in conventional mode, six symmetric pulverized coal flames are formed. Maximum temperature of these flames is $1852\,^{\circ}\text{C}$. In Fig. 12 one can see PFS influence on the shape of the ETCPF flame and its maximal temperature. In the presented plane PFS is upwardly. High temperature body of the flame moves closer to the PFS exit and upper in the furnace. Its maximal temperature is $1588\,^{\circ}\text{C}$. 

![Fig. 11. Temperature field along the furnace height in the mean cross-sectional plane of the furnace when it works in conventional mode of coal combustion](image-url)
Averaged temperature curves (Fig. 13) have their maxima. At conventional mode of coal combustion the first maximum \((H = 3\, \text{m})\) is generated by overheating of the furnace back wall by the pulverized fuel flame. The second maximum is above the level of the burners of the lower layer due-to common forming of the flame body and observed moving is a result of natural convection. At plasma activated mode of coal combustion the first maximum is observed above the lower layer of the PFS. The maxima at \(15 \div 17\, \text{m}\) of the furnace are the results of the completing of the flame body forming for the both modes. Averaged temperatures in the furnace operated in conventional mode are higher one for the furnace operated in plasma assisted regime using PFS. Exception is the furnace area from 7 to 11 m, for which the temperature is increased due to plasma activation of the fuel combustion. The difference
achieves 350 degrees at the furnace exit. The reason of this is more intensive radiation of coal particles which have higher concentration and total reacting surface when the furnace operates in conventional mode in comparison with plasma assisted coal combustion (Fig. 11). When PFS operates two component fuel of combustible gas and particles of coke residue enters the furnace. Mass of the coke does not exceed 30% of the initial coal mass. That decreases total surface of the radiative particles. Due to plasma activation of pulverized coal flame the process of combustion is intensified, the fuel is burnt out quicker and at the furnace exit temperature decreases.

![Fig. 13. Mean temperature (T) along the furnace height (H): 1 – conventional incineration of coal, 2 – incineration of coal when 3 PFS operate](image)

Table 3 gives a comparison of the two predicted cases, conventional and plasma activated coal combustion. Plasma activation of coal combustion 26% decreases temperature of flue gas and more than 34% decreases nitrogen oxides concentration. At the furnace exit when three PFS operate concentration of unburned carbon is 16% less one when the furnace works in traditional mode of coal combustion. This is confirmed by decrease of O$_2$ concentration (17%) and corresponding increase of CO$_2$ concentration (14%).
Fig. 14. $O_2$ mean concentration along the furnace height (H):
1 – conventional incineration of coal, 2 – incineration of coal when
3 PFS operate

Fig. 15. $CO_2$ mean concentration along the furnace height (H):
1 – conventional incineration of coal, 2 – incineration of coal when
3 PFS operate
Table 3. Characteristics of flue gas at the outlet of the furnace

<table>
<thead>
<tr>
<th></th>
<th>Conventional combustion</th>
<th>Plasma activated combustion</th>
</tr>
</thead>
<tbody>
<tr>
<td>T, °C</td>
<td>1280</td>
<td>950</td>
</tr>
<tr>
<td>NO\textsubscript{x}, ppm</td>
<td>239</td>
<td>157</td>
</tr>
<tr>
<td>CO\textsubscript{2}, kg/kg</td>
<td>0.22</td>
<td>0.25</td>
</tr>
<tr>
<td>O\textsubscript{2}, kg/kg</td>
<td>2.9 × 10\textsuperscript{-2}</td>
<td>0.1 × 10\textsuperscript{-2}</td>
</tr>
<tr>
<td>C, kg/kg</td>
<td>751.4</td>
<td>16.75</td>
</tr>
</tbody>
</table>

Conclusions

To investigate the processes of coal combustion including plasma assisted one complex of two software codes (PLASMA-COAL and CINAR ICE) was used. The fulfilled verification of CINAR ICE code for plasma assisted coal combustion in the experimental furnace of 3 MW power confirmed legitimacy of the used codes complex for simulation of the furnaces equipped with PFS. These codes application allowed investigating the processes of coal plasma assisted combustion. Plasma activation of coal combustion increases efficiency of its incineration decreasing unburned carbon and nitrogen oxides concentrations. Evidently decrease of unburned carbon and NO\textsubscript{x} concentrations at the furnace exit means improving of ecology-economic indexes of TPP. On the base of the presented numerical research renovation of the furnace of 420 t/h steam productivity boiler is scheduled.
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Plasma treatment of silicon surface by DCSBD

DANA SKÁCELOVÁ2, PAVEL ŠTAHEL2, MARTIN HANIČINEC2, MIRKO ČERNÁK2,3

Abstract. This paper focuses on the plasma treatment of crystalline Si (100) surface. The plasma was generated by Diffuse Coplanar Surface Barrier Discharge (DCSBD) at atmospheric pressure using ambient atmosphere. Surface free energy of silicon was investigated by contact angle measurement and surface morphology was studied by Atomic force microscope. Plasma treatment increases the surface wettability and AFM measurements showed that the plasma influences also the surface roughness.

Key Words. Silicon surface, plasma treatment, DBD, coplanar discharge, contact angle measurement, AFM.

Introduction

Silicon is the second most common element on Earth. Except for the silicon as an essential element in biology, it has also many industrial uses. Silicon is the most widely used material by the production of semiconductors in the current microelectronics, photovoltaic applications, integrated circuits etc [1]. Due to its great importance in the industry, it is probably the most investigated material.

Unfortunately, most of the production processes include manufacturing operations that are not fully environmentally friendly, especially chemical etching, cleaning, chemical modification or coating of surfaces [2]. During several last decades it was found, either accidentally or intentionally, that the plasma could
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provide a good ecologically solution to environmentally friendly processes and products. Presently, it is possible by means of plasma cleaning, activation and coating of surfaces, hydrophobization or hydrophilization of surfaces or plasma polymerization [3], [4].

In this paper we examine, by means of contact angle measurement and atomic force microscope (AFM), the influence of the plasma on the silicon surface and the following surface modification. The knowledge of the wetting behaviour, surface energy and roughness could enable to optimize the plasma cleaning and activation parameters. Furthermore, the good and uniform wettability of surfaces plays an important role in all wet chemical processes.

It was found that plasma treatment increases the surface wettability. Furthermore, the ageing effect of the treated surface was studied because it was found that effect of plasma is not stable. As the plasma treated sample is exposed to an ambient air, the treated surface evolves into less hydrophilic. The surface roughness depends on the plasma treatment duration and it was possible to create by plasma conditions the surface roughness from units to hundreds of nm.

**Experimental setup**

As a plasma source was used the special construction of dielectric barrier discharge, the so called Diffuse Coplanar Surface Barrier Discharge (DCSBD) (Fig. 1) [5]. This type of discharge produces the large area of thin layer of atmospheric non–isothermal low temperature plasma on the surface of dielectric barrier. The dielectric barrier is made of Al$_2$O$_3$ ceramics with embended metallic electrodes.

Fig. 1. Laboratory DCSBD reactor with detail of the discharge electrode system cross section: 1 – sample holder, 2 – rail, 3 – sample, 4 – plasma layer, 5 – DCSBD electrode, 6 – Al$_2$O$_3$ dielectric, 7 – plasma, 8 – electrodes with HV.
Treated samples were placed on the movable holder that moves the sample over the plasma layer. Treatment velocity and the distance between the sample surface and the ceramics plate were adjustable.

The n-type, (100) oriented, monocrystalline polished silicon wafers, doped with antimony were used in our experiment. Before plasma treatment all samples were cleaned by isopropyl alcohol and then immersed in 1% HF solution at room temperature for 45s for native oxide removal [7]. The treatment has been carried out in ambient air at the discharge power 300 W, treatment time 2.4 s and the distance between the sample surface and ceramics plate was 0.3 mm. Contact angle measurements were realised by Surface Energy Evaluation (SEE) System. For calculation of surface free energy Van–Oss–Chaudbury–Good method was used and distilled water, glycerol and diiodomethane were used as the measuring liquids [6].

Results and discussion

In Fig. 2 results of the contact angle measurements are shown. It stands to reason that plasma treatment makes the silicon surface hydrophilic. Contact angle of water drop was about 80° before plasma treatment. Plasma treatment decreases contact angle up to less then 10°, depending on conditions.

![Fig. 2. The fitted water drop on the silicon surface before and after plasma treatment; before plasma treatment, water contact angle was 84°, in comparison with less than 10° after plasma treatment](image)
Fig. 3. Ageing effect of the treated silicon surface; a change of contact angle of water and, related to it, surface free energy of treated Si surface during the storage time.

Figure 3 shows that the effect of plasma treatment is not stable over time. When the treated surface is exposed to a surrounding ambient the contact angle increases, wettability decreases. This effect can be explained by the contamination of impurities and organic compounds from an ambient air [7], [8].

Fig. 4. AFM image of the typical polished silicon surface

Results of AFM measurements are shown in Figs. 4 and 5. Figures represent the AFM images of the silicon surface untreated, plasma treated for 1 s and plasma treated for 60 s. It is evident that RMS roughness depends on the plasma treatment duration. The longer treatment duration caused the greater.
roughness of the silicon surface. The typical RMS roughness value of clean polished untreated silicon surface is 2.23 nm. The RMS roughness of 1 s treated surface was 19.6 nm and 60 s treated sample was 32.0 nm. Values of the RMS roughness are shown in the Table 1.

![AFM images of plasma treated silicon surface](image)

**Fig. 5.** AFM images of plasma treated silicon surface; the left one was treated for 1 s, the right one for 60 s

<table>
<thead>
<tr>
<th>Treatment time [s]</th>
<th>0</th>
<th>1</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS roughness [nm]</td>
<td>2.23</td>
<td>19.6</td>
<td>32.0</td>
</tr>
</tbody>
</table>

**Conclusion**

In this work the influence of plasma to polished silicon wafer surface was investigated. The plasma treatment of silicon surface by DCSBD led to an increase of wettability nevertheless this change is not permanent. The treated surface exposed to an ambient atmosphere became less hydrophilic within a few hours, the so called ageing effect. Furthermore the plasma treatment can change the roughness of the surface. The longer duration of plasma treatment, the greater roughness of silicon surface.
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Application of pulsed plasma streams for surface modification of constructional materials

OLEG BYRKA\textsuperscript{2}, ANDRIY BANDURA\textsuperscript{2}, IGOR GARKUSHA\textsuperscript{2}, VALERIY TARAN\textsuperscript{2}, VADIM MAKLAI\textsuperscript{2}, VLADIMIR TEREHIN\textsuperscript{2}

Abstract. Recent experimental studies on plasma surface interactions resulting in surface modification of different constructional materials and deposited coatings by pulsed plasma streams are presented. In particular, changes of physical and mechanical properties of hafnium, zirconium based alloys and Hastelloy under the influence of pulsed plasma streams treatment is discussed. Materials surface morphology, structure and thickness of modified layer, which is formed under the plasma processing have been investigated. It is shown that modified layer resistant to etching with homogeneous structure and thickness up to 20 µm is formed as a result of plasma treatment. Experiments revealed the positive influence of alloying by Nb on zirconium behaviour at high heat loads and particle bombardment. X-ray diffraction analysis of investigated materials shows halo appearance for small angles indicating quasi-amorphous structure of modified surface layer. Plasma processing resulted in development of nano- and submicron cellular structures in surface layer of Hastelloy N samples. Ordered cellular structures form specific morphology with average cell size of about 200 nm. Decreasing grain size and amorphous transformations are found to be important for improvement of corrosion properties of this material.

Key Words. Pulsed plasma streams, modified surface layer, coating, hafnium, zirconium, Hastelloy N.
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1. Introduction

Surface processing with pulsed plasma streams of different gases is found to be effective tool for modification of surface layers of different materials [1]–[4]. In particular, exposures with pulsed powerful plasma streams result in hardening their surfaces and increasing the wear resistance of industrial steels [5], [6]. Fast heating and melting of treated surface, considerable temperature gradients ($\sim 10^6$ K/cm) arising in surface layer of material under the pulsed plasma impact contribute to high speed diffusion of plasma stream ions into the depth of the modified layer, during the liquid stage, phase changes in the surface layer, and formation of the fine-grained or quasi-amorphous structures under the following fast resolidification. The cooling speed of $\sim 10^6 \div 10^7$ K/s is achieved in this case due to the contact of thin melt layer ($h_{melt} \sim 10 \div 50$ µm) with massive bulk of the sample.

Plasma can also be considered as a source of alloying elements to be introduced into modified layer structure. That is why nitrogen is preferentially used for pulsed plasma processing of different steels. Another possibility of alloying under the pulsed plasma processing is mixing of previously deposited thin ($h_{coat} < h_{melt}$) coatings of different predetermined composition with the substrate in result of powerful plasma impact.

Results of pulsed plasma stream treatment for different kinds of steels are presented in [7], [8]. In this paper, construction materials tests with pulsed high heat loads are described. Features of surface modification for constructional materials, relevant to nuclear power systems, and different deposited coatings by pulsed plasma streams are presented. In particular, mitigation of brittle damage and possibility of improvement of physical and mechanical properties of hafnium, zirconium based alloys and Hastelloy under the influence of pulsed plasma streams treatment is discussed.

2. Experimental equipment and diagnostics

Experiments on material samples treatment with powerful pulsed plasma streams were carried out with use of pulsed plasma accelerator (PPA) [1], [2]. Scheme of the device is presented in Fig. 1. The PPA stand consists of coaxial set of electrodes with anode diameter of 14 cm and cathode diameter of 5 cm and vacuum chamber of 120 cm in length and 100 cm in diameter. The power supply system is condenser banks with stored energy of 60 kJ (for 35 kV). The amplitude of a discharge current is $\sim 400$ kA, plasma stream duration is $3\div 6$ µs. The pulsed plasma accelerator generates plasma streams with ion energy up to 2 keV, plasma density $(2 \div 20) \times 10^{14}$ cm$^{-3}$, average specific power of about 10 MW/cm$^2$ and plasma energy density varied in the range of $(5 \div 40)$ J/cm$^2$. Nitrogen, helium, hydrogen and different mixtures can be used as working
gases. The regime of plasma treatment could be chosen with variation of both accelerator discharge voltage and the distance of the exposed samples from the PPA output.

High quality coatings of Mo and W were previously deposited using planar rectangular ECR plasma source with a multipolar magnetic field [9]. The working frequency of ECR source and HF power are 2.45 GHz and 300 W, respectively. The ultimate pressure in the vacuum chamber was about $2 \times 10^{-5}$ Torr. The working pressure ($2 \times 10^{-3}$ Torr) was defined by variation of the working gas (Ar) flow and the pumping speed. The plasma parameters close to surface of processed target were as follows: electron density up to $10^{11}$ cm$^{-3}$, electron temperature $\sim$ 12 eV, ion current density to the grounded substrate $\sim$ 3.5 mA/cm$^2$.

![Fig. 1. Scheme of PPA device](image)

TiN, TiC, Cr, Cr, CrN and other coatings were deposited to the samples surfaces by PVD method in “Bulat” installation [10].

For plasma parameters measurements a wide range of diagnostics was used: calorimetry, electric and magnetic probes, piezo-detectors etc. X-ray diffraction (XRD) has been used to study the microstructural evolution of exposed targets. $\theta$–$2\theta$ scans were performed using a monochromatic Kα line of Cu anode radiation. The analysis of diffraction peaks intensity, profiles and angular positions was applied to evaluate texture, coherent scattering zone size, macrostrain and lattice parameters. Surface observations with optical microscopy and SEM were performed also.
3. Experimental results

3.1. Hafnium behavior and main damage mechanisms under pulsed plasma loads

Initial analysis of hafnium samples surfaces has shown rather developed structure with traces of preliminary mechanical processing with some cavities having typical size of 5 \( \mu \)m. After plasma streams treatment essential changes of surface morphology occur. It was observed that material surface is smoothed in result of surface layer melting and resodification and roughness parameters are decreased. Distinguished boundary of grains as result of plasma ions bombardment and some isolated intergranular cracks due to the thermal stresses are observed. However it should be noted that cracks do not form the complete network. Another feature of cracks formation (Fig. 2) is cracks are formed in points of grains confluence as well as at the boundary separate grains. The crack length does not exceed 200 \( \mu \)m and the width is not more than 2 \( \mu \)m.

![Fig. 2. SEM micrograph of hafnium surface](image)

3.2. Plasma treatment of zirconium based alloys

Plasma treatment of two types of samples Zr and Zr+1 % Nb was carried out. Size of samples was 20 \( \times \) 20 \( \times \) 2 mm, preliminary sample surface preparation and regimes of exposures (5 pulses of 5 \( \mu \)s duration with deposited energy density of 28 ÷ 30 J/cm\(^2\)) were the same in both cases.

Irradiation of pure zirconium samples resulted in formation of molten layer on the processing surface. In result of plasma treatment separate grain boundaries became visible due to sputtering process by plasma ions. Grain size achieves 20 ÷ 25 \( \mu \)m. Separate short cracks along the grains are formed on the irradiated surface. It should be noted that swelling of grain boundaries is initiated by cracks as it is shown in Fig. 3. This process may initiate material
delamination in surface layer. As a consequence of surface morphology changes,
roughness increasing up to 30% is measured.

According to X-ray analysis after Zi treatment with nitrogen plasma stream,
no other phases except zirconium are found on the exposed surface (Fig. 4).
Halo area is registered in the spectrum within the range of 15° to 20 degrees of 2θ
angles, with a maximum at 2θ ≈ (17° to 18°). On the base of analysis performed
for diffraction lines profiles an asymmetry in line shape for smaller 2θ angles
was identified. Such asymmetry may be attributed to the nitrogen penetration
(as working gas for these exposures) into the molten material layer. Performed
analysis has shown that the coherent-scattering region (CSR) size i.e. the
minimum dimension of crystallites in the perpendicular to the exposed surface
direction near the halo is equal to ≈ (15 ÷ 50) Å. Typical CSR parameters of
virgin samples are within (1500 ÷ 2000) Å. Thus, from the X-ray measurements
one possible to conclude that modified layer of several microns in the thickness
that has nanocrystalline structure is formed on the irradiated surface.

Fig. 3. SEM micrographs of zirconium surface after plasma treatment

Fig. 4. X-ray analysis results; a) spectrum on the processing zirconium surface
sample, b) halo area on the X-ray spectrum
The surface morphology of zirconium–niobium alloy samples (Zr + 1 % Nb) after the pulsed plasma treatment significantly differs from pure zirconium one (Fig. 5). Origination of a homogeneous resolidified fine grained layer does not accompanied by surface cracking. It can be considered as important advantage of this alloy in power engineering from the point of view it response to the pulsed heat loads. The improved material properties of this alloy can be explained by decreased brittleness caused by Nb 1 % alloy addition.

There are clearly visible boundaries of separate material grains appeared after plasma treatment. Grain size does not exceed 10 µm, being in 2 ÷ 2.5 times less than for pure Zr samples. The surface roughness did not change significantly. On the base of XRD analysis only presence of zirconium phase was identified.

![Fig. 5. SEM micrographs of zirconium surface based alloys (Zr + 1 % Nb) with different magnification](image)

### 3.3. Surface modification of Hastelloy N under the pulsed plasma processing

The primary function of Hastelloy and other nickel alloys is effective survival under high-temperature, high-stress conditions in moderate corrosive and/or erosive conditions, where usual and less expensive iron-based alloys (steels) would fail. The applications of Hastelloy include the pressure vessels of some power reactors and pipes, valves in chemical industry etc. The predominant alloying element in Hastelloy N is nickel. Other alloying dopes are Mo, Cr, Fe, Si, Mn of varying percentage.

As a result of pulsed plasma treatment modified surface layer with essentially changed structure has been formed in Hastelloy samples. Besides typical “large-scale” grain structures with grain size up to 50 ÷ 100 µm, which is seen in Fig. 6a, higher magnification reveals fine cellular structure inside the grains with submicron- and nano-dimension, as shown in Fig. 6b. Appearance of fine
cellular structure is attributed to powerful pulsed plasma impact with high-speed heating and cooling in non-equilibrium conditions with high temperature gradients in surface layer. It should be noted that no cracks or visual defects are arisen in the course of plasma treatment. These ordered cellular surface structures are primary oriented along the direction of surface machining, which was previously applied for sample surface preparation. Average cell dimensions are in the range of 200 ÷ 500 nm.

Fig. 6. SEM micrographs of Hastelloy N surface after plasma treatment

Investigations of Hastelloy sample cross-cuts revealed that modified layer with the thickness of 5 ÷ 10 µm is formed on the alloy surface. Figure 7 shows cross-sections of Hastelloy samples before (a) and after plasma treatment (b) respectively. Surface roughness is decreased in result of plasma treatment. The fine-grained modified layer has uniform structure resistant to etching. Large grains typical for virgin structure are seen below the modified layer.

In experiments on Hastelloy treatment with electron beams [11], similar surface structure refinement was described. It is attributed to short-pulse quenching effect, when grains could not be formed during fast re-solidification of the molten surface layer. Decreasing grain size and amorphous transformations are found to be important for improvement of corrosion properties of this material in the liquid lead environment [11]. In our case plasma treatment has clear advantage related with combined influence of the heat load and particle bombardment, which can drive chemical transformation in surface layer. Modified layer thickness is higher for plasma pulses applied and, what is more important, the surface roughness is essentially smaller for plasma treatment because of the difference in energy transfer to the surface (volumetric heating mechanism with maximal temperature in some depth for high-energy electron beam exposures and surface heating by low-energy ions for pulsed plasma treatment).
APPLICATION OF PULSED PLASMA STREAMS.

Fig. 7. Cross-sections of Hastelloy samples before (a) and after (b) plasma treatment

XRD results for the irradiated surface are presented in Fig. 8. Typically XRD technique is able to detect only the phase of the dominating element (nickel) for this alloy. Based on these results size of coherent-scattering region (CSR) was estimated. For the diffraction peaks of Ni (111) and Ni (220) CSR it achieved 480 Å and 340 Å correspondingly. The penetration depth of X-rays for these peaks is in the range of (7 ÷ 12) μm. This is in rather good agreement with the results of modified layer thickness measurements in irradiated sample cross-sections. Since the penetration depth of X-rays may exceed the modified layer thickness and diffraction peaks intensity in the studied range is almost extreme, the halo is not clearly identified in X-ray spectra.
3.4. Alloying of surface layers by mixing of coatings with substrate under the plasma treatment

Modification of thin (0.5 ÷ 2 µm) PVD coatings of MoN, C+W, TiN, TiC, Cr, Cr+CrN and other with the pulsed plasma processing is investigated for varied parameters of impacting nitrogen plasma stream. It is shown that pulsed plasma treatment results in essential improvement of physical and mechanical properties of exposed materials.

The performed experiments have shown that pulsed plasma treatment leads to improvement of physical and mechanical properties of exposed cast iron and steel materials. These materials were used as substrate for coating deposition in consecutive studies. Essential increase of microhardness in result of pulsed plasma treatment was achieved for both cases: exposures of samples with and without previously deposited coatings. Comparative studies of tribology characteristics of the modified layers with different coatings are performed.

Table 1. Results of tribological tests; (*) – transport and sticking of indentor material to the sample

<table>
<thead>
<tr>
<th>Type of sample</th>
<th>Indentor wear $10^{-4}$ g</th>
<th>Sample wear $10^{-4}$ g</th>
<th>Friction coefficient $p = 1$ kN</th>
<th>Microhardness kg/mm$^2$ area of contact</th>
<th>outside of contact</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial</td>
<td>26.5</td>
<td>2.5</td>
<td>0.084</td>
<td>893</td>
<td>785</td>
</tr>
<tr>
<td>5 pulses (nitrogen, 28 J/cm$^2$)</td>
<td>32.0</td>
<td>4.0</td>
<td>0.088</td>
<td>1013</td>
<td>1013</td>
</tr>
<tr>
<td>Cr + 5 pulses (nitrogen, 28 J/cm$^2$)</td>
<td>24.0</td>
<td>3.0</td>
<td>0.074</td>
<td>1100</td>
<td>1630</td>
</tr>
<tr>
<td>Cr + CrN</td>
<td>57.0</td>
<td>0</td>
<td>0.076</td>
<td>962(*)</td>
<td>1420</td>
</tr>
<tr>
<td>TiN</td>
<td>655.5</td>
<td>5.5</td>
<td>0.085</td>
<td>695(*)</td>
<td>25.75</td>
</tr>
<tr>
<td>MoN</td>
<td>25.5</td>
<td>4.5</td>
<td>0.080</td>
<td>1100</td>
<td>1079</td>
</tr>
<tr>
<td>TiC</td>
<td>79.0</td>
<td>2.0</td>
<td>0.084</td>
<td>550(*)</td>
<td>2232</td>
</tr>
<tr>
<td>C+W</td>
<td>23</td>
<td>1.0</td>
<td>0.084</td>
<td>1100(*)</td>
<td>2232</td>
</tr>
</tbody>
</table>

Table 1 shows the results of wear resistance tests for the samples subjected to coating deposition and pulsed plasma exposures in different combinations. It should be noted that smallest friction coefficient (from 1.5 to 3 times decrease) is measured in wear resistance tests for samples with previously deposited Cr and CrN coatings, especially for those treated with powerful plasma pulses. Increasing wear resistance is achieved for samples with coatings TiC, C+W, Cr+CrN and Cr with subsequent pulsed plasma treatment. It is interesting to note that TiN coatings without following pulsed plasma processing demonstrate the worst result due to essentially increased indentor wear, which is
accompanied by transport and sticking of indentor material to the sample during the friction.

Experiments with different steels and cast iron reveal possibility for essential improvement of wear resistance in the course of applied combination of coatings deposition with pulsed plasma processing. Alloying of surface layer in result of the coating–substrate mixing in liquid stage allows achievement of desirable chemical composition in surface layers being most loaded in all machine components. In particular, combined plasma processing is found to be prospective for modification of piston rings and other machine parts operating in conditions of bearing or dry friction.

4. Conclusions

Influence of pulsed plasma streams processing on the surface morphology and physical properties of constructional materials relevant to nuclear power engineering, such as hafnium, zirconium based alloys and Hastelloy N is investigated.

In particular, materials tests against high heat loads, estimations of main damage mechanisms and cracking development under the short-pulse powerful plasma impacts have been performed. XRD of investigated Hf and Zr based materials shows halo appearance for small angles indicating quasi-amorphous structure of modified surface layer. It is concluded that alloying of Zr with 1% Nb significantly contributes to the material response to the pulsed high heat loads and intense particle bombardment. The obtained results of plasma tests can be interpreted as important advantage of this alloy in power engineering from the point of view improved material properties. Prospects of this alloy are related with the decreased brittleness which allows complete mitigation of surface cracking in thermal stress conditions. Plasma processing resulted in development of nano- and submicron cellular structures in surface layer of Hastelloy N samples. It is caused by fast heating and melting of treated surface, considerable temperature gradients ($\sim 10^6\,\text{K/cm}$) arising in surface layer of material under the pulsed plasma impact. Ordered cellular structures form specific morphology with average cell size of about 200 nm. Decreasing grain size and amorphous transformations are important for improvement of corrosion properties of this material.

Features of surface layers alloying from gas and metallic plasma as well as previously deposited coating mixing with the steel substrate in liquid phase are investigated also. In particular, modification of thin ($0.5\div2\,\mu\text{m}$) PVD coatings of MoN, C+W, TiN, TiC, Cr, Cr+CrN and others in result of pulsed plasma processing are analyzed. Alloying of surface layer in result of the coating-substrate mixing allows achievement of desirable chemical composition in surface layers being most loaded in all machine components. Thus, combined
plasma processing is found to be prospective for modification of piston rings and other machine parts operating in conditions of bearing or dry friction. Increasing wear resistance is achieved for samples with coatings TiC, C+W, Cr+CrN and Cr with subsequent pulsed plasma treatment.
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Plasma technologies in building industry

Gennadiy G. Volokitin\textsuperscript{1}, Nelly K. Skripnikova\textsuperscript{1},
Andrey A. Nikiforov\textsuperscript{1}, Oleg G. Volokitin\textsuperscript{1}

Abstract. Electro arc plasma is widely used in different technology processes of producing new building materials in building industry. The plasma technique and technologies – one of those fields of building industry where interests of manufacture and applied researches most connected with fundamental science. It is impossible to create effectively working plasma generators and plasma technologies in building industry, without understanding and description of the physical processes occurring at interaction of plasma with a solid body in thermal low-temperature plasma.

Key Words. Electric arc, building materials and industry, low-temperature plasma.

Plasma generators with the pressed out, taken out arc

The first stage in plasma generators producing is working out plasma generator with pressed out, taken out arc, intended for processing small building products (a brick, a tile, etc.) for the purpose of reception on their surface protectively-decorative coverings. By working out of a design of the generator, factors which negatively affected on service life of plasma generators [1], and its constructive lacks were taken into account.

Taking into account all these factors, the design of the generator with the taken out spent graphite electrode Fig. 1 has been developed [2].

Installation technical characteristics:

\begin{itemize}
\item Power consumption: 60–120 kW
\item Productivity: 4 million piece of a brick per year
\item Gas: Nitrogen
\end{itemize}

\textsuperscript{1}Tomsk state university of architecture and building, Solyanaya sq. 2, Tomsk, Russia; e-mail: vgg-tomsk@mail.ru, nks2003@mail.ru, aan@sibmal.com, volokitin_oleg@mail.ru
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The plasma generator for processing big building products

Creation of technology of plasma processing big building products (concrete and gas-concrete plates, panels, blocks, etc.) is rather actual idea. It has demanded working out of plasma generators allowing to process a wide strip of surface for one pass. On Fig. 2 the plasma generator with electromagnetic transport of an arc is presented [3].

The principle of work of the generator is based on electromagnetic moving of the arc discharge on a processed surface of a building product.

On the basis of the developed plasma generators, technologies on creation of protectively-decorative coverings at the enterprises of building industry are realized:

- the plasma technology of processing of a silicate brick is realized at the enterprises of Lipetsk, Ufa, Tomsk, Volgograd, Surgut, v. Masljanino (Novosibirsk region);
- the automated plasma installation “Hermes-010” intended for processing big building products (Tomsk).
Working out of the technology of a mineral fiber production in plasma reactor

The established efficiency of use of plasma technologies has planned prospects of development of new directions in building industry, one of which – producing mineral fiber in plasma rotating reactor. On Fig. 3 the scheme of experimental installation intended for melt producing from refractory silicate materials [4] is presented.

The principle of work of installation is based on interaction high temperature streams of plasma 5 with powdery refractory silicate material. As a result, heating of dispersion particles with the melt 6 formation is carried out. Formed melt goes in rotating reactor 8 where under action centrifugal forces, breaking from its walls it is extended in fibers. Melt at heats possesses electro conductivity, the current of the arc discharge of plasma generator proceeds on melt volume, simultaneously providing Joule melt heating.

Technology of glass-making furnace restoration

The process of glass founding includes high temperature, about 1600 °C. As a result furnace walls are worn out with dint of complex geometric form. Because of this aggressive influence on the walls, glass-making furnace can not be
used in right conditions and walls tearing can lead to emergency situation with
the staff health harm. Using plasma technology of walls restoration allows re-
pairing furnace without its stripping. Technology is based on low-temperature
plasma influence on a restoring surface. It allows restoring surface to initial
condition. Power consumption is 35–50 kW/h. As a raw material use charge,
received by crushing fire-resistant bars (fraction 5–10 mm) of the same struc-
ture as repaired.

Figure 4 shows process of brick restoring. The process is carried out in the
way level-by-level melting: on the restoring surface 1 by the stream of low-
temperature plasma (plasma generator 5) forming bath melt and add to this
zone fire-assistant charge 7, then heat to the temperature of melt creating.
This technology is realized in the city of Moscow, Tulun, Angero-Sudgensk,
Akuticha (Altay region) and provides high economical effect.
Fig. 4. Technology scheme: 1 – restoring surface; 2 – fire resistant bar; 3 – graphite planking; 4 – forming module; 5 – plasma generator; 6 – melt; 7 – fire-assistant charge
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Interaction of low-energy hydrogen plasma with polycrystalline aluminium

ALEXANDER A. SAVITSKY¹, ALEXANDER L. ZAITSEV²

Abstract. Theoretical and experimental research of hydrogen plasma interactions with a surface of polycrystalline aluminium is presented. The Density Functional Theory (DFT) is used for potential energy calculation of molecular and atomic hydrogen interaction with an aluminium (100) surface. It was found, that atomic hydrogen adsorption onto aluminium surface is irreversible one with energy release of the order of 3 eV, while molecular hydrogen adsorption is physical one only. The formation of chemisorbed layer require to overcoming the energy barrier of 0.45 eV. By the means of scanning electron and atomic force microscopy and mass-spectrometry, the surface and composition of low molecular weight compounds desorbed from Al, treated by low-energy plasma, were studied. It was shown, that energy of hydrogen plasma is a main factor determining features of formation Al nanostructure. The increasing of energy of plasma up to 1 keV is accompanied by growth of a roughness and occurrence of intense peaks of hydrogen and hydrides desorption at temperatures close to those of Al melting. At low energy of plasma and low concentration of atomic hydrogen the latter interacts with an Al surface and nanograin boundaries, where the silicon concentrates.

Key Words. Plasma, hydrogen, aluminium, density functional theory, scanning electron microscopy, atomic force microscopy, thermodesorption, mass-spectrometry.

1. Introduction

Hydrogen low-energy plasma is widely used in quantum electronics for synthesis of specific surface structures (nanowires, quantum dots, two-dimensional periodic structures and so on), as well as for purification and modification of metals’ and semiconductors’ surface by various substances [1]–[3]. Some aspects of hydrogen interaction with materials used in electronics till now are not clear and require further investigations. In the paper we present results of

¹Belarusian State University, 4 Nezavisimosti av., 220050 Minsk, Republic of Belarus
²A.V.Luikov Heat and Mass Transfer Institute National Academy of Sciences of Belarus, 15 P. Brovki st., 220072 Minsk, Republic of Belarus
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theoretical study of atomic and molecular hydrogen interaction with ideal aluminium (100) surface and experimental investigation of low-energy hydrogen plasma interaction with a polycrystalline aluminium.

2. Theoretical and experimental techniques

The theoretical calculations of the potential energy for molecular and atomic hydrogen interaction with (100) f.c.c. aluminium (100) surface are done within the framework of DFT [4] (thanks to ABINIT (v.5.0.1) package [5]). The code allows calculating the total energy of molecular-crystal system in the ground state and makes structural optimization (to find well converged atomic position) in two type of exchange-correlation functional approximation (LDA, GGA), taking into account electronic interaction with metal ions core that fitted by norm conserving pseudopotentials [6]. The calculations are performed according to a technique given in [7].

Experiments are carried out with the use of hydrogen plasma at energy of 1 and 1000 eV. The aluminium of 10 microns thickness foil manufactured by “Rusal-Sayansk foil” was used for plasma treatment. The atomic composition of a metal foil was investigated by X-ray fluorescence analysis (Al – 98.26, Si – 0.81, Fe – 0.90 mass.%, Cr, Ni, Cu, Mg – rest). Hydrogen plasma was excited by a microwave radiation. Measurement of a stream density of molecular and atomic hydrogen, that is equal to $1 \times 10^{18} \text{ cm}^{-2} \cdot \text{s}^{-1}$, carried out by constant pressure method. The atomic hydrogen stream density, that is equal to $8 \times 10^{15} \text{ cm}^{-2} \cdot \text{s}^{-1}$, is determined on vanadium targets under the fixed parameters of leaking and microwave radiation energy. Atomic force and scanning electron microcopies are used for analysis of Al surface, treated by low-energy plasma. Thermodesorption and mass-spectrometry are used for the quantitative and qualitative composition of interaction products investigation.

3. Results and discussion

Theoretical calculations have allowed establishing the principal difference in the nature of molecular hydrogen, from the one hand, and atomic hydrogen, from the other hand, interaction with aluminium surface and, consequently, in the potential energy magnitude. Figure 1 shows, that atomic hydrogen chemisorbed by Al (100) surface exothermally with energy of $2.9 \text{ eV}$. Atomic hydrogen diffusion into surface layer requires overcoming the energy barrier of the order of $0.5 \text{ eV}$. From potential energy curves one can see, that most stable states inside the Al bulk are octahedral hollows, and the H jumps between noted hollows is possible at high energies. One can conclude that depending on plasma energy hydrogen atoms can permeate into the bulk and form the
stable nonstoichiometric hydrides, or freely move through a surface and surface layers of Al, and chemically react with impurities chemically.

Molecular hydrogen, having energy smaller than 0.45 eV, does not react chemically with the surface, but can exist on the surface in unstable state of physical adsorption, having the energy of 10 times lower than the activation barrier of chemisorption. The chemisorption state is energetically favorable, but it can be implemented on the surface only. The energy barrier of 1 eV hampers diffusion of partially dissociated hydrogen molecule into Al bulk. At the energy values sufficient for diffusion hydrogen molecules dissociate and occupy tetrahedral sites in a surface layer, so the octahedral position contrary to atomic hydrogen case are not energetically favorable.

Fig. 1. Dependence of potential energy of atomic (1) and molecular (2) hydrogen with an aluminium (100) surface on the distance from surface; vertical lines on the figure show a positions of f.c.c. Al atomic layers

Results of quantum simulation show, that at interaction of low-energy H-plasma with Al surface uncertainty of relative concentration of atomic and molecular hydrogen occurs. So at TSD data analysis it is necessary to take into account the energy of various adsorption positions, that define the temperature of peaks in desorption spectra.
Let’s address to experimental results. TSD spectra after aluminium foil treatment by low-energy H-plasma ($E = 1 \text{ eV}$) are shown on Fig. 2. For comparison the TSD spectra of initial Al and after ionic etching by H-plasma having the energy of $1 \text{ keV}$ are shown. Spectra of untreated foil up to temperatures of the order of $500 \degree \text{C}$ exhibit a negligible yield of thermodesorption products. The TSD spectra of Al exhibit small peaks at $80, 150, 280, 380$ and $470 \degree \text{C}$, having intensities not exceeding $0.013 \text{ Pa/mg}$. At the temperatures close to Al melting point two peaks of volatile compound release are noted (at $600$ and $670 \degree \text{C}$) that, as follows from mass spectrum, are caused by the yield of ions having $m/z = 28, 44$, that can be attributed to CO, CO$_2$ and SiO.

Fig. 2. TSD spectra of volatile compounds released from the Al bulk in dependence on time, energy of H-plasma and heating temperature; 1 – initial Al; 2 – treatment at $T = 20 \degree \text{C}$, $t = 120 \text{ min}$; 3 – $T = 20 \degree \text{C}, t = 600 \text{ min}$; 4 – $T = 520 \degree \text{C}, t = 120 \text{ min}$; 5 – $T = 420 \degree \text{C}$, $t = 720 \text{ min}$; 6 – $T = 20 \degree \text{C}, t = 90 \text{ min}$; 7 – $T = 100 \degree \text{C}, t = 90 \text{ min} + T = 20 \degree \text{C}$, $t = 480 \text{ min}$; 1 – 5, 7 – $E = 1 \text{ eV}$; 6 – $E = 1 \text{ keV}$

The comparative analysis of TSD spectra shows, that exposition and temperature of Al foil imply essentially on the quantitative and qualitative composition of low molecular weight products released in the temperature range
of 20 ÷ 800 °C. TSD spectra of Al foils (Fig. 2 curves 4, 5), treated by plasma at temperatures 400 ÷ 550 °C, slightly differ from each other. In comparison with initial Al TSD spectra, one can see that the desorptions product composition changes: the peak at 600 °C caused by volatile compounds of silicon that included in Al bulk in forms of α-solid solution and alumosilicide [8] disappears. Ambient temperatures of Al the plasma treatment results in decrease of high-temperature peaks intensity. The increasing of treatment duration leads to disappearance of the peak at 600 °C. TSD spectra has small peaks at 180, 290 and 380 °C. With increasing of exposure up to 10 hours small peaks (0.004 ÷ 0.006 Pa/mg) at 50, 135, 230, 300, 380 °C and intense peak at 530 °C registered. This data show, that hydrogen interacts mainly with dopant elements, dissolved in aluminium. As a result of this interaction, the volatile substances of silanes, silanols and other more complex aluminium–silicon compounds are desorbed in vacuum under a pressure of 40 to 50 Pa.

Plasma treatment of Al during 10 ÷ 12 hours, at 420 and 520 °C results in formation of peak at 55 °C, its intensity increases with temperature from 0.007 (420 °C) to 0.01 Pa/mg (520 °C). At \( T = 250 ÷ 400 \) °C the wide area of low intensity (0.002 Pa/mg) volatile compounds yield is formed in TSD spectra. The increase of volatile compounds yield with separation of wide area on two peaks at 300 and 410 °C it is found out (at 520 °C).

The treatment by high-energy plasma leads to complicated TSD spectra, having low intensity desorption peaks, that testify the chemical interaction between hydrogen and the foil surface with removing of reaction products under vacuum condition.

The chemical composition of volatile products of desorption analized by mass-spectrometry. The analysis takes into account the degradation of individual molecules on the fragment ions. The table shows chemical composition of volatile compounds released from Al after treatment by H-plasma in accordance with the curve 7 presented in Fig. 2 (100 °C, \( t = 90 \) min and 20 °C, \( t = 480 \) min).

In the temperature range of 20 ÷ 160 °C the desorption products from the initial Al and the same, treated by H-plasma, contain water and carbon dioxide. The content of ions with \( m/z = 44 \) (CO\(_2\), SiO, AlOH and SiCH\(_4\)) attains up to 22%. The growth of temperature leads to increase of ions having \( m/z = 28 \) concentration, attributed to CO and AlH. Starting from \( T = 330 \) °C concentration of ions having \( m/z = 2, 28 \) and 44, corresponds to hydrogen and carbon oxides in initial Al foil and to more complex products for Al, which treated by hydrogen plasma, increases. In the temperatures up to 420 ÷ 520 °C the content of molecular hydrogen and ions with \( m/z = 40, 44 \), corresponding to Si and Al oxy-hydrides, in thermodesorption products of Al after plasma treatment, grows. TSD peaks at temperatures close to Al melting point are formed by the ions having \( m/z = 2, 18, 28 \) and 44, that attributed to H\(_2\), H\(_2\)O, CO, CO\(_2\), SiO and, probably, to AlCH, SiCH\(_4\), and AlOH. More exact analysis of
mass-spectrometry data, unfortunately, is impossible due to use of a spectrometer having low resolution. However, the results obtained show that low-energy H-plasma interacts actively with aluminium and dopant constituents.

Table 1. Chemical composition and yield of desorption products from initial Al (in numerator) and treated by H-plasma (denominator) at various temperatures

<table>
<thead>
<tr>
<th>$T$ ($^\circ$C)</th>
<th>$m/z = 2$</th>
<th>$m/z = 18$</th>
<th>$m/z = 28$</th>
<th>$m/z = 32$</th>
<th>$m/z = 40$</th>
<th>$m/z = 44$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H_2$</td>
<td>$H_2O$</td>
<td>$CO, Si$</td>
<td>$SiH_4$</td>
<td>$SiC$</td>
<td>$SiO$</td>
</tr>
<tr>
<td>160</td>
<td>0/0</td>
<td>60.5/59.5</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>5.7/21.8</td>
</tr>
<tr>
<td>260</td>
<td>2.5/2.3</td>
<td>41.6/1.5</td>
<td>0.4/93.5</td>
<td>0/0</td>
<td>0.3/2.9</td>
<td>2.9/1.4</td>
</tr>
<tr>
<td>330</td>
<td>0.6/0.5</td>
<td>20.9/8.4</td>
<td>20.9/68.0</td>
<td>0/0</td>
<td>0.95/0.95</td>
<td>12.5/9.5</td>
</tr>
<tr>
<td>420</td>
<td>0.2/2.7</td>
<td>2.0/8.9</td>
<td>59.2/59.9</td>
<td>0/0</td>
<td>0.1/0.3</td>
<td>10.7/12.5</td>
</tr>
<tr>
<td>520</td>
<td>0.3/5.4</td>
<td>1.8/1.0</td>
<td>61.8/64.7</td>
<td>0/0.5</td>
<td>0.7/1.3</td>
<td>14.1/8.2</td>
</tr>
<tr>
<td>570</td>
<td>1.9/11.3</td>
<td>0.8/0</td>
<td>63.4/70.5</td>
<td>0.3/1.3</td>
<td>0.1/0.3</td>
<td>13.4/5.0</td>
</tr>
<tr>
<td>630</td>
<td>3.3/7.5</td>
<td>0/4.1</td>
<td>63.6/75.1</td>
<td>0.2/1.0</td>
<td>0.3/0.5</td>
<td>11.0/4.2</td>
</tr>
</tbody>
</table>

4. Structure of an aluminium foil surface

AFM and SEM analyses of Al surface structure before and after H-plasma treatment show that at ambient temperature the plasma action on Al within 1 hour results in decrease of Al surface roughness and increase of phase inhomogeneity of a surface (Fig. 3). Initial Al surface has polycrystalline structure having the grain size not exceeding of 200 nm; after an exposure in H-plasma the fine surface polycrystalline structure the grain size of $50 \div 70$ nm is formed. The more distinct manifestation of Al nanostructure, in the latter case, shows that the hydrogen interacts primary with silicon that concentrates on grain boundaries.

At an Al treatment within of 10 hours, lead to formation of pits, extended sites having non-regular shape and grid of microcracks appearance, which testifies the primary etching of grain boundaries. AFM data reveal elliptic shape of grains having size up to $50 \div 70$ nm and height up to 5 nm. Investigation in phase contrast regime shows, that the chemical composition of the grains is non-uniform one.

The surfaces of aluminium, after H-plasma treatment at $520^\circ$C for 2 hours, are shown in Fig. 5. The foil surface is etched by plasma with formation of deep pits and extended sites having non-regular form. Agglomerations of fine cubic particles having the size up to 50 nm also are found on the surface.
From the optical microphoto of Al surface treated by plasma, having the energy of 1 keV, shown on a Fig. 6, one can conclude, that the increase of H-plasma energy leads to destruction of surface with high roughness topography formation. Hence, if H-plasma energy exceeds the diffusion barrier, then surface layers will be removed owing to phase transition of Al to gaseous state by means of formation of the alumo-silicon hydride volatile compounds.

The data obtained allow interpreting the H-plasma interaction with Al as follows. At ambient temperatures the chemical reduction and cleaning of surface layers are the main constituents of the interaction of molecular hydrogen with an aluminium foil. Hydrogen reacts primarily with dopant components, in particular with silicon. This process changes the surface phase composition and facilitates hydrogen diffusions in the aluminium bulk and cleans off impurities. The prolongation of the treatment promotes more complete cleaning of Al surface and, probably, the bulk, from silicon, but simultaneously can be
Fig. 4. SEM (a, b) and AFM (c) images of Al surface before and after 1 eV H-plasma treatment within 10 h at ambient temperature; a) initial surface, b), c) after treatment accompanied by storage of the hydrogen, water and other products of chemical reactions, based on Al and Si, that can be desorbed at a wide range of temperatures. Desorption of the hydrogen, captured by Al foil, begins in the temperature range of 300 °C to 400 °C. These data shows, that the hydrogen is accumulated primarily in local sites, having silicon excess concentration.
Fig. 5. An Al-foil surface after hydrogen treatment within 2 hours at 520°C. a) the deep pores on Al surface; b) agglomerations of nanoparticles having the size of 50 ÷ 100 nm. A scale is 200 nanometers.

Fig. 6. Optical photo of Al foil surface treated by H-plasma, having the energy of 1 keV during 1.5 hours. The photo area is 250 × 200 microns²

5. Summary

DFT calculations show, that atomic hydrogen interacts with aluminium with energy yield of the order of 3 eV. Contrary, molecular hydrogen reaction with Al surface is accompanied with the energy absorption of 0.45 eV. Under of low-energy (1 eV) hydrogen plasma action the nanostructure of surface is changed with formation of nanograins of size not exceeding 100 nm. The experiments
performed under the Al heating, allow establishing the growth of an Al surface roughness and occurrence of intense desorption peaks of hydrogen and more complex products of interaction. The obtained data confirm that the energy of hydrogen plasma is a main factor, determines the hydrogen interaction with Al metal. At low energies and low concentration of atomic hydrogen, the molecular hydrogen interacts with nanograine boundaries that contain high silicon content, with subsequent desorption of the volatile compounds such as hydrides, oxides and alumosilicon oxyhydroxides.
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Study of thin SiO$_x$ film deposition by DBD at the atmospheric pressure$^1$

YULIYA KLENKO$^2$, JAN PÍCHAL$^{2,3}$

Abstract. Our contribution takes a step towards the transfer of the well proven plasma enhanced chemical vapour deposition (PE CVD) method into the atmospheric pressure region and discusses possible application of DBD sustaining in argon with admixture of hexamethyl-disiloxane (HMDSO) and oxygen for deposition of SiO$_x$ thin films. Films were deposited on polystyrene substrates. The relations between thin film parameters and deposition process conditions were studied. Our research focused on influence of surface morphology and chemical composition in dependence on working parameters. We concentrated on connection between concentration of the organosilicon reagent transported by the argon flow into the discharge region, concentration of the oxygen in the discharge atmosphere and surface properties of SiO$_x$ thin films. Deposited samples were studied by means of the atomic force microscopy (AFM) scans and surface energy evaluation. In contrast to undeposited polystyrene substrate (CA values about 75°), contact angle values of SiO$_x$ thin films were in the range between 11° − 25°. The chemical compound was studied by X-ray photoelectron spectroscopy (XPS). XPS tests of SiO$_x$ thin films were performed on unsputtered and ion sputtered surfaces and detected important difference between chemical composition of uttermost layers of films and their bulk composition.

Key Words. Plasma enhanced chemical vapour deposition, silicon dioxide, atmospheric plasma deposition, dielectric barrier discharge.

1. Introduction

In recent years much attention has been paid to atmospheric gas discharges plasma, e.g. dielectric barrier discharge (DBD). In the last years some papers described application of this type of discharge in the thin film deposition by PECVD – plasma enhanced chemical vapour deposition. The use of PECVD

$^1$This research has been supported by the Czech Technical University in Prague grant No. SGS10/266/OHK3/3T/13 and project MPO FI-IM/065

$^2$Czech Technical University in Prague, Faculty of Electrical Engineering, Technická 2, 166 27 Prague, Czech Republic

$^3$Technical University of Liberec, Faculty of Mechanical Engineering, Department of Material Science, Studentská 2, 461 17 Liberec, Czech Republic
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processes is preferred, since the deposition costs can be considerably lower than in the other methods. For more detailed description of PECVD principles see [1], [2]. PECVD methods allow preparation of layers with a wide range of properties, but practical usability of this method applying atmospheric DBD (ADBD) is still subject of the study. DBD plasma reactor developed for thin film deposition process and operation at atmospheric pressure and near room temperatures and its use for silicon dioxide plasma enhanced chemical deposition on polymeric substrates are described in the paper.

2. Experimental part

The films were prepared using ADBD in the HMDSO/Ar/O\textsubscript{2} gas mixture. Experiments were carried out in a Plexiglas discharge reactor with dimensions (90 × 79 × 41) mm (Fig. 1). The discharge sustained between two brass electrodes (45 × 8 × 18) mm and (40 × 17 × 18) mm respectively. The greater, grounded, electrode was covered by the glass plate (70 × 46 × 1) mm. Discharge gap was set to 6 mm.

![Experimental set-up](image)

Fig. 1. Experimental set-up: 1 – HV electrode, 2 – dielectric barrier, 3 – substrate, 4 – ground electrode, 5 – evaporator, 6 – mass flow controller, 7 – HV power supply

The single molecular precursor hexamethyldisiloxane (HMDSO, C\textsubscript{6}H\textsubscript{18}O\textsubscript{2}Si, 98 % purity), was used as a source of silica. It was heated, evaporated and mixed with argon and transported in the HV electrode cavity where it was mixed with O\textsubscript{2}. Then gas mixture feed was implemented through the hole in the electrode (diameter 3 mm) into the discharge space.

The main parameters of the deposition process are presented in Table 1. Gas flow rates were adjusted by means of the mass flow controllers. Thin film
Table 1. Deposition parameters used in experiments

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar gas flow rate ($Q_{Ar}$)</td>
<td>0.5 slm; 1.0 slm</td>
</tr>
<tr>
<td>TTIP fraction in Ar</td>
<td>0.54% (for $Q_{Ar} = 0.5$ slm)</td>
</tr>
<tr>
<td></td>
<td>0.40% (for $Q_{Ar} = 1.0$ slm)</td>
</tr>
<tr>
<td>Reaction gas flow rate ($O_2$)</td>
<td>0.5 ÷ 2.5 slm</td>
</tr>
<tr>
<td>Distance between electrodes</td>
<td>6 mm</td>
</tr>
<tr>
<td>Bubbler temperature</td>
<td>23°C</td>
</tr>
<tr>
<td>Deposition time ($t$)</td>
<td>10 min</td>
</tr>
<tr>
<td>Substrate</td>
<td>polystyrene (PS)</td>
</tr>
<tr>
<td>Supplied voltage</td>
<td>30 ÷ 35 kV</td>
</tr>
</tbody>
</table>

deposition was run on polymer substrate. Deposition time duration was 10 minutes for all experiments.

Surface morphology of the SiO$_x$ layers deposited on polymer substrates was studied by the atomic force microscopy (AFM, Quesant, Q-Scope) using 10 µm scans recorded in contact mode with silicon cantilever. Thin film aging was studied by water contact angle (CA) test (with distilled water drops’ size about 0.5 µl). CA was measured by a sessile drop technique when constant time (30 s) passed after dropping of water. CA value has been estimated from five independent measurements.

The film thickness was determined with the surfometer (Planer Industrial, SF 200) and scratch test.

Chemical composition of the SiO$_x$ thin films was analyzed by X-ray photoelectron spectroscopy performed with Omicron Nanotechnology system incorporating Al K$_\alpha$ radiation (1486.7 eV) and operating at 15 kV, 5.2 mA. The pressure in the chamber was maintained at 2 × 10$^{-10}$ mbar. Spectra were acquired at the take-off angle of 85° relatively to the sample surface and all binding energies were given in reference to carbon line (C 1s) at 285.0 eV.

Electrical characteristics of the ADBD were measured with the LeCroy LT264 oscilloscope equipped with HV probe Tektronix P6015A used for sampling of voltage on DBD between reactor electrodes (for characteristic time behavior of AP DBD electric current $i(t)$ and voltage $u(t)$ see Fig. 1). Discharge current $i(t)$ was determined by a voltage drop on the 1 Ω resistor. A single measurement contained 250000 samples taken in the 60 ms time span.

Film deposition was performed with discharge power about 350 mW [at (14.5 ÷ 15.5) kV, 50 Hz].

Experiments were carried out in air atmosphere at room temperature (20 ÷ 22) °C.

ADBD was operated in the filamentary regime when a large number of spike-like current pulses with nanosecond duration randomly appeared during half
cycle of the applied voltage [3]. Figure 2 depicts the typical current–voltage waveform of the ADBD in air. Numerous peaks in the current waveforms indicate filamentary character of discharge, where \( i(t) \) reaches at some moments \( 10 \div 15 \text{ mA} \). As clearly shown in presented characteristics, under standard conditions, the maximum value of the current was about 1 mA and the voltage was about 15 kV.

![Time dependence of current and voltage of ADBD in air](image)

Fig. 2. Time dependence of current \( i \) and voltage \( u \) of ADBD in air (discharge power about 350 mW)

### 3. Results and discussion

The thickness of all deposited films was low, about 130 nm. More precise film thickness detection was excluded due to softness of the substrate and low thickness of films.

Surface morphology of deposited films as a function of \( \text{Ar}/\text{HMDSO} \) and \( \text{O}_2 \) flow rates was investigated by AFM. Figs. 3a, b and 4a, b show selected AFM images.

Figure 3a corresponds to the sample prepared at optimized deposition conditions (0.4 \% HMDSO in argon flow of 1 slm and oxygen flow of 0.5 slm), when surface with the lowest roughness (about 10 nm) was created. Though, this surface had not been fully “smooth”. The sample showed small sporadic “spikes” in the smooth and clean areas. Probably, these “spikes” were created due to condensation of precursor vapours near the sample surface and subsequently these during condensation created “particles” were transferred by the gas flow to the substrate.
Addition of oxygen into working gas mixture amplified the filamentary character of the discharge and increased of surface nonhomogeneity of the film (Fig. 3b).

Fig. 3. AFM images of SiO$_x$-like films deposited by ADBD, scanned area (10 x 10) $\mu$m  

- a) $Q_{Ar/TTIP} = 1$ slm, $Q_{O_2} = 0.5$ slm, $d = 6$ mm, 
- b) $Q_{Ar/TTIP} = 0.5$ slm, $Q_{O_2} = 2.0$ slm

Rapid reduction of argon flow rate to 0.5 slm with synchronous increase of precursor concentration up to 0.54% resulted in rough multi-peak surface creation (Fig. 4a, b). The growth of oxygen content in the discharge atmosphere led to extensive agglomeration of “peaks” on the surface (Fig. 3b). These nonhomogeneities were probably related with existence of Si–(CH$_x$)$_y$ groups in the film. Si–(CH$_x$)$_y$ groups might cause film density decrease and might be connected with porosity of films [4].

Static contact angle measurements of SiO$_x$ thin films deposited in Ar/O$_2$ mixtures were used for film aging studies. Measurements were performed over the whole area of films and results were averaged for every substrate. In contrast to undeposited polystyrene substrate, with typical contact angle values about 75°, contact angle values of substrates with films were in the range between 11°–25° immediately after deposition process and reached only 45° after 28 days.

The influence of working gas composition on thin SiO$_x$ film wettability was investigated, too. All samples (deposited in different gas mixtures) of SiO$_x$ thin films exhibited almost the same behaviour of wettability changes. From the curves presented in Fig. 5a, b it follows that rapid change of the films’ wettability occurred during first 7 days.

Then wettability of films seemed to be almost constant and only small hydrophilicity decrease was observed. Its existence might be related with chemical contamination of films from ambient environment. All samples were stocked in darkness in air at room temperature during test period.
Fig. 4. AFM images of SiOx films deposited by AP DBD (scanned area \((10 \times 10) \mu m\))

a) \(Q_{Ar/TTIP} = 0.5 \text{ slm}, Q_{O_2} = 1 \text{ slm}\); b) \(Q_{Ar/TTIP} = 0.5 \text{ slm}, Q_{O_2} = 2.5 \text{ slm}\)

Fig. 5. Thin film aging: variation of contact angle with time for different oxygen flow rates: \(d = 6 \text{ mm}, t = 10 \text{ min}\), a) \(Q_{Ar/TTIP} = 1 \text{ slm}\), b) \(Q_{Ar/TTIP} = 0.5 \text{ slm}\)

Chemical composition of the deposited SiO\(_x\) films has been studied with XPS to obtain information about relative amounts of O, C and Si at the film surfaces. XPS analyses were performed with and without film surface cleaning. Cleaning consisted in 5 minutes sputtering of film surface with Ar ions. This procedure was necessary for removal of contaminants from ambient air contained in uttermost layers of the film.
Table 2. SiO$_x$ films chemical composition: a) unsputtered film, b) film sputtering with Ar ions

<table>
<thead>
<tr>
<th>Flow rate, slm Ar/TTIP</th>
<th>Sample No.</th>
<th>C (at.%)</th>
<th>O (at.%)</th>
<th>Si (at.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar/TTIP</td>
<td>O$_2$</td>
<td>a</td>
<td>b</td>
<td>a</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>Si42</td>
<td>18.6</td>
<td>5.0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>Si49</td>
<td>22.5</td>
<td>2.6</td>
</tr>
<tr>
<td>0.5</td>
<td>1.5</td>
<td>Si57</td>
<td>18.7</td>
<td>2.8</td>
</tr>
<tr>
<td>1.0</td>
<td>2.0</td>
<td>Si62</td>
<td>23.3</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Elemental composition of SiO$_x$ films on the PS substrate before and after sputtering shows Table 2. Initial concentrations of elements indicate high presence of carbon on the surface. Several nm of uttermost part of the surface of this sample contained even 23.3 at.% of carbon. However, carbon concentration in this region quickly decreased to 5% after 5 minutes argon ions sputtering. XPS analysis after sputtering revealed together with relatively low carbon content also high content of silica and oxygen in the film (Fig. 6).

Unsputtered samples exhibit ratio of Si and O content percentages very close to 1:2. After argon ions sputtering the O/Si ratio was approximately 1.8 and deficit of oxygen in reactor atmosphere essential for SiO$_2$ creation was obvious [5]. Si atomic concentration in sputtered films had not exceeded 36.1%. Chemical composition data acquired from our sputtered films are conformable with data recently published for ADBD deposition by other scientific team [6], [7]. XPS analysis also confirmed that growth of oxygen content in the gas mixture cannot totally eliminate carbon from the deposited film. Similar results in case of residual carbon content in deposited film were discussed also in [6], [8].

Results in the Tab. 2 have shown that the chemical composition of the samples is almost the same for different gas mixtures. It indicates that oxygen or Ar/TTIP flow rates changes would not influence chemical composition of the film, but only its surface morphology.

High resolution of Si 2p and C 1s spectra of SiO$_x$ thin films are presented in Fig. 6. The binding energy scales were referenced to the C 1s peak at 285 eV. Asymmetric of high resolution scans peak indicates the presence of C–O (286.6 eV), O–C=O (289.2 eV), C=O (287.8 eV), Si–C (283 eV) bonds.

Main peak was observed around 103.3 eV and corresponds to oxide/SiC interface region that is usually found in region (100 ÷ 103.3) eV. SiO$_2$ and SiC are referred to 103.3 eV and 100 eV, respectively. In the silica oxide/carbide region, the Si 2p core-level shifts attributed to SiO$_x$, when $x$ was less than 2, were observed. Assuming validity of the bonding model [9], deconvolution of the XPS curves led to five chemical states, corresponding to Si$^0$, Si$^{1+}$, Si$^{2+}$, Si$^{3+}$ and Si$^{4+}$. 
As it is follows from XPS results the presence of carbon atoms in unsputtered samples was mainly due to the technological procedure used for thin film deposition (i.e. deposition at atmospheric pressure is also related with film surface contamination with particles of ambient air).

4. Summary

Presented paper describes results of deposition of SiO$_x$ thin films on the polymer substrates in the DBD reactor at atmospheric pressure. The deposition was performed at different flow rates of reagent gases.

Hydrophilicity of deposited thin films and their aging were evaluated with contact angle test. Hydrophilicity of samples with deposited SiO$_x$ films significantly differed from that of clear PS substrates.

The influence of gas flow rates on the surface topography were also studied by atomic force microscopy. Results show diverse morphology in dependence on Ar/HMDSO/O$_2$ ratio.

Chemical composition of deposited films was tested with XPS. These analyses were performed with and without film surface cleaning by sputtering with Ar ions. This procedure was necessary for removal of contaminants from ambient air contained in uttermost layers of the film. It was ascertained important contamination of the film surface uttermost part with carbon atoms from the atmosphere.
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Plasma flow in different gliding discharge reactor configurations\textsuperscript{1}

\textbf{Jan Sláma\textsuperscript{2}, Jan Píchal\textsuperscript{2,3}, Radek Procházka\textsuperscript{2}}

\textbf{Abstract.} One possibility of plasma-chemical decomposition and modification of gases and aerosols is employment of gliding discharge sustaining in proper atmosphere. Crucial step in the gliding discharge reactor design is the selection of proper form of electrodes and their mutual position. We investigated connection between form of electrodes and shape of the plasma flow. Experiments were performed in air at atmospheric pressure. For identification of the most reactive plasma region in the flow, plasma was investigated by means of its visible spectral lines. There were tested three basic configurations of wire electrodes representing their limit forms (low-divergent, circular, high-divergent) and recognized ionized regions of the flow. Results can be used in decision making about shaping of the gliding discharge reactor ionized gas region, especially in case when both volume and surface treatment is needed.

\textbf{Key Words.} Gliding arc, spectral analysis, form of electrodes, plasma reactor, plasma flow.

\textbf{Introduction}

In last decades there have appeared many technological applications of the gliding discharge as “an auto-oscillating phenomenon developing between at least two electrodes that are immersed in a laminar or turbulent gas flow” [1]. Most of these applications take advantage of favourable characteristics of gliding discharge plasma, but also impose requirements on gliding discharge properties, e.g. shape of the plasma flow in the reactor. This paper deals with connection of plasma flow shape and form of electrodes.
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Experimental

Experimental apparatus (Fig. 1) consisted of reactor containing nozzle and electrodes and gas distribution (compressor, reduction valve and flowmeter). Electrodes were made from copper wire of diameter 1 mm and powered with high voltage power source (50 Hz, 8 kV). The interelectrode distance in the area of initial discharge breakdown was held at 3 mm (“ignition region length”). The average input volume flow was about 20 slm.

Experiments were performed in air at atmospheric pressure 101 kPa, temperature about 21 °C and humidity about 30%.

There were tested three basic forms of wire electrodes: “low-divergent” – (a), “circular” – (b) and “high-divergent” – (c) (Fig. 2). Low-divergent configuration consisted of two straight electrodes of length 130 mm, circular configuration was created by two ring-shaped electrodes of radius $r = 22$ mm and high-divergent configuration was represented by two triangle-shaped electrodes forming right angle. The low-divergent and high-divergent configurations represent limit shapes of electrodes.

Fig. 1. Apparatus scheme
Fig. 2. Electrode configurations; (a) – low-divergent, (b) – circular, (c) – high-divergent

Reference photos were taken with the “Nikon D90” digital photo camera and the “AF-S Nikkor 18–200 mm” objective. Photos (Fig. 3) were exposed with shutter speed 1 s, aperture \( f/13 \) and by CMOS chip sensitivity ISO 160 for circular and high-divergent configuration, ISO 200 for low-divergent respectively.

Fig. 3. Plasma flows; (a) – low-divergent, (b) – circular, (c) – high-divergent

The air streamed upwards into the reactor (Fig. 1). Initial discharge breakdown region ignition area was at its bottom during all experiments (Fig. 3).
Spectra

Values of plasma flow visible spectral lines intensities indicate existence of ionized regions in the flow. Spectra were measured by “OceanOptics SAD 500, Avantes” fiber optic spectrometer. Sensor was placed perpendicular to the plasma flow $z$-axis (Fig. 1) and spectral intensity values were taken along this axis in the whole discharge region. To prevent random measurement errors 7 measurements of spectral intensity were performed in each position.

Spectral range was divided into 2048 values equal to the wavelength range $\lambda \in \langle 190.35; 861.41 \rangle$ [nm]. The resolution of the spectrometer was 0.328 nm. Each intensity value plotted in graphs on Figs. 4, 5 and 6 is a mean value of 7 measurements.

Fig. 4. Spectra for low-divergent electrode configuration

Fig. 5. Spectra for circular electrode configuration
Results and Discussion

We identified the most intensive lines

\[ \lambda_A = 463.061 \text{ nm: NIII}; \ 2s2p(^3P^o)4p - 2s2p(^3P^o)5s, \]
\[ \lambda_B = 463.885 \text{ nm: OII}; \ 2s^22p^2(^3P)3s - 2s^22p^2(^3P)3p, \]
\[ \lambda_C = 500.113 \text{ nm: NII}; \ 2s^22p(^2P^o)3p - 2s^22p(^2P^o)3d, \]
\[ \lambda_D = 567.602 \text{ nm: NII}; \ 2s^22p(^2P^o)3s - 2s^22p(^2P^o)3p. \]  

by means of the NIST database [2]. In addition we found spectral line band \( \lambda_E \sim 390 \text{ nm} \) (higher energetic UV spectra range) pertaining to the first negative system of \( \text{N}_2^+ \) and the second positive system of \( \text{N}_2 \) in all three measured spectra.

There is connection between observed spectral intensity peaks and plasma particles excitation. Intensity values distribution indicates shape of the plasma region. The most excited part of the plasma flow can be assigned in the vicinity of the ignition region in all tested electrode configurations (Figs. 3, 7, 8 and 9).

In the low-divergent configuration plasma region extended to the end of the electrodes (Figs. 4 and 7).

In circular configuration the dimension of plasma region outside of electrodes was approximately equal to the electrode radius (Fig. 5).

In the high-divergent configuration plasma region outreached the top of the electrodes for about 20 mm and analysis of spectral line intensity curves indicates sharp transition between ionized and neutral part of the flow.
Fig. 7. Low-divergent configuration: spectral lines intensities ($\lambda_A$, $\lambda_B$, $\lambda_C$, $\lambda_D$ peaks and $\lambda_E$ band) in dependence on position along $z$-axis.

Fig. 8. Circular configuration: spectral lines intensities ($\lambda_A$, $\lambda_B$, $\lambda_C$, $\lambda_D$ peaks and $\lambda_E$ band) in dependence on position along $z$-axis.

Fig. 9. High-divergent configuration: spectral lines intensities ($\lambda_A$, $\lambda_B$, $\lambda_C$, $\lambda_D$ peaks and $\lambda_E$ band) in dependence on position along $z$-axis.
Results of spectral measurements correspond to plasma flow photos, too. We can see that plasma flow existence was fully limited to the interelectrode space in case of low-divergent configuration. Decay of the ionized column began in the first third of the interelectrode space (Fig. 3a). In both circular and high-divergent configurations plasma filled the whole interelectrode region and reached beyond ends of electrodes (Figs. 3b, c).

Combination of these three electrode configurations together with proper selection of discharge characteristics might allow shaping of the ionized gas flow for every specific application of the gliding discharge reactor.

Summary

We studied connection between some elementary electrode forms and corresponding plasma flow shapes in the gliding discharge reactor. Experiments were performed in air at atmospheric pressure and room temperature. For identification of the most reactive plasma region in the flow, plasma was investigated by means of its visible spectral lines.

There were tested three basic configurations of wire electrodes representing limit forms of electrodes and recognized ionized regions in the flow. Our results can be used in decision making about shaping of the gliding discharge reactor ionized gas region, especially in case when both volume and surface treatment is needed, e.g. for gas decomposition might be suitable the low-divergent configuration, for surface treatment seems to be more suitable the circular configuration, etc.
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Limiting parameter values for switch-on and switch-off shocks in ideal MHD

PETER DELMONT\(^1\), RONY KEPPENS\(^{1-3}\)

Abstract. We investigate under which parameter regimes the MHD Rankine–Hugoniot conditions, which describe discontinuous solutions to the MHD equations, allow for switch-on and switch-off shock solutions. We derive limiting values which agree with the literature and show how we can visualize these limits in the parameter space spanned by Alfvén Mach number and plasma beta. We show that the superposition of a switch-on and a switch-off shock is also an MHD shock, such that the magnetic field is aligned with the shock normal.

Key Words. MHD, shocks, Rankine-Hugoniot.

Introduction

The dynamical behaviour of plasmas is often described by the equations of ideal magnetohydrodynamics (MHD). Whereas the stationary Euler equations only have the isotropic sound speed as a characteristic speed, the stationary MHD system has three highly anisotropical characteristic speeds: the slow magnetosonic speed, the Alfvén speed and the fast magnetosonic speed, which makes the MHD system much more rich and complex.

The MHD system is highly nonlinear and allows for large-amplitude waves. In the wave steepening limit, these solutions become discontinuous. The mathematical description of MHD discontinuities is given by the Rankine–Hugoniot (RH) jump conditions. The MHD discontinuities can be classified in (i) linear discontinuities and (ii) MHD shocks. This does not imply that all solutions to the RH jump conditions are physically admissible.
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The Alfvén speed plays a central role in ideal MHD, and MHD shocks can connect sub-Alfvénic flow to super-Alfvénic flow. These solutions to the RH conditions are called intermediate shocks.

The existence of these intermediate shocks is still under debate. Let us first summarize the main arguments against the existence of intermediate shocks. Landau & Lifschitz [14] performed a classical stability analysis and showed that intermediate shocks are unstable with respect to small perturbations. Also Falle & Komissarov [8] reject the existence of intermediate shocks. They argue that wave steepening would lead to compound waves instead of intermediate shocks. Most intermediate shocks cross even more than one characteristic speed. On the other hand, Coppi [3] countered some of these objections by noticing that the ideal MHD system is not strictly hyperbolic. Wu [19], De Sterck et al. [7], Delmont & Keppens [6] and many other authors have found intermediate shocks in numerical simulations. Amongst other observers, Chao et al. [2] and Feng & Wang [9] claim to have observed intermediate shocks in respectively Voyager 2 and Voyager 1 data.

An alternative manner to connect a sub-Alfvénic state to a super-Alfvénic state would be by a compound wave. These compound waves can consist of a slow shock which travels with its maximal propagation speed and a rarefaction fan directly attached to it. Brio & Wu [1] detected those compound waves in numerical simulations which have become classical test problems for numerical codes. Another type of compound signal consists of a slow shock layer, immediately followed by a rotational discontinuity (Whang et al. [18]).

Recently, Goedbloed [11] classified the MHD shocks by rewriting the RH equations in the de Hoffmann–Teller frame (de Hoffmann & Teller [12]) introducing the existence of a distinct time reversal duality between entropy-allowed and entropy-forbidden solutions. Delmont & Keppens [5] revisited the classical RH conditions and augmented these results in terms of the commonly exploited shock parameters in any shock frame. We found parameter ranges for intermediate shocks. These parameter ranges can be interesting to study the behavior of an intermediate shock, e.g. if one performs a numerical simulation involving intermediate shocks (as in e.g. Delmont & Keppens [6]).

In this paper we summarize the findings of that paper, and focus on the switch-on and switch-off solutions to the RH jump conditions in greater depth. A switch-on shock can be seen as the transition between a fast and an intermediate shock, while a switch-off shock is the transition case between an intermediate and a slow shock. These switch-on and switch-off shocks are proved to be stable with respect to small perturbations (theoretically by Todd [17] and numerically by Chu & Taussig [4]).
Solving the Rankine–Hugoniot conditions

**Governing equations**

The set-up of our problem is the following. Given is a known state \( u_k \), connected to an unknown state \( u_u \) by a stationary MHD shock. We will show that there exist at most three real possibilities for the value of \( u_u \). As mentioned above, discontinuous solutions to the ideal MHD equations should satisfy the RH jump conditions. Defining the flux term \( F = (\rho v_n, \rho v_n^2 + p + B^2_t/2, \rho v_n v_t - B_n B_t, v_n(\gamma/(\gamma - 1)p + \rho(v_n^2 + v_t^2)/2 + B^2_n) - B_n B_t v_t, v_n B_t - v_t B_n, B_n) \), in any frame where the shock is stationary (including the de Hoffmann–Teller frame), the MHD RH conditions become

\[
F_u = F_k. \tag{1}
\]

Index ‘n’ refers to the direction of the shock normal, and index ‘t’ refers to the tangential vector components in the plane spanned up by \( B_u \) and \( B_k \). Further, \( \rho \) is the mass density, \( v \) is the velocity, \( p \) the thermal pressure and \( B \) the magnetic field. The ratio of specific heats, \( \gamma \), is considered a constant parameter, as we will assume an ideal gas equation of state. For a derivation of these well-known expressions, we refer to De Hoffmann & Teller [12]; Jeffrey & Taniuti [13]; Liberman & Velikhovich [16], Goedbloed & Poedts [10]. Since MHD shocks are essentially 2-D, the system is reduced to a 6 \( \times \) 6-system.

We introduce the parameters plasma beta

\[
\beta \equiv \frac{2\rho}{B_n^2 + B_t^2}, \tag{2}
\]

inclination to the shock normal

\[
\theta \equiv \frac{B_t}{B_n}, \tag{3}
\]

and the Alfvén Mach number

\[
M \equiv \sqrt{\frac{\rho v_n^2}{B_n^2}}. \tag{4}
\]

It is possible to recover the primitive variables from these parameters (see e.g. Delmont & Keppens [5]). We note \( u_u = (M_u, \theta_u, \beta_u) \), and \( u_k = (M, \theta, \beta) \), where we have dropped the index ‘k’.

Now, define

\[
\xi \equiv ((M^2 - 1)\theta, 2M^2 + \beta(1 + \theta^2) + \theta^2, (\gamma/(\gamma - 1)\beta + M^2)(1 + \theta^2)M^2). \tag{5}
\]
We showed in [5] that the stationary MHD RH system can be reduced to a $3 \times 3$-system, namely

$$\xi_u = \xi_k.$$  \hspace{1cm} (5)

**MHD shock types: classical 1–2–3–4 classification**

Whereas in HD, a certain state can only be sub- or supersonic, ideal MHD has three highly anisotropical characteristic speeds: the slow magnetosonic speed $v_s$, the normal Alfvén speed $a_n$ and the fast magnetosonic speed $v_f$. The full set of MHD equations is hyperbolic, but non-strictly hyperbolic: $0 \leq v_s \leq a_n \leq v_f$. These three characteristic speeds divide states into four categories. Superfast states ($|v_n| > v_f$) are called 1-states, subfast states ($a_n < |v_n| < v_f$) are 2-states and superslow ($v_s < |v_n| < a_n$) and subslow ($|v_n| < v_s$) states are respectively called 3-states and 4-states. A shock is said to be of *shock type* $i \rightarrow j$ if it connect an upstream $i$-state to a downstream $j$-state. It is well-known (see e.g. Libermann & Velikhovich [16]) that once the shock type and one state is given, if a solution exists, it must be unique.

We call a shock admissible if it satisfies the second law of thermodynamics: entropy should increase during the passage of a shock, and admissible versus inadmissible shocks can be related through the time duality principle from Goedbloed [11]. When the upstream state is of type $i$ and the downstream state is of type $j$, then the shock type is $i \rightarrow j$. Furthermore, in terms of these shock types, the admissibility condition translates as $i < j$.

**Switch-on & switch-off shocks**

Assume now that $\xi_{1,k} = 0$. This means that the known state is exactly Alfvénic in the stationary shock frame ($M = 1$) or that the magnetic field of this state is aligned with the shock normal ($\theta = 0$). Suppose the state $u_k$ is connected through an MHD shock to an unknown state $u_u$. Then $\xi_{1,u}$ should also vanish. Therefore, solutions which are characterized by $\xi_1 = 0$ can be classified as follows:

- $1 \rightarrow 4$ shocks with $\theta_u = \theta_k = 0$. Although these shocks connect a sub- to a super-Alfvénic state, they are stable. We will refer to this shock as an HD-shock.
- $2 = 3 \rightarrow 2 = 3$ rotational waves. These solutions are linear discontinuities. They satisfy $\theta_u = -\theta_k$, such that the magnetic field flips around the shock normal.
- $1 \rightarrow 2 = 3$ shocks are called *switch-on* shocks. The upstream magnetic field is aligned with the shock normal, and the downstream is exactly Alfvénic.
• 2 = 3 → 4 shocks are called switch-off shocks. The downstream magnetic field is aligned with the shock normal, and the downstream is exactly Alfvénic.

**General solution**

Given is a state $u_k$ in the stationary shock frame. Solving the RH conditions leads to the following unknown state $u_u$:

$$M_u = \sqrt{\frac{(M^2 - 1)\theta + \psi}{\psi}},$$

$$\beta_u = \frac{((\gamma - 1)((\theta - \psi)^2 + (1 + \theta^2)\beta) - 4M^2)(M^2 - 1) + 2M^2(\psi\theta + \psi^2)}{(M^2 - 1)(\gamma + 1)(1 + \psi^2)},$$

$$\theta_u = \psi,$$

where $\psi$ satisfies the cubic equation

$$C(\psi) \equiv \psi^3 + \tau_2\psi^2 + \tau_1\psi + \tau_0 = 0,$$

with its coefficients given by

$$\tau_2 = -\theta \left( (\gamma - 1)(M^2 - 1) - M^2 \right),$$

$$\tau_1 = (M^2 - 1) \left( (\gamma - 1)(M^2 - 1) + \gamma(\beta^2 + 1) + \theta^2 \right) - 2, $$

$$\tau_0 = -\gamma(\beta - 1)(M^2 - 1)^2.$$  

Note that this only holds when $M \neq 1$. Let us now consider the 2 singular cases: $\theta = 0$ and $M = 1$.

In the specific case, where $\theta = 0$, one HD solution, and potentially also two switch-on or switch-off solutions, exist. Those two solutions are essentially the same, except for the sign of $\theta_u$. The HD shock solution is given by

$$(M_u, \theta_u, \beta_u) = \left( \sqrt{\frac{(\gamma - 1)M^2 + \gamma\beta_1}{\gamma + 1}}, 0, \frac{4M^2 - (\gamma - 1)\beta}{\gamma + 1} \right),$$

while the two switch-on or switch-off solutions are given by

$$M_u = 1,$$

$$\beta_u = \frac{1 - 2M^2 - \beta}{(\gamma - 1)M^4 + \gamma(\beta - 2)M^2 - \gamma(\beta - 1) - 1},$$

$$\theta_u = \pm \sqrt{((\gamma\beta - 2) - (\gamma - 1)(M^2 - 1))(M^2 - 1)}. (10)$$
Finally, we consider the irregular case where $M = 1$. In this case a rotational solution \((M_u, \theta_u, \beta_u) = (M, -\theta, \beta)\) and both a switch-on and a switch-off solution exist, where \(u_u(u_k)\) is the inverse function of the switch-on and switch-off solutions described above, namely

\[
M_u = \sqrt{\frac{\sqrt{A} \pm 2\gamma(\beta + 1)(\theta^2 + 1)}{2(\gamma + 1)}}, \\
\beta_u = \beta(1 + \theta^2) + \theta^2 - 2(M_u^2 - 1), \\
\theta_u = 0, \tag{11}
\]

where

\[
A = 2\gamma^2\beta\theta^2 + \gamma^2\beta^2 + 2\gamma^2\beta^2\theta^2 + \gamma^2\beta^2\theta^4 + 2\gamma^2\beta\theta^4 + \gamma^2\theta^4 - 4\gamma\beta - 4\gamma\beta\theta^2 + 4 + 4\theta^2.
\]

As we will show later on, these switch-on and switch-off unknown states, can also be connected through a stationary HD shock.

## Results

**Restrictions to the existence of switch-on and switch-off shocks**

As mentioned earlier, solving the RH conditions reduces to solving a cubic equation. Therefore, there are always one or three real solutions. Lax [15] has shown that when only one real solution exists, it must be a $1 \to 2$ or a $3 \to 4$ solution. It is well-known that the cubic $C$ has three real solutions if and only if

\[
\Omega \equiv 27\tau_0^2 + 4\tau_1^3 + 4\tau_2^2\tau_0 - \tau_2^2\tau_1^2 - 18\tau_2\tau_1\tau_0 < 0. \tag{12}
\]

On the other hand, when $\Omega > 0$, there is only one non-trivial solution. In the transition case where $\Omega = 0$, there exist two distinct non-trivial solutions.

Since both $\tau_0$ and $\tau_1$ have $(M^2 - 1)$ as a factor, $M^2 - 1 = 0$ implies that $\Omega = 0$. Therefore, there are two distinct solutions with $\theta_u \neq \theta$.

On the other hand, when $\theta = 0$, we have that

\[
\Omega = 1728(M^2 - 1)^3((\gamma - 1)M^2 + \gamma(\beta - 1) - 1)^3. \tag{13}
\]

This implies that switch-on shocks can only exist when

\[
1 < M < \sqrt{\frac{\gamma(1 - \beta) + 1}{\gamma - 1}}, \tag{14}
\]
and switch-off shocks can only exist when

\[ \sqrt{\frac{\gamma(1 - \beta) + 1}{\gamma - 1}} < M < 1. \] (15)

This restriction is only valid when \( \frac{\gamma(1 - \beta) + 1}{\gamma - 1} > 0 \), i.e. when \( \beta < (\gamma + 1)/\gamma \).

These results agree with the literature (see e.g. De Sterck et al. [7]).

Another non-trivial requirement is that \( \beta_u \) should be positive. For the switch-on and switch-off shocks, this requirement reduces to

\[ \frac{1 - 2M^2 - \beta}{(\gamma - 1)M^4 + \gamma(\beta - 2)M^2 - \gamma(\beta - 1)} > 1, \] (16)

which is satisfied whenever

\[ 0 < \beta < \frac{(\gamma - 1)M^4 - 2\gamma M^2 + (\gamma - 1)}{\gamma M^2 - \gamma + 1}. \] (17)

A mathematical solution to the HD shocks always exists, the only requirement here is the positive \( \beta \) requirement, which now reduces to

\[ 0 < \beta < \frac{4}{\gamma - 1}M^2. \]

For \( \gamma = 5/3 \), all these observations are summarized in Fig. 1.

Fig. 1. Shown is the \( \theta = 0 \) plane of the \( (M, \theta, \beta) \) parameter space; the color coding refers to different regions where certain shock types are possible.
**Limiting values for switch-on and switch-off shocks**

We will now use Fig. 1 to derive limiting values for switch-on and switch-off shocks.

- **Point A.** The maximum Mach number at which switch-on shocks can be found is reached in point $A$ (see Fig. 1). Filling out $\beta = 0$ in $\Omega = 0$, and solving for $M$, leads us to conclude that the maximum Mach number for switch-on shocks equals $\sqrt{(\gamma + 1)/(\gamma - 1)}$.

- **Point B.** Note that the coordinates of point $B$ are given by $(\beta, M) = (2/\gamma, 1)$. This can be found by filling out $M = 1$ in $\Omega = 0$. Note that at $\beta = 2/\gamma$, also the transition between magnetically and thermally dominated plasmas takes place.

- **Point C.** We can still derive a minimum value of the Alfvénic Mach number for the existence of switch-off shocks. Therefore we need to find the $M$ coordinate of point $C$ in Fig. 1. We solve the system

$$\frac{(\gamma - 1)M^4 - 2\gamma M^2 + (\gamma - 1)}{\gamma M^2 - \gamma + 1} = \beta,$$

$$(\gamma - 1)M^2 + \gamma(\beta - 1) - 1 = 0. \quad (18)$$

The solution to this eq. is $(M, \theta) = \left(\sqrt{(\gamma - 1)/(\gamma + 1)}, 4/(\gamma + 1)\right)$. Therefore switch-off shocks can only exist when $M > \sqrt{(\gamma - 1)/(\gamma + 1)}$.

- **Point D.** Filling out $M = 1$ in $\beta_u = 0$, gives the coordinates of point $D$. The solution is $(M, \theta) = (1, 4/(\gamma - 1))$. Therefore the maximum plasma-$\beta$ at which switch-off shocks can occur is $4/(\gamma - 1)$.

We summarize these findings in Table 1.

Table 1. Limiting values for the plasma-$\beta$ and the Alfvénic Mach number.

<table>
<thead>
<tr>
<th>parameter</th>
<th>Switch-on</th>
<th>Switch-off</th>
<th>Switch-on</th>
<th>Switch-off</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{\text{min}}$</td>
<td>1</td>
<td>$\sqrt{(\gamma - 1)/(\gamma + 1)}$</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$M_{\text{max}}$</td>
<td>$\sqrt{(\gamma + 1)/(\gamma - 1)}$</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$\beta_{\text{min}}$</td>
<td>0</td>
<td>$2/\gamma$</td>
<td>0</td>
<td>1.2</td>
</tr>
<tr>
<td>$\beta_{\text{max}}$</td>
<td>$2/\gamma$</td>
<td>$4/\gamma - 1$</td>
<td>1.2</td>
<td>6</td>
</tr>
</tbody>
</table>
HD shock as superposition of switch-on and switch-off shock

The RH conditions are equivalent to equations $\xi_u = \xi_k$, which express the existence of three shock invariants. Therefore two states can be connected through the stationary RH conditions if and only if they have the same value for the expression $\xi_1 \equiv (M^2 - 1)\theta$, $\xi_2 \equiv 2M^2 + \beta(1 + \theta^2) + \theta^2$ and $\xi_3 \equiv (\gamma/(\gamma - 1)\beta + M^2)(1 + \theta^2)M^2$. Denoting the relation “state A can be connected to state B through the stationary RH conditions” as $A \xrightarrow{\text{RH}} B$, this relation $\xrightarrow{\text{RH}}$ is an equivalence. Indeed:

- $\xrightarrow{\text{RH}}$ is reflexive: $A \xrightarrow{\text{RH}} A$. Every state can be connected to itself through the stationary RH conditions.
- $\xrightarrow{\text{RH}}$ is symmetric: $A \xrightarrow{\text{RH}} B \Rightarrow B \xrightarrow{\text{RH}} A$. If state A can be connected to state B through the stationary RH conditions, then also state B can be connected to state A by these conditions. Of course only one of these connections satisfies the entropy condition.
- $\xrightarrow{\text{RH}}$ is transitive: $A \xrightarrow{\text{RH}} B \wedge B \xrightarrow{\text{RH}} C \Rightarrow A \xrightarrow{\text{RH}} C$. Indeed: if $A \xrightarrow{\text{RH}} B$, then $\xi_i(A) = \xi_i(B)$, and if $B \xrightarrow{\text{RH}} C$, then $\xi_i(B) = \xi_i(C)$. Hence $A \xrightarrow{\text{RH}} B \wedge B \xrightarrow{\text{RH}} C$ implies $\xi_i(A) = \xi_i(B) = \xi_i(C)$, which means that $A \xrightarrow{\text{RH}} C$.

Therefore, an HD shock with $\Omega < 0$, can be seen as the superposition of a switch-on and a switch-off shock, since in that case, the equivalence class, containing the up- and downstream states of the HD shocks, also contains two exactly Alfvénic states.

**Conclusion**

We have derived limiting values of the plasma parameters at which the Rankine–Hugoniot jump conditions allow for switch-on and switch-off shocks. We have shown that the superposition of a switch-on and a switch-off shock leads to an HD shock.
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Effect of magnetic field on jeans instability of quantum dusty plasma: application in white dwarf star\(^1\)

RAMPRASAD P. PRAJAPATI\(^2\), RAJENDRA K. CHHAJLANI\(^3\)

Abstract. In the present paper, we study the modified Jeans instability of magnetized quantum dusty plasma and formation of white dwarf star. The basic equations for such magnetized homogeneous plasma are constructed and the general dispersion relation is obtained using the normal mode analysis. The electrons and ions are assumed to be inertia less while dust grains to be mobile. The effect of magnetic field, dust temperature and quantum correction is studied on the growth rate of Jeans instability for white dwarf star formation. We find that the Jeans criterion of instability is modified due to the quantum Bohm potential and dust temperature but it is unaffected by the presence of magnetic field. The growth rate of Jeans instability is determined for white dwarf star taking the numerical parameters in the interior zone. We find that magnetic field and quantum corrections both have stabilizing role on the growth rate of Jeans instability.
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1. Introduction

The condensation of dusty plasma into a crystalline state through gravitational collapsing is an interesting phenomenon of astrophysics. This causes the formation of planetary nebula, stars, galaxies and other astrophysical objects. The Jeans gravitational instability of plasma plays crucial role in the formation of these suggested objects. The formation of white dwarf star and neutron star are mainly due to the gravitational collapsing process of dusty plasma at extremely low temperature. At such temperature the system passes
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through quantum corrections and this dense cooled plasma is called the quantum dusty plasma. It is seen form the recent spectral studies the dust is the most prominent component in the astrophysical plasma. Jeans [1] has first given the fundamental idea of the fragmentation of interstellar matter and discussed the gravitational instability. Recently, many authors [2]–[5] have investigated the Jeans instability of dusty plasma including various assumptions and different parameters. Prajapati et al. [6] have also studied the problem of Jeans instability in the spiral arms of galaxies taking the corresponding values of the parameters.

Along with this in recent time the study of waves and instabilities in dusty plasma is become more important due to their large applications. The dust temperature is one of the important parameter which gives the information about the dust-particle interactions. Mamun [7] has investigated the effect of dust temperature and non thermal fast ions on gravitational instability of self-gravitating magnetized dusty plasma. Gill and Kour [8] have considered the effect of non thermal distribution and dust temperature on non linear dust acoustic solitary waves. Wang and Ticos [9] have found that dust is the versatile matter for high temperature diagnostics. Williams and Thomas have measured the kinetic dust temperature of weakly coupled dusty plasma. Thus it is interesting to incorporate the effect of dust temperature parameter in the present study.

The above studies [2]–[6] deal with the phenomena that the de Broglie wavelength of the charged dust grains is much smaller than the dimension of the system. But at extremely low temperature when plasma is cooled then the de Broglie wavelength of the charged dust grains could be of the order of dimension of the system. In such conditions, the ultra cold dense plasma is treated as Fermi or quantum plasma. This type of medium exists in the interior of white dwarf star, atmosphere of neutron star and in planetary nebula. The typical range of magnetic field in white dwarf star varies between 100 ÷ 200 T which play important role in condensation of cold plasma through gravitational collapsing process. It is well known that every astrophysical object has influence of gravitational force thus it may be a subject of interest to study Jeans instability of the considered system in such parametric regimes. In order to study the effect of self-gravitation in many astrophysical objects Shukla and Stenflo [11] have investigated the Jeans instability in quantum dusty plasma and found that the Jeans stability criterion is modified due to the quantum corrections. They did not consider the effect of magnetic field in their study. Masood et al. [12] have presented a quantum hydrodynamic (QHD) model for multi-component quantum magnetoplasma with Jeans term. In this case they have considered the quantum statistical effects of electrons and ions but they did not consider the effect of quantum Bohm potential for dust grains and finite dust temperature effect. The problem of Jeans instability of quantum
dusty plasma in the presence of the ambient magnetic field is discussed by Salimullah et al. [13]. In this case they have also considered the effect of quantum Bohm potential for dust grains. Lundin et al. [14] have investigated the modified Jeans instability for magnetized quantum MHD plasma including electron spin effect. Ren et al. [15] have explored the effect of electrical resistivity and magnetic field on the Jeans instability of quantum MHD plasma.

Along with this, in recent years the importance of magnetic field in dusty interstellar gas dynamics has been recognized by many researchers. In the ISM large amount of energy is injected by the stars which lead to the formation of shock waves. But when these shock waves weaken, they become large amplitude hydromagnetic Alfvén waves. In this direction, Hennebelle and Parault [16] have investigated dynamical condensation process in a magnetized and thermally conducting medium and stressed their importance on thermal condensation modes with magnetic field. Falceta–Goncalves et al. [17] showed that magnetic field plays an important role in the stability of ISM molecular clouds. Colle and Raga [18] have studied the effects of the magnetic field on the $H_\alpha$ emission from astrophysical jets. These studies make an interest about the contribution of magnetic field in the quantum dusty plasma that leads to many important phenomena during condensation of astrophysical dusty objects.

In the present paper, our aim is to study effect of magnetic field and dust temperature on the Jeans instability of quantum dusty plasma and the formation of white dwarf star. The dust grains are assumed so massive that they experience quantum Bohm potential. We also wish to see how the fundamental Jeans criterions of instability get modify due to the presence of magnetic field, dust temperature and quantum corrections for the considered system.

2. Formulation of the problem

We assume three species quantum plasma having electrons and ions as inertia less and mobile massive charged dust grains. The formation of white dwarf star is mainly due to the gravitational condensation of quantum plasma with these considered dust grains. The magnetic field is assumed in $z$-direction (i.e. $B = Bz$, where $z$ is unit vector along $z$-direction). In equilibrium at extremely low temperature the plasma behaves like Fermi gas and passes through the quantum corrections. The above quantum plasma is characterized by the following quasineutrality condition

$$\epsilon n_{e0} = e n_{i0} + q_d n_{d0}$$  \hspace{1cm} (1)

where $q_d$ and $n_{j0}$ are the dust charge and unperturbed number density of electrons, ions and dust grains respectively.
In present case the contribution of self-gravitational force of electrons and ions are not considered because they are assumed to be inertia less. We also assume that on a dust time scale the electrons and ions are aligned along the magnetic field. Thus in the presence of an electrostatic field \( E = -\nabla \varphi \) (where \( \varphi \) is the electrostatic potential), the electron and ion momentum equations can be written as
\[
0 = e n_e \nabla \varphi - \nabla p_e + \frac{\hbar^2}{4m_e} \nabla \left( \frac{\nabla^2 \sqrt{n_e}}{\sqrt{n_e}} \right),
\]
and
\[
0 = -e n_i \nabla \varphi - \nabla p_i + \frac{\hbar^2}{4m_i} \nabla \left( \frac{\nabla^2 \sqrt{n_i}}{\sqrt{n_i}} \right).
\]

For the dynamics of the charged dust grains we write the dust momentum equation including finite dust temperature and Bohm potential term. In general the heavy dust grains do not experience the effect of Bohm potential and their trajectories are unaffected by the quantum corrections. But the dust grains of lighter mass of the order of proton mass \( (m_d \approx m_p) \) passes through the necessary quantum corrections. In the present case we are dealing with the problem having dust grains of mass \( (m_d \approx 5m_p) \). In case of Salimullah et al. [13] they have also considered the effect of quantum Bohm potential for dust grains. The dust temperature term is assumed to be classical which is unaffected by the presence of quantum statistical effects. Thus the momentum transfer equation for the dynamics of such dust grain is given by
\[
m_d n_d \frac{dv_d}{dt} = \varepsilon e Z_d n_d \nabla \varphi + \frac{\varepsilon e Z_d n_d}{c} (v_d \times B) - m_d n_d \nabla \psi + \frac{\hbar^2}{4m_d} \nabla \left( \frac{\nabla^2 \sqrt{n_d}}{\sqrt{n_d}} \right) - \frac{5}{3} \frac{\sigma_d}{n_d^{1/3}} \nabla n_d,
\]
where \( \varepsilon = \pm 1 \) for positive and negative dust grain respectively.

The continuity equation, Poisson equation for electrostatic and gravitational potential are given by respectively
\[
\frac{\partial n_j}{\partial t} + \nabla \cdot (n_j v_j) = 0,
\]
and
\[
\nabla^2 \varphi = 4\pi e (n_e + \varepsilon Z_d n_d - n_i),
\]
and
\[
\nabla^2 \psi = 4\pi G m_d n_d,
\]
where \( v_j, n_j, \psi, \varphi, m_d, \sigma_d (= T_d/q_d T_1), e \) and \( c \) denote velocity of \( j \)th species (electron, ion and dust), density of \( j \)th species, gravitational potential, electrostatic potential, dust mass, dust temperature, electronic charge and speed of sound respectively.
3. Dispersion relation and discussions

Let us assume that all the perturbed quantities vary as $\exp(i \mathbf{k} \cdot \mathbf{r} - i \omega t)$, where $\omega$ is frequency of harmonic disturbances in the entire media and $\mathbf{k} = k_x \hat{x} + k_z \hat{z}$ is the wavenumber. From equations (2)–(7) we obtain the following equations by employing the plane wave analysis:

$$n_{e1} = \frac{e \varphi_1 n_{e0}}{m_e f_e},$$  \hspace{1cm} (8)

$$n_{i1} = \frac{-e \varphi_1 n_{i0}}{m_i f_i},$$  \hspace{1cm} (9)

$$-i\omega v_{d1} = \frac{ik e Z_d}{m_d} \varphi_1 + v_{d1} \times \Omega_{cd} - i k \psi_1 - \frac{\hbar^2 k^2}{4m_d^2 n_{d0}} ik n_{d1} - \frac{5}{3} ik \sigma_d n_{d1},$$  \hspace{1cm} (10)

where $f_{e,i} = V_{Fe,i}^2 (1+\gamma_{e,i})$, $V_{Fe,i} = \sqrt{2k_B T_{Fe,i}/m_{e,i}}$ are Fermi velocities of electrons and ions and $\gamma_{e,i} = \hbar^2 k^2 / 4m_{e,i} V_{Fe,i}^2$. $\Omega_{cd} = e Z_d B / m_d c$ is dust Larmor frequency. $v_{d1}$, $\varphi_1$, $\psi_1$ and $n_{d1}$ are perturbation in dust velocity, electrostatic potential, gravitational potential and dust density respectively.

Similarly equation (5) for dust grains and equations (6) and (7) can be written as

$$\omega n_{d1} = k \cdot v_{d1},$$  \hspace{1cm} (11)

$$-k^2 \varphi_1 = 4\pi e(n_{e1} + \varepsilon Z_d n_{d1} - n_{i1}),$$  \hspace{1cm} (12)

and

$$-k^2 \psi_1 = \frac{\omega_J^2 n_{d0}}{n_{d1}},$$  \hspace{1cm} (13)

where $\omega_J^2 = 4\pi G m_d n_{d0}$ is the square of the Jeans dust frequency.

Taking the divergence of equation (10) and using equations (11) and (13), then we get the expression for perturbed dust density as

$$n_{d1} = \frac{-k^2 \varepsilon e Z_d n_{d0} \varphi_1}{m_d \left( \omega^2 + \omega_J^2 - i \omega \Omega_{cd} - \frac{\hbar^2 k^2}{4m_d^2 n_{d0}} - \frac{5}{3} k^2 \sigma_d n_{d0} \right)}. $$  \hspace{1cm} (14)

On substituting equations (8), (9) and (14) in equation (12) we obtain the following dispersion relation

$$1 + \frac{\omega_{pe}^2}{f_e k^2} + \frac{\omega_{pi}^2}{f_i k^2} - \frac{\omega_{pd}^2}{\left( \omega^2 + \omega_J^2 - i \omega \Omega_{cd} - \frac{\hbar^2 k^2}{4m_d^2 n_{d0}} - \frac{5}{3} k^2 \sigma_d n_{d0} \right)} = 0,$$  \hspace{1cm} (15)
where $\omega_{pe, i}^2 = 4\pi e^2 n_{e0, i0}/m_{e, i}$ is the square of electron and ion plasma frequency and $\omega_{pd}^2 = 4\pi e^2 Z_d^2 n_{d0}/m_d$ is the square of the dust plasma frequency.

Equation (15) represents the dispersion relation of Jeans instability of magnetized quantum dusty plasma including finite dust temperature and Bohm potential term experienced by the dust grains. We find that magnetic field, dust temperature and Bohm potential terms significantly modify the dispersion relation.

**Limiting cases**

3.1. $\Omega_{cd} = 0$, $\omega_{J} \neq 0$

For the case of self-gravitating un-magnetized quantum plasma we obtain the following dispersion relation including the quantum statistical effects, Bohm potential and finite dust temperature as

$$1 + \frac{\omega_{pe}^2}{f_e k^2} + \frac{\omega_{pi}^2}{f_i k^2} - \frac{\omega_{pd}^2}{s} \left( \omega^2 - \frac{\hbar^2 k^4}{4m_d^2 n_{d0}} - \frac{5}{3} k^2 \sigma_d n_{d0} \right) = 0. \quad (16)$$

On comparing equation (16) with equation (17) of Masood et al. [12], we find that the present dispersion relation is modified due to the presence of quantum Bohm potential and dust temperature term.

The roots of equation (16) can be written as

$$1 + \frac{\omega_{pe}^2}{f_e k^2} + \frac{\omega_{pi}^2}{f_i k^2} - \frac{\omega_{pd}^2}{s} \left( \omega^2 - \frac{\hbar^2 k^4}{4m_d^2 n_{d0}} - \frac{5}{3} k^2 \sigma_d n_{d0} \right) = 0 \quad (17)$$

where $s = (1 + \omega_{pe}^2/f_e k^2 + \omega_{pi}^2/f_i k^2)$ is the quantum statistical parameter.

The system will be unstable if the below condition is satisfied i.e.

$$\frac{\omega_{pd}^2}{s} + \frac{\hbar^2 k^4}{4m_d^2 n_{d0}} + \frac{5}{3} k^2 \sigma_d n_{d0} - \omega_{J}^2 < 0. \quad (18)$$

It is clear that the condition of Jeans instability is modified due to the quantum statistical effect, Bohm potential and finite dust temperature effect.

3.2. $\Omega_{cd} = 0$, $\omega_{J} = 0$

In the case of non-gravitating un-magnetized quantum plasma we obtain the following dispersion relation

$$1 + \frac{\omega_{pe}^2}{f_e k^2} + \frac{\omega_{pi}^2}{f_i k^2} - \frac{\omega_{pd}^2}{s} \left( \omega^2 - \frac{\hbar^2 k^4}{4m_d^2 n_{d0}} - \frac{5}{3} k^2 \sigma_d n_{d0} \right) = 0. \quad (19)$$
Equation (19) represents the dispersion relation with quantum statistical effects, Bohm potential and dust temperature term. It is the modified results than that of Masood et al. [12].

3.3. $\omega_{p_e, p_i} = 0$, $\Omega_{cd} \neq 0$ and $\omega_J \neq 0$

In the case when the quantum statistical effects of electrons and ions are neglected we obtain the following dispersion relation by putting $i\omega = \sigma$

$$\sigma^2 + \sigma \Omega_{cd} + \frac{\hbar^2 k^4}{4m_d^2 n_d} + \frac{5}{3} k^2 \sigma_d n_d + \omega_{pd}^2 - 4\pi G m_d n_d = 0. \quad (20)$$

Equation (20) shows the dispersion relation for Jeans instability of quantum dusty magnetized plasma including the effects of dust temperature and quantum Bohm potential. The modified condition of Jeans instability is given by

$$\left(\frac{\hbar^2 k^4}{4m_d^2 n_d} + \frac{5}{3} k^2 \sigma_d n_d + \omega_{pd}^2\right) < 4\pi G m_d n_d. \quad (21)$$

The critical Jeans mass can be obtained by the following expression

$$M_J = \frac{4}{3} \pi \lambda_{id}^3 n_{d0} = \left[\frac{\pi K_B T}{G \mu m_p}\right]^{3/2} \frac{1}{n_{d0}^{1/2}}. \quad (22)$$

From condition (21) it is obvious that the magnetic field does not affect the condition of Jeans instability. The Jeans criterion is modified due to the presence of quantum Bohm potential, dust temperature and dust plasma frequency. If we ignore the effects of quantum Bohm potential and dust temperature then we obtain the classical Jeans criterion of instability $\omega_{pd}^2 < 4\pi G m_d n_d$ for dusty plasma.

In order to discuss the formation of white dwarf star we calculate the growth rate of Jeans instability taking the arbitrary numerical parameters in the interior of white dwarf star. We write the dispersion relation (20) in dimensionless form using some dimensionless parameter as

$$\sigma^* + \sigma^* \Omega^* + \frac{Q^*}{n_{d0}^*} k^* + \frac{5}{3} k^*^2 \delta^* n_{d0}^* + \omega_{pd}^* - 1 = 0, \quad (23)$$

where the following dimensionless parameters have been used

$$\sigma^* = \frac{\sigma}{\sqrt{4\pi G m_d n_{d0}}}, \quad \Omega^* = \frac{\Omega_{cd}}{\sqrt{4\pi G m_d n_{d0}}},$$

$$n_{d0}^* = \frac{n_{d0}}{\sqrt{4\pi G m_d n_{d0}}}, \quad k^* = \frac{k}{\sqrt{4\pi G m_d n_{d0}}},$$

$$\delta^* = \frac{\sigma_d}{\sqrt{4\pi G m_d n_{d0}}}, \quad \omega_{pd}^* = \frac{\omega_{pd}}{\sqrt{4\pi G m_d n_{d0}}},$$

$$Q^* = \frac{\hbar^2}{4m_d^2 \sqrt{4\pi G m_d n_{d0}}}. \quad (24)$$
In Figs. 1–3 we have plotted the dimensionless growth rate of Jeans instability \((\sigma^*)\) against the dimensionless wavenumber \((k^*)\) for various values of quantum correction parameter \((Q^*)\), dust temperature \((\delta^*)\) and magnetic field \((\Omega^*)\) respectively.

From Fig. 1 it is clear that presence of quantum correction stabilizes the growth rate of Jeans instability. The curve is also plotted for the case of classical magnetized plasma taking \(Q^* = 0.0\). It is also clear that the peak value remains constant for each value of \(Q^*\). This result play important role in the formation of dense white dwarf star.

In Fig. 2 we have shown the effect of dust temperature on the growth rate of Jeans instability. The similar feature is also observed for the dust temperature parameter. We find that the growth rate of Jeans instability decreases due to increase in dust temperature. Hence dust temperature stabilizes the growth rate of Jeans instability. The peak value of growth rate in this case also does not depend upon dust temperature parameter.

In Fig. 3 the effect of magnetic field in terms of dust cyclotron frequency is observed. We find that magnetic field stabilizes the growth rate of Jeans instability. The peak value of growth rate is maximum for the case of unmagnetized quantum plasma. Thus quantum corrections, dust temperature and magnetic field all have stabilizing influence on the growth rate if Jeans instability.

These results play crucial role in the formation of cold dense white dwarf star and neutron star.

![Fig. 1. The growth rate of Jeans instability versus wavenumber for different values of quantum correction parameter; the constant values of the parameters are taken as \(\Omega^* = 0.25\), \(n^*_{d0} = 0.7\), \(\delta^* = 0.4\) and \(\omega^*_{pd} = 0.25\) respectively](image-url)
Fig. 2. The growth rate of Jeans instability versus wavenumber for different values of dust temperature parameter; the constant values of the parameters are taken as $\Omega^*=0.25$, $n_{d0}^*=0.7$, $Q^*=0.5$ and $\omega_{pd}^*=0.25$ respectively.

Fig. 3. The growth rate of Jeans instability versus wavenumber for different values of dust cyclotron frequency (magnetic field); the constant values of the parameters are taken as $\delta^*=0.4$, $n_{d0}^*=0.7$, $Q^*=0.5$ and $\omega_{pd}^*=0.25$ respectively.
4. Concluding remarks

We have investigated the effects of magnetic field, finite dust temperature and quantum Bohm potential for dust grains on the multi-component self-gravitating quantum dusty plasma. The limiting cases for Jeans instability including dust temperature and quantum Bohm potential are discussed. We found that in all the cases Jeans criterion of instability is satisfied and it is modified due to the combined effects of quantum Bohm potential and dust temperature. The presence of magnetic field has no influence on the Jeans criterion of instability. From the curves we conclude that magnetic field, dust temperature and quantum corrections all have stabilizing influence on the growth rate of Jeans instability. These parameters play an important role in the condensation of magnetized cloud of white dwarf star via the gravitational collapsing process.

References


Received May 6, 2010
Dust ion acoustic shock waves in dusty plasmas

HASSAN ALINEJAD¹, MOHAMMAD A. MOHAMMADI²

Abstract. A theoretical investigation of the one-dimensional dynamics of nonlinear electrostatic dust ion-acoustic waves in an unmagnetized dusty plasma consisting of warm ions, charge fluctuating stationary dust grains and trapped electrons has been made by the reductive perturbation technique. The basic features of dust ion-acoustic shock waves are studied by deriving the modified Korteweg–de Vries–Burgers-like equation. It is shown that the special patterns of nonlinear electrostatic waves are significantly modified by the presence of trapped electron component and dust charge fluctuations. In particular, the dust charge fluctuation is a source of dissipation, and is also responsible for the formation of the dust ion-acoustic shock waves. Furthermore, a stronger nonlinearity in comparison to the isothermal electron is found which is due to the effect of non-isothermal electrons which follows the vortex-like electron distribution. The results of the present work should help us in understanding the localized electrostatic disturbances in space and laboratory dusty plasmas.
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Theoretical model and numerical results

Shukla and Silin [1] were the first theoretically shown the existence of low frequency dust ion-acoustic (DIA) waves, whose speed is much larger (smaller) than the ion (electron) thermal speed, and a frequency much higher than the dusty plasma frequency, in a three component dusty plasma containing electrons, ions and negatively charged stationary dust. The existence of the DIA wave has been confirmed by the laboratory experiment [2]. On the other hand dust ion acoustic shock waves in dusty plasma have received a great deal of attention [3], [4]. Most of the studies up to now are restricted to the theoretical investigations on shock dynamics in a dusty plasma with isothermal electrons.
in the frame work of the Boltzmann distribution function. Of particular interest is the case that electrons interact with the DIA wave potential during its evolution, and therefore can be trapped in the wave potential. In this case, the isothermally distributed electrons often change toward trapped electron distributions. Owing to the presence of trapped particles, dusty plasmas are characterized by new, modified properties and conditions for the existence of the DIA shock waves.

In this paper, we consider a one-dimensional, collisionless and unmagnetized dusty plasma consisting of ion fluid, trapped as well as free electrons, and charge fluctuating immobile dust particles. The nonlinear dynamics of DIA waves, whose phase speed is much smaller (larger) than the electron (ion) thermal speed, propagating in such a dusty plasma system is governed by

\begin{equation}
\frac{\partial n_i}{\partial t} + \frac{\partial}{\partial x} (n_i u_i) = 0,
\end{equation}

\begin{equation}
\frac{\partial u_i}{\partial t} + u_i \frac{\partial u_i}{\partial x} + \frac{\partial \varphi}{\partial x} = -\frac{\sigma}{n_i},
\end{equation}

\begin{equation}
\frac{\partial^2 \varphi}{\partial x^2} = \mu n_e - n_i + (1 - \mu)Z_d,
\end{equation}

where \(n_i\) is the ion number density normalized by its equilibrium value \(n_{i0}\), \(u_i\) is the ion fluid speed normalized to the ion acoustic speed \(C_i = (\kappa T_{ef}/m_i)^{1/2}\), \(\varphi\) is the electrostatic wave potential normalized to \(\kappa T_{ef}/e\), and \(Z_d\) is the number of electrons residing onto the dust grain surface normalized by its equilibrium value \(Z_{d0}\). Here \(\kappa\) is the Boltzmann’s constant, \(T_{ef}\) is the constant temperature of the free electrons, \(m_i\) is the ion mass and \(\mu = n_{e0}/n_{i0}\) is the population of the background free electrons. The time and space variables are given in the units of the ion plasma period \(\omega_{pi}^{-1} = (\varepsilon_0 m_i/n_{i0} e^2)^{1/2}\) and the Debye length \(\lambda_{De} = (\varepsilon_0 \kappa T_{ef}/n_{i0} e^2)^{1/2}\), respectively.

To model the electron distribution in the presence of trapped particles, we employ the vortex-like electron distribution which solves the electron Vlasov equation. Thus, the electron number density \(n_e\) can be expressed as

\begin{equation}
n_e = \text{erfc}(\sqrt{\varphi}) e^\varphi + \frac{e^{\beta \varphi}}{\sqrt{\beta}},
\end{equation}

where \(\beta = T_{ef}/T_{et}\) is the trapping parameter describing the temperature of the trapped electrons. Equation (4) shows that electrons could interact nonlinearly with the low-frequency DIA potential during its evolution, and can be trapped in the wave potential. It should be noted here that if we neglect the resonant effects, \(n_e\) is reduced to the Boltzmann distribution function.

We note that the dust grain is charged by the plasma currents at the grain surface. It means that \(Z_d\) is not constant but varies with space and time.
We also consider a situation in which the charging current originates from the collections of electrons and ions hitting the grain surface. Accordingly, the variable dust charge \( q_d = -eZ_d \) is determined by
\[
\frac{dq_d}{dt} = I_e + I_i, \tag{5}
\]
where \( I_e \) and \( I_i \) are, respectively, the average microscopic electron and ion currents entering the dust grains. We consider a more general situation in which ions have some finite streaming speed. for such a situation the ion and electron current have the following expression.
\[
I_i = \pi r_d^2 e \left( \frac{8T_i}{\pi m_i} \right)^{1/2} n_i \left[ F_1 + F_2 \frac{e^2Z_d}{r_dT_i} \right],
\]
\[
I_e = -\gamma \left[ \left( 1 - \frac{1}{\beta^2} \right) + \left( 1 - \frac{1}{\beta} \right) (\varphi - \alpha Z_d) \right] \exp(\alpha\beta) + \exp (\beta (\varphi - \alpha Z_d)), \tag{6}
\]
where
\[
\gamma = \sqrt{8\pi r_d^2 n_{i0} \lambda_D e \sqrt{m_i/m_e} e^{-\alpha \beta}}, \quad \alpha = Z_{d0} e^2 / kT_e r_d, \quad L = -\alpha / \sigma, \quad F_1(u_0) = \sqrt{\pi} / 4u_0 (1 + 2u_0^2) \mathrm{erf}(u_0) + \frac{1}{2} \exp(-u_0^2) \quad \text{and} \quad F_2(u_0) = \sqrt{\pi} / 2u_0 \exp(u_0).
\]
Here \( r_d \) is the radius of the dust grains which are assumed to be spherical. Now, substituting (6) into (5), the normalized form of the charging equation is expressed as
\[
\frac{\partial Z_d}{\partial t} = -\gamma \left[ \left( 1 - \frac{1}{\beta^2} \right) + \left( 1 - \frac{1}{\beta} \right) (\varphi - \alpha Z_d) \right] \exp(\alpha\beta) + \exp (\beta (\varphi - \alpha Z_d)) - \pi r_d^2 e \left( \frac{8T_i}{\pi m_i} \right)^{1/2} n_i \left[ F_1 + F_2 \frac{e^2Z_d}{r_dT_i} \right], \tag{7}
\]
We now derive a dynamical equation for the nonlinear propagation of the DIA waves from the basic equations by using the reductive perturbation technique. In this case the independent variables are stretched as
\[
\xi = \varepsilon^{1/2} (x - v_0 t), \quad \tau = \varepsilon t, \tag{8}
\]
where \( \varepsilon \) is a small dimensionless parameter measuring the weakness of the dispersion and nonlinearity, and \( v_0 \) is the wave speed normalized by \( C_i \). To derive the required governing equation, we also expand the perturbed quantities \( n_i, u_i, \varphi \) and \( Z_d \) asymptotically about their equilibrium values in powers of \( \varepsilon \) including \( \varepsilon^{3/2} \):
\[
n_i = 1 + \varepsilon n_i^{(1)} + \varepsilon^{3/2} n_i^{(2)} + \ldots, \tag{9}
\]
\[
\varphi = \varepsilon \varphi^{(1)} + \varepsilon^{3/2} \varphi^{(2)} + \ldots, \tag{10}
\]
\[
u_i = u_{i0} + \varepsilon u_i^{(1)} + \varepsilon^{3/2} u_i^{(2)} + \ldots, \tag{11}
\]
\[
Z_d = 1 + \varepsilon Z_d^{(1)} + \varepsilon^{3/2} Z_d^{(2)} + \ldots, \tag{12}
\]
and develop equations in various powers of $\varepsilon$. Substituting (8) and (9)–(12) into (1)–(7) and comparing the various order in $\varepsilon$, we obtain in the lowest order

$$\omega_0 n_i^{(1)} = u_i^{(1)},$$  \hspace{1cm} (13)
$$\omega_0 u_i^{(1)} = \varphi^{(1)} + \sigma n_i^{(1)},$$  \hspace{1cm} (14)
$$\mu \varphi^{(1)} - n_i^{(1)} + (1 - \mu) Z_d^{(1)} = 0,$$  \hspace{1cm} (15)
$$\gamma_1 \varphi^{(1)} + \gamma_2 Z_d^{(1)} - \gamma_3 n_i^{(1)} = 0,$$  \hspace{1cm} (16)

where $\omega_0 = v_0 - u_{i0}$, $\gamma_1 = \gamma(1 - 1/\beta + \beta \exp(-\alpha)$, $\gamma_2 = L_2 F_2 L - \alpha \gamma(1 + \beta)$ and $\gamma_3 = L_2 (F_1 - F_2 L)$. Now, using the lowest order equations (13)–(16), we obtain the following linear dispersion relation

$$\omega_0^2 = \sigma - \frac{1 - (1 - \mu) \gamma_3/\gamma_2}{\mu - (1 - \mu) \gamma_1/\gamma_2}.$$  \hspace{1cm} (17)

Now, to the next higher order in $\varepsilon$, the basic equations provide us with a set of coupled equations for the second order perturbed quantities, which finally yield

$$\partial_\tau \varphi^{(1)} + A \varphi^{(1)}^{1/2} \partial_\xi \varphi^{(1)} = B \partial_\xi^2 \varphi^{(1)},$$  \hspace{1cm} (18)

where the nonlinear coefficient $A = -2(1 - \beta)/\sqrt{\pi}$ and the dissipation coefficient $B = \alpha_2/\alpha_1$ in which

$$\alpha_1 = \frac{2 \omega_0}{\omega_0^2 - \sigma} \left[ \frac{\gamma_1}{\gamma_2} (1 - \mu) - \mu \right],$$  \hspace{1cm} (19)
$$\alpha_2 = \frac{v_0}{\gamma_2} (1 - \mu).$$  \hspace{1cm} (20)

Equation (18) is a modified Burgers equation which includes the effects of the vortex-like electron distribution and dust charge fluctuation. It is clear that the dust charge fluctuation is a source of dissipation, and is also responsible for the formation of the dust ion-acoustic shock waves. Moreover, a stronger nonlinearity in comparison to the isothermal electron is found which is due to the effect of trapped electrons. For a frame moving with a speed $U_0$, the stationary localized solution of the modified Burger equation is

$$\varphi = \varphi_m (1 + \tanh(\chi/\lambda))^2,$$

where $\varphi_m = (3U_0/4A)^2$ and $\lambda = 4B/U_0$ are, respectively, the height and thickness of the shock waves. It is obvious that this type of shock solution arises due to the combined effects of nonlinear term (containing $A$) which
arises due to the trapped electrons, and the dissipative term (containing $B$) which arises due to the dust charge fluctuation.

To have some numerical appreciations of this work, we have numerically analyzed the shock height and the shock thickness. We have chosen the parameters corresponding to laboratory dusty plasma [5], viz, $n_{d0} = 10^5$, $T_e = 0.1$ eV, $Z_d = 10^3$ and $r_d = 5 \mu$m, which corresponds to $\alpha = 1.44$. The main results of the investigation in Figs. 1–6 are the following:

1) In Figs. 1–3, we observe that the DIA shock structures exist only with positive ($\varphi > 0$) in the plasma system under consideration.

2) The shock structures depend sensitively on the trapping parameter $\beta$. It is shown from 1 and 4 that the amplitude (width) of the shock waves increases (decreases) with increasing the trapping parameter.

3) The height (thickness) of these shock structures increases (decreases) with the increase of $\mu$ (ratio of the equilibrium electron to ion number density) and $\sigma$ (ratio of the ion and electron temperature).

![Fig. 1. Variation of the amplitude $\varphi_m$ of the DIA shock waves with $\beta$.](image1)

![Fig. 2. Variation of the amplitude of the DIA shock waves with $\mu$.](image2)
Fig. 3. Variation of the amplitude of the DIA shock waves with $\sigma$.

Fig. 4. Showing the variation of the width $\lambda$ of the shock waves with $\beta$.

Fig. 5. Showing the variation of the width $\lambda$ of the shock waves with $\mu$. 
Fig. 6. Showing the variation of the width $\lambda$ of the shock waves with $\sigma$.
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Determination of gas temperature from van der Waals broadening of atomic spectral lines in atmospheric pressure argon–neon microwave plasmas

José Muñoz, Milan S. Dimitrijević, María D. Calzada

Abstract. The use of the van der Waals broadening to measure the gas temperature in an atmospheric pressure Ar–Ne surface–wave discharge (1200 ± 1400 K) is studied comparing the obtained results with those given by the OH radical and extended to Ne proportions up to 99%. A good agreement is found between both techniques. Influence of the electron density through Stark broadening on the calculation of gas temperature is found to be negligible under our experimental conditions. Spectral line Ar I 425.9 nm is found to be the best choice for this purpose and the influence of the neon neutral has been found to be critical for evaluating gas temperature.

Key Words. Van der Waals broadening, Ar, Ne, microwave plasma, atmospheric pressure.

Introduction

In the last decades, a common characteristic of many of the applications of atmospheric pressure plasmas [1], [2] is that they use a gas mixture. In order to understand the processes taking place during these applications, it is necessary to know the kinetics of the discharge, which depends on the plasma parameters such as densities and temperatures. However, when more than one kind of gas is present the complexity of experimental determination of plasma
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parameters by spectroscopic techniques increases due to the influence of the different types of perturbers in the plasma gas, which have influence on the spectral line profiles used.

Research on van der Waals broadening, which has its origin on the dipolar interaction between an excited atom (the emitter) and the dipole induced by it over a neutral perturbing atom in the ground state, is a very important issue in recent spectroscopy studies [3] since the values of this parameter can be easily related by means of the Lindholm–Foley theory to that of the gas temperature ($T_g$), being the knowledge of the later determining on the heavy particle kinetics.

In the present work, the use of the van der Waals broadening of atomic argon lines to determine the $T_g$ in an atmospheric pressure Ar–Ne microwave plasma, taking into account both argon and neon atoms as perturbers, has been analyzed. The values of the gas temperature inferred from this broadening have been compared to those obtained from the spectra emitted by the OH molecular species in the discharges.

**Experimental**

Figure 1 shows the plasma source and the optical detection and data acquisition systems for emission spectroscopy measurements. Microwave power was provided to the plasma by a SAIREM 12 kT/t microwave generator of 2000 W maximum power in continuous mode. The discharge was contained in quartz tubes of 1.5 and 2.5 mm inner and outer radii, respectively. Several gas mixtures of high purity (99.999%) Ar and Ne were used as plasma gases keeping the same total flow equal to 0.5 slm (standard litre per minute).

![Fig. 1. Experimental Setup](image-url)
An optical fiber was used to pick up the light emitted from the discharge and drive it to the entrance slit of a 1 m monochromator (Jobin-Yvon Horiba 1000 M) previously calibrated and equipped with a 2400 grooves/mm holographic grating. In each measure, spectrums from OH radicals (306 ÷ 312 nm) were taken, as well as those of some Ar I lines. Moreover, the H_β line from the Balmer series was registered for electron density measurement. Both OH radicals and hydrogen atoms were present as impurities in the plasma gas. A Hamamatsu R928P photomultiplier (spectral interval of 200 ÷ 750 nm) was used as detector for Ar I and H_β lines, while a symphony CCD was the detector used for OH radical spectra.

Results and discussion

In atmospheric pressure plasmas spectral lines can be considered Voigt profiles stemming from the convolution of Lorentzian and Gaussian profiles originated by the different effects affecting the line shape. In our case the line profiles were deconvoluted using a commercial software (Microcal Origin Peak Fitting) to separate the Gaussian and Lorentzian broadening of the profiles. The Lorentzian width can be considered as the sum of the Stark and the van der Waals broadening under our experimental conditions. The Stark broadening of these lines was estimated using the expression given by Griem [4] for the electron density, calculated for different Ar–Ne mixtures from the H_β line using the data from [5]. In Table 1, the values of the 425.9 and 603.2 nm Lorentzian width and the Stark broadening for the studied Ar–Ne mixtures are shown. One observes that \( w_S \) is typically one order lower than \( w_L \) for both lines. Then, the assumption that \( w_L \) can be attributed mainly to the van der Waals broadening does not induce a significant error in the calculation of \( T_g \).

Table 1. Lorentzian and Stark widths of the Ar atomic lines considered in this work for several Ne concentrations

<table>
<thead>
<tr>
<th>[Ne] (%)</th>
<th>425.9 nm ( w_L ) (×10^{-2} nm)</th>
<th>425.9 nm ( w_S ) (×10^{-2} nm)</th>
<th>603.2 nm ( w_L ) (×10^{-2} nm)</th>
<th>603.2 nm ( w_S ) (×10^{-2} nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.91</td>
<td>0.03</td>
<td>3.13</td>
<td>0.30</td>
</tr>
<tr>
<td>10</td>
<td>0.92</td>
<td>0.03</td>
<td>2.96</td>
<td>0.29</td>
</tr>
<tr>
<td>30</td>
<td>0.81</td>
<td>0.03</td>
<td>2.60</td>
<td>0.26</td>
</tr>
<tr>
<td>50</td>
<td>0.78</td>
<td>0.02</td>
<td>2.36</td>
<td>0.24</td>
</tr>
<tr>
<td>70</td>
<td>0.71</td>
<td>0.02</td>
<td>1.92</td>
<td>0.19</td>
</tr>
<tr>
<td>90</td>
<td>0.60</td>
<td>0.02</td>
<td>1.42</td>
<td>0.17</td>
</tr>
</tbody>
</table>
According to the theory, (see e.g.: expression (25) in [3]), the van der Waals broadening \( w_W \) of the Ar atomic lines considered in this work can be expressed as

\[
\begin{align*}
w_W(425.9 \text{ nm}) &= \chi_{\text{Ar}} \frac{1.479}{T_0^{0.7}} + \chi_{\text{Ne}} \frac{0.932}{T_0^{0.7}}, \\
w_W(603.2 \text{ nm}) &= \chi_{\text{Ar}} \frac{4.217}{T_0^{0.7}} + \chi_{\text{Ne}} \frac{0.932}{T_0^{0.7}},
\end{align*}
\]

being \( \chi_{\text{Ar}} \) and \( \chi_{\text{Ne}} \) the volume fractions of the constituting gases (Ar and Ne) within the discharge. For a more detailed description of the theory, the reading of reference [3] is suggested.

Fig. 2. Gas temperature calculated with the van der Waals broadening of the 425.9 nm Ar atomic line a) neglecting and b) considering the influence of Ne neutral perturbers; gas temperature calculated with the OH radical is provided for comparison purposes.

Figures 2 and 3 show the values of \( T_g \) obtained using the expressions above. There, \( T_g \) values are obtained using the van der Waals broadening of Ar atomic lines considering (Figs. 2a and 3a) and neglecting (Figs. 2b and 3b) the influence of Ne neutral perturbers and are compared with those obtained using the rovibrational band (306 ÷ 312 nm) of the OH species existing in the discharge as impurities. From these figures it can be seen that it is necessary to take into account the influence of Ne neutral perturbers, especially at high Ne concentrations. It is also important to note that the first point in the figures above corresponds to the conditions of a pure Ar discharge under similar conditions to those used in [3], for which a good agreement is found (\( T_g = 1400 \text{ K} \)).

In the case of the 603.2 nm Ar atomic line it can be seen that even considering this influence of the Ne perturbers, there are some important differences for Ne concentrations above 50%. One of the possible causes for this difference can be found in [6], where it was stated that for nd–4p transitions of argon the theoretical description of the pressure broadening using a Lennard–Jones or
van der Waals potential was adequate for Ar–Ar interactions, while the theoretical predictions in the case of Ar–He or Ar–Ne interactions failed. However, it must be noticed that in their case the experimental results were overestimated respect to the theoretical predictions while in our case an overestimation of the van der Waals broadening will lead to an underestimation of gas temperature.

Conclusions

The use of the van der Waals broadening of ArI lines (425.9 and 603.2 nm) emitted by an atmospheric pressure discharge has been studied. In general, a good agreement between the results obtained using this method and those obtained from other spectroscopic methods (OH rovibrational spectra) is obtained, particularly for the 425.9 nm line. The influence of the collisions of argon excited atoms with ground state neutral atoms has been shown to be critical for the use of the van der Waals broadening for gas temperature determination purposes.
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Magneto-active laser and astrophysical plasmas

VADIM S. BElyaev\textsuperscript{2}, ANATOLY P. MATAFONOV\textsuperscript{2}

\textbf{Abstract.} The similarity of laser relativistic plasmas to astrophysical plasmas has been investigated in frames of magnetic hydrodynamics. The similarity criteria of these physical objects was determined. The results of experimental investigations of number of processes of vortex magnetic hydrodynamics in the plasmas produced by action on solid target of laser radiation intensity \( \sim 3 \times 10^{18} \text{ W/cm}^2 \) have been presented. It has shown that in the magnetic field generation conditions there are direct effective mechanism of vortical energy of electrons transformation in the energy of their translatory motion. Formation of such structure so much connected with it super strong quasi-stationary magnetic fields generation have also relativistic character. It has been shown that the lifetime of such structures may be more (> 100 times) then laser pulse duration. The obtained results indicate its possibilities and perspective for thermonuclear research. The presented results of experiments at \( 3 \times 10^{18} \text{ W/cm}^2 \) intensity favour the obtained theoretical conclusions. It is established that magneto-hydrodynamic processes in laser produced plasma realized in the conditions of huge magnetic fields on micro scale are similar of magneto-hydrodynamic processes observed in weak magnetic fields on cosmic scale.

\textbf{Key Words.} Laser relativistic plasmas, laboratory astrophysics, superstrong magnetic fields.

\section*{Introduction}

Main peculiarities that determine properties of relativistic laser plasmas are:

1. \textbf{Electrons interacting with a field of electromagnetic wave can be considered as free particles.} The potential well of an each atom is deformed very strong under the condition of above-barrier ionization, so that the energy level of the ground state is higher than the maximum
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value of the potential. As a result, an electron becomes unbound, and it can be considered as a free particle.

2. **Free electrons in relativistic laser plasmas interact only with an electromagnetic wave.** Such interaction is characteristic for electromagnetic radiation of relativistic intensity when electrons fast, in time there is less than phase of a wave gain a velocity, close to a velocity of light. The mean free path of such electrons is great, so for electrons with an energy 2 MeV ($J = 3.5 \times 10^{19} \text{ W/cm}^2$) this path is equal for aluminium of 3.7 mm. It is possible to consider that such electrons do not interact with substance if thickness of a target is less than path of their run. Interaction with an electromagnetic field of laser radiation for such electrons predominates above processes of scattering.

3. **The conservation laws and motion integrals are valid also in the range of relativistic laser intensities.** The role of the motion integrals and conservation laws increases with the laser intensity. It is explained by increasing of uncertainty in laser action, i.e. in parameters of temporal and spatial structure of focusing radiation, in particular, in phase of light wave. In this case only an application of the conservation laws (motion integrals) can describe main processes of laser–matter interaction.

1. **Spatial structure of the quasi-stationary magnetic field in laser plasmas**

The liquid model has been successfully used in plasma physics as well as in nuclear and atomic theory for long. In hydrodynamics, all motions are classified into potential and vortical ones. It can be shown that the general motion of liquid can be decomposed to rotation and potential motion. The tangential break can be considered as a vortical motion example. Decomposing, the tangential break transforms to vortical turbulent motion. This can be realized with a laser plasma at a target–vacuum or a plasma–vacuum interface, or on a smaller atomic scale.

Following [1], the magnetic hydrodynamic equation which stems from the combined Ohm’s law for plasma and associates $B$ and $V$ can be written as

$$\frac{\partial B}{\partial t} + B(\nabla \cdot V) - (B \cdot \nabla)V + (V \cdot \nabla)B = \frac{c^2}{4\pi \sigma} \nabla^2 B,$$

where electroconductivity $\sigma$ is expressed via density $n$ and mean (effective) collision rate $v_{\text{eff}}$ as

$$\sigma = \frac{ne^2}{mv_{\text{eff}}^2} = \frac{1}{4\pi} \frac{\omega_{\text{pe}}^2}{v_{\text{eff}}},$$
Consider the case of magnetic field quick rise when the inertial terms comprising the velocity in (1) can be neglected. It corresponds to the case of small values of magnetic Reynolds number

\[
Re_m = \frac{4\pi \sigma l_c v_c}{c^2} \ll 1, \quad (3)
\]

where \( l_c \) and \( v_c \) – size and velocity characteristic for the case.

Physically, it means that the matter motion has no considerable effect on the magnetic field. In this case equation (1) is reduced to the diffusion equation

\[
\frac{\partial B}{\partial t} = \frac{c^2 v_{\text{eff}}}{\omega_{\text{pe}}^2} \nabla^2 B. \quad (4)
\]

The case of large \( Re_m \) values means approach to perfectly conducting liquid, implying physically that the magnetic field lines are transported with the moving liquid, hence can be treated as “frozen-in”. However, the criterion \( Re_m \gg 1 \) cannot be considered as a magnetic hydrodynamic applicability criterion [2]. As an example, high-conductivity liquid can be taken which, though satisfying the condition, has magnetic field so weak that it makes no effect on the motion. Magnetic hydrodynamics is applicable when a sufficiently strong magnetic field is present in a liquid. This requirement is met with the Lundquist criterion

\[
L = \frac{\sigma B_c l_c}{n^{1/2} c^2} \gg 1. \quad (5)
\]

Note that the condition (5) is met quite well for the space plasma. Therefore, the superdense plasma produced by action of high-level ultrashort laser radiation on a target adequately reproduces the space plasma conditions and can model the physical processes going on space scales [3].

It should be noted that the Lundquist criterion is determined by the product \( B_c l_c \) which has a dimension of the vector potential. In the case of electromagnetic radiation this quantity is proportional to the value of the vector potential. It is possible to say that the Lundquist criterion is the criterion of similarity for processes with the same value of the vector potential at other similar conditions. This fact allows us to generalize processes in laser plasma taking place in micro scale to much large scales, up to cosmic distances. It is important the correctness of the opposite modeling of large scale phenomena by processes which occur in spot of laser radiation, i.e. in laser plasma. Thus, the above circumstance results in importance and practical great value of investigations of atomic and nuclear processes in laser relativistic plasma.

Thus, it was found that under the conditions of applicability of magnetohydrodynamics, at large values of magnetic Reynolds number in laser plasma, and under the conditions of applicability of London’s equation, vortex electron
structures are produced; their properties are identical to properties of vortexes in classical hydrodynamics.

The condition $Re_m \gg 1$ corresponds to the case, when magnetic force lines move together with the particles of vortex structure; they can be considered as “freezing” lines. Analogous phenomena occur at large astrophysical scales. According to [4], if plasma eruption takes place on the Sun (this is a cloud of hot gas with the infinite conductivity), then the magnetic field moves together with plasma and is ejected from the Sun into the interplanetary space. Due to the stability of such magnetized vortex matter they can overcome large distances and produce, in particular, magnetic thunderstorms on the Earth.

Intense investigations devoted to the determination of the value and spatial configuration of quasi-static magnetic fields in various regimes of the target irradiation are carried out during last eight years. Mechanisms of generation of these magnetic fields and of their influence upon plasma parameters are developed. The magnetic field is considered as quasi-static one when it varies slowly during one period of the laser pulse.

Quasi-static magnetic fields with the magnetic displacement of the order of $10^7 \div 10^8$ G are of a great importance due to problem of the laser fusion, since these fields can be used as magnetic traps for thermal insulation of nuclear fuel from the walls of the set. These magnetic fields are produced in plasma near its critical surface where laser frequency coincides with the plasma frequency. Super-intense quasi-static magnetic field was measured on the laser facility “Vulcan” (Great Britain) in 2002. The laser wavelength was 1.05 μm, the maximum pulse intensity in the focus was of $9 \times 10^{19}$ W/cm², and the pulse duration was about of one picosecond. Laser beam was focused on the surface of the thin (about of 0.1 ÷ 1 mm) solid target. The measured quasi-static magnetic field was about of $3.4 \times 10^8$ G. This value is nearly of the oscillating magnetic field of the laser pulse.

2. Vortex potential character of magnetic field generated in laser plasma

The motion of plasma matter together with the transport processes of charged particles in laser plasma result in correlation between problems of dynamics of laser plasma and problems of mechanics of continuous medium. This correlation of electromagnetic and hydrodynamic phenomena is investigated by methods of the magnetohydrodynamics under the conditions of decisive role of super-intense magnetic fields generated in laser plasma.

The magnetohydrodynamics allows us to describe processes of generation of such fields, their transformations and related transport processes.

The real vortexes in mechanics of continuous medium are described well using three Helmholtz theorems [4].
The first theorem determines the strength of the vortex tube,
\[ \Omega = \text{rot} \, V, \]  
and states that the strength of the vortex tube is the same along the tube, and it is of characteristic for a given tube.

The field lines along the direction of the vector \( \Omega \) are called the vortex lines; their density in a given region is proportional to the value of \( \Omega \). The vortex tube is produced from vortex lines that go through all points of closed curve (which is not a vortex line itself) [4].

The second Helmholtz theorem is expressed by continuity equation, and it follows directly from the continuity of the field strength \( \Omega \) and conservation law for the strength of vortex tubes. From the physical point of view, it means that vortex tubes cannot begin and finish inside the medium; these vortex tubes can be closed curves, or they can begin and finish on the borders of the moving medium, or they can go to infinity for unlimited media.

The potential vortex presents good description of the observed vortex. Uniform rotation is unfit for description of the observed vortex. The velocity inside the observed vortex is high and outside of it is small, while the inverse statement is valid for the case of the uniform rotation. Oppositely, the potential vortex gives the good description of the observed vortex. It is determined by expressions
\[ V_r = 0, \quad V_g = \Omega \cdot \frac{S}{2\pi r}, \]  
or in Cartesian coordinates
\[ V = \frac{\Omega S}{2\pi r}. \]

The third Helmholtz theorem is expressed by the formula
\[ \frac{\partial \Omega}{\partial t} + \text{rot} \left[ \Omega \times V \right] = 0. \]  

H. Helmholtz described this theorem by words: vortex lines are moving together with the liquid. This means that the vortex contains the same particles for any time instance. The example of such a vortex is the smoking ring produced by a smoker. The smoking ring is the torus from the vortex lines. According to Eq. (6) these vortex lines describe also the velocity circulation. Since according to the third Helmholtz theorem vortex lines of \( \Omega \) are transferred together with the liquid, then they move forward with the velocity \( V \), i.e. along the direction which puts right screw with \( \Omega \). Velocity of the vortex is
\[ \frac{dr}{dt} = \frac{W \times \Omega}{\Omega^2}. \]
When $W = v^2/r$, $\Omega = v/r$, and $W \perp \Omega$, one obtains

$$\frac{dr}{dt} = v. \quad (11)$$

The mechanics of continuous medium considers dynamics and stability of vortex flows in liquids (gases). When the liquid is viscous, or the motion does not satisfy the condition of barotrophy $p = p(\rho)$, or the external mass forces are not potential, or the continuity of velocity fields is violated, vortexes in liquid can appear and disappear [4]. It follows from the Maxwell equations and the equation which connects magnetic field with the motion of a matter.

$$\text{rot}(v \times B) + \frac{c^2}{4\pi \sigma} \Delta B - \frac{\partial B}{\partial t} = 0 \quad (12)$$

The parameter $c^2/4\pi \sigma$ has the dimension of the coefficient of kinematic viscosity; it is called the coefficient of magnetic viscosity

$$\nu_m = \frac{c^2}{4\pi \sigma}. \quad (13)$$

The dimensionless parameter $VL/\nu_m$ ($L$ is the typical length) is called the magnetic Reynolds number

$$Re_m = \frac{VL}{\nu_m}. \quad (14)$$

When the Reynolds number is small, the first term in Eq. (12) is negligibly small in comparison with the second term; then Eq. (12) becomes the diffusion equation

$$\Delta B = \frac{1}{D} \frac{\partial B}{\partial t}, \quad (15)$$

where the diffusion coefficient $D$ is equal to the coefficient of magnetic viscosity, Eq. (13). The estimation of various terms in Eq. (12) is made by the method of estimations in magnetohydrodynamics based on the typical values of the velocity $V_c$, magnetic field $B_c$ and linear dimensions of the considered phenomenon $l_c$:

$$|\text{rot}(v \times B)| = \frac{V_c B_c}{l_c}, \quad (16)$$

$$|\Delta B| = \frac{B_c}{l_c^2}. \quad (17)$$

This method of estimation for terms in differential equation based on substitution of differentiation over coordinates by dividing by a typical length, is very useful and is applied often in practice. However, as it mentioned in [2], this method is very rough and it can be used sometimes with great caution.
In the case of large value of the magnetic Reynolds number the Eq. (12) reduces to the form

\[ \frac{\partial \omega_c}{\partial t} + \text{rot}(\omega_c \times v) = 0. \]  

(18)

It is identical to Eq. (9) which determines the vortex in a liquid according to the third Helmholtz theorem about vortexes, with the substitution \( \Omega \) by the quantity \( \omega_c = eB/mc \) that is the cyclotron frequency for electron rotation in magnetic field.

![Fig. 1. Stages of evolution of laser plasma; a) I-st stage – vortex electron structure is produced in anomaly skin-layer in order to carry magnetic field; b) II-nd stage – ions are involved in vortex motion, they are decelerated in target with loss and acquire of new ions by vortex structure; c) ions are not disappeared due to their deceleration in a layer which is less than absorption length in a matter; d) propagation of quasi-neutral potential plasma vortex in a space](image)

The condition \( Re_m \gg 1 \) corresponds to the case, when magnetic force lines move together with the particles of vortex structure; they can be considered as “freezing” lines. Analogous phenomena occur at large astrophysical scales. According to [4], if plasma eruption takes place on the Sun (this is a cloud of hot gas with the infinite conductivity), then the magnetic field moves together
with plasma and is ejected from the Sun into the interplanetary space. Due to the stability of such magnetized vortex matter they can overcome large distances and produce, in particular, magnetic thunderstorms on the Earth.

Let us estimate the velocity of the considered electron vortexes. The equation

$$E = -\frac{v}{c} \times B$$

is valid in a medium with the infinite conductivity which moves with the velocity $v$ in the reference system of the observer. The expression for the velocity coincides with the velocity of electric drift of a charged particle in electric and magnetic fields which are perpendicular to each other.

Let us remark one peculiarity. The ion velocity and the ion free path are small in the process of ion motion. Ions are decelerated in a target; then new ions take their place, and finally the whole vortex structure occurs on the rear side of the target. If $l_i$ is the depth for ion deceleration, the last ions propagate together with electrons producing quasi-neutral potential plasma vortex (see Fig. 1).

The drift motion does not produce the electric current and charge separation, since particles with positive and negative charge drift in the same direction with the same velocity. Thus, drift produces motion of neutral plasma. Plasma magnetization results in small divergence of these flows. It is explained by a stability of vortex quasi-neutral structures as quasi-particles (or mesostructures according to classification in plasmadynamics). Some recent publications report about experimental confirmation of generation of magnetized toroidal plasma structures. Ring-shaped proton flows with small divergence were observed [6], [7]. The magnetic field of about 100 MG has been measured by direct spectral method on large distance (several hundreds of microns) from the target surface [9].

![Fig. 2. The photo of the track detector CR-39 covered by 11 mm Al filter; detector CR-39 shows the tracks of protons with energies $E_p > 0.8$ MeV and $\varphi_{1/2} \approx 14^\circ$ (cone half angle)](image-url)
Our experiments at the peak laser intensity of $3 \times 10^{18}$ W/cm$^2$ allows us to observe on the rear side of thin (30 µm) titanium target clear ring-shaped structures by the proton detector CR-39 placed on a distance of 20 mm. Photo of ring-shaped proton structure is presented in Fig. 2, and proton distributions with the energy of 2.5 MeV are presented in Fig. 3. The divergence of the proton beam is $\varphi_{1/2} \approx 14^\circ$ [9].

Let us make the conclusions from the above consideration. Super-intense intensity of laser radiation and its ultra-short duration result in effective collisionless mechanism of direct transfer of momentum and angular momentum from electromagnetic radiation to charged particles – electrons and atomic ions. The plasma evolution contains strongly pronounced two stages. During the first stage the toroidal electron structure is produced on the depth of anomaly skin-layer. This is potential vortex determining spatial structure of electromagnetic quasi-stationary fields generated in laser plasmas. The requirement of relativistic invariance results in drift of these fields and electrons with the same velocity. Their collisionless motion occurs due to transfer of momentum of electromagnetic field produced in plasma. Ions and electrons together form quasi-neutral toroidal structure – magnetized plasma which moves with constant velocity as the whole. This velocity is equal to velocity of the electric drift. The drift velocity can increase significantly under condition of development of pinch-effect up to relativistic values. Respectively, not only electron velocity, but also the velocity of heavy positively charged atomic ions can increase up to relativistic values [10].
3. Values, lifetimes and increment of magnetic fields generated in plasmas

Equations describing quasi-stationary magnetic fields which are generated in laser plasmas can be derived from the conservation law for generalized momentum

\[ \vec{P} = m\vec{v}\gamma - \frac{e}{c}\vec{A}. \]  

(20)

Here \( \vec{A} \) is the vector-potential of an electromagnetic wave.

Here we present the quantitative estimates of the values, stability and lifetimes of magnetic fields based on above considered qualitative analysis of electron vortex structures in plasma. From law for generalized momentum (20) accepting \( \vec{P} = 0 \) — next equation for the density of current generated in plasma \( \vec{j} = n_e e\vec{v}\gamma \) follows

\[ \vec{j} = -\frac{n_e e^2}{mc}\vec{A}, \]  

(21)

which is known as Londons’ equation — the basic equation of an electrodynamics of superconductivity [11]. Londons’ equation, it is possible to show, immediately follows from a requirement of interaction of electrons only with an electromagnetic wave. Londons’ equation (21) states equality of vectors of an electric current \( j \), induced in plasma and a vector of potential \( \vec{A} \) describing an electromagnetic wave, acting on electrons. The equality of these two vectors means equality of their various derivatives, and also identity of their fields. The rotational field of vector potential \( \vec{A} \) is transformed at interaction with electrons to a rotational current \( \vec{j} \).

Occurrences in description of laser relativistic plasma Londons’ equation as a corollary of a law of conservation of momentum stipulates a series of its unique properties, first of all generation of quasistationary superstrong magnetic fields.

Avoiding the occupied term of “superconductivity” where Londons’ equation plays a key role, for laser relativistic plasma in which Londons’ equation also is fulfilled, use the term “Londons’ medium” [12]. Effectiveness of transformation of a laser energy of the electromagnetic wave described by a vector potential \( \vec{A} \), in electronic structure with currents \( \vec{j} \) is determined by an integral of an energy of interaction of these physical quantities:

\[ U_{\text{int}} = \frac{1}{c} \int \vec{A}\vec{j} \, dy. \]  

(22)

In case of Londons’ plasmas, i.e. realizations of a requirement (21) equalities (proportionality) of magnitudes and this integral has maximum value and can be noted in the form of

\[ U_{\text{int}} = \frac{1}{c} \frac{n e^2}{m c} \int A^2 \, d\nu = \frac{4\pi n e^2}{m \omega^2} \int \frac{B^2}{4\pi} \, d\nu, \]  

(23)
or \( U_{\text{int}} = (\omega_{pe}/\omega)^2 \varepsilon_{\text{laz}} \), where \( \omega_{pe} = \sqrt{4\pi ne^2/m} \) — an electron plasma frequency, \( \varepsilon_{\text{laz}} \) — an energy of laser radiation.

The equality of an energy of laser radiation of an energy of current structure or energy of the magnetic field generated in plasma, is reached under condition of

\[
\omega_{pe} = \omega, \tag{24}
\]

which is a condition of optimum transmission of a laser energy in an energy of a magnetic field generated in plasma. In the case of laser wavelength of \( \lambda = 10^{-4} \) cm the optimal electron number density determining \( \omega_{pe} \), is equal to \( n = 10^{21}, \text{cm}^{-3} \). This is the number density of the vortex structure producing the magnetic field.

Taking into account high efficiency of transformation of laser energy into the energy of the magnetic field, we can estimate the maximum value of the magnetic field generated in plasma from the condition

\[
\frac{B_{\text{max}}}{8\pi} = \frac{J}{c}, \tag{25}
\]

Hence,

\[
B_{\text{max}} \approx 93 \sqrt{\frac{J}{10^{18}}}, \tag{26}
\]

where \( B_{\text{max}} \) is given in MG, and the laser intensity \( J \) is given in W/cm\(^2\). In [13] experimental confirmation of Eq. (26) is contained.

Now we consider the estimate for the increment of the magnetic field. The equation for ionization process is of the general form

\[
\frac{dj}{dt} = \omega_i, \tag{27}
\]

where \( \omega_i \) is the ionization rate.

Taking into account that the current \( j \) is proportional to the vector potential \( A \) (London’s equation) and the relation \( B = \text{rot} A \) we can transform this relation into the equation

\[
\frac{dB}{dt} = \omega_i B. \tag{28}
\]

It follows from this equation that the increment of the magnetic field is equal to the ionization rate and

\[
B = B_0 \exp(\omega_i t). \tag{29}
\]

The ionization rate is larger than the plasma frequency, as a rule, by one–two decimal orders. Therefore according to Eq. (28) the magnetic field increases faster than, for example, in the case of the Weibel instability [14].
Let’s estimate a lifetime of the considered magnetic fields generated in laser plasma. This time can be obtained as time $T$ of transient with a modification of an energy $\varepsilon$ of system of common type as it is made in Lyapunov’s theory

$$\frac{1}{\varepsilon} \frac{d\varepsilon}{dt} = \frac{2}{T},$$

(30)

where $d\varepsilon/dt \approx \Delta\varepsilon/\Delta t$ — a velocity of a modification of an energy. From here lifetime $T$ is determined as

$$T = 2\frac{\varepsilon}{\Delta\varepsilon} \Delta t.$$

The modification of an energy $\Delta\varepsilon$ for electronic rotational structure with a magnetic field can be presented in the form of $\Delta\varepsilon = \Delta\varepsilon_{\text{field}} + \Delta\varepsilon_{\text{rad}}$, where $\Delta\varepsilon_{\text{field}}$ — losses of an energy of a magnetic field, $\Delta\varepsilon_{\text{rad}}$ — losses of an energy due to radiation losses. It is possible to show, as $\Delta\varepsilon_{\text{field}} \gg \Delta\varepsilon_{\text{rad}}$ and $\Delta\varepsilon \approx \Delta\varepsilon_{\text{field}}$. Time $\Delta t$ for which happens losses of an energy $\Delta\varepsilon$, it is possible to estimate as the characteristic time of anomalous Bohm’s diffusions as fastest process of a drift of particles from area of a magnetic field $\Delta t = \lambda^2/D$, where $\lambda$ — a wave length of radiation (the characteristic scale of process), $D \approx 1 \text{ m}^2/\text{s}$ — coefficient of Bohm’s diffusion [9].

Let’s suppose, according to the previous deductions an energy of the laser radiation, an equal energy of a generated magnetic field, we shall take $\lambda = 10^{-4} \text{ cm}$ and an estimate $\Delta\varepsilon/\varepsilon$ for small group of monoenergetic electrons of description of the experiments [10], equal $\Delta\varepsilon/\varepsilon \approx 10\%$. We shall gain a lifetime of magnetic field $T = 20 \text{ ps}$. This time does not depend on duration of laser action and can exceed it on one-two order. For this reason the superstrong magnetic fields generated in laser plasma, term quasistationary.

The obtained theoretical results are in good agreement with results of our recent experiments.

4. Experimental results

Results of experimental investigations:

- **Laser facility “Neodymium”**. Its power is of 10 TW, the radiation intensity is up to $3 \times 10^{18} \text{ W/cm}^2$, the pulse duration is 1.5 ps, the wavelength is 1.055 m. The facility is provided with a complex for measurements and control of parameters of laser radiation and diagnostic of atomic and nuclear processes in laser plasmas (parameters of X-ray, $\gamma$-radiation, yields of neutrons and charged particles) [10].

- **Generation of super-strong magnetic fields**. We suggested and checked experimentally the direct spectral method for measurements of values of super-strong magnetic fields generated in laser plasmas.
This method is based on the observation of resonance interaction between the Landau levels in magnetic field and energy levels of plasma ions. The value of the magnetic field is of about 40 MG at the laser intensity of $2 \times 10^{17}$ W/cm$^2$ and of about 60 MG at the laser intensity of $3 \times 10^{17}$ W/cm$^2$. The approach for control of generation of super-strong magnetic fields in laser plasmas has been checked using the method of interferometry of chirped laser pulses [8].

- **The effective temperature and the directed motion of fast atomic ions in laser picosecond plasmas.** Results are based on the measurements of the Doppler spectra of fluorine hydrogenlike ions (the target is the plates from fluoride plastics with the thickness of 200 µm). The important peculiarity of the energy distribution of fast ions is their slow decreasing up to the energy of 1.4 MeV at the laser intensity of $2 \times 10^{18}$ W/cm$^2$; the effective temperature of fast ions is of the order of 350 keV. The directed motion of fast ions inside the target has been observed using red shift of the Doppler profile of the $L_{\gamma\alpha}$ line [16].

- **Generation of MeV-energy γ-quanta.** The photo-nuclear reactions $^9$Be($\gamma$,n)$^2\alpha$ with the threshold energy of 1.67 MeV as well as $^{18}$Ta($\gamma$,n)$^{180}$Ta with the threshold energy of 7.56 MeV have been used for investigation of generation of MeV-energy γ-quanta. Accordingly, we observed the generation of $10^8$ γ-quanta with the energy higher than 1.67 MeV, and $10^3$ γ-quanta with the energy higher than 7.56 MeV [17].

- **The neutron-less fusion reaction** $^{11}$B(p,$\alpha$)$^{2}\alpha$. For the first time the yield of alpha-particles in neutron-less fusion reaction $^{11}$B + p in laser plasmas has been observed. The yield of α-particles was of $10^3$ particles per laser pulse. We found also the energy spectrum of α-particles which contains the maxima at the energies of 3 ÷ 4 MeV and 6 ÷ 10 MeV. We did not observe neutrons at simultaneous registration [18].

- **Investigation of the fusion reactions based on the perspective nuclear fuels DD, D$^6$Li, D$^3$He, H$^7$Li.** Results are presented for detailed investigation of the fusion reaction D(d, n)$^3$He in laser picosecond plasmas. Both solid targets ($\rho \approx 1$ g/cm$^3$) (CD$_2$)$_n$, BeD, TiD, and foam targets ($\rho = 0.01 \div 0.05$ g/cm$^3$) (CD$_2$)$_n$ had been used. We measured the dependence of the neutron yield on the p- or s-polarization of laser radiation and on the laser contrast in various temporal ranges between 1 ps and 10 ns. The perspective fusion reactions $^6$Li(d, $\alpha$)$^4$He, $^3$He(d, p)$^4$He, and $^7$Li(p, $\alpha$)$^4$He were investigated in our experiments [19]. We measured the energy spectra of α-particles and protons, containing the peaks: 1) at the energy of 11 MeV for the fusion reaction $^6$Li(d, $\alpha$)$^4$He, 2) at the energy of 9 MeV for the fusion reaction
$^7\text{Li}(p,\alpha)^4\text{He}$, at the proton energy of 3.7 MeV for the fusion reaction $^3\text{He}(d,p)^4\text{He}$, and 4) at the proton energy of 14.7 MeV for the fusion reaction $^3\text{He}(d,p)^4\text{He}$ [19].

- **Generation of fast protons.** The nuclear exchange reaction $^7\text{Li}(p,n)^7\text{Be}$ with the threshold energy of 1.88 MeV has been used for investigation of generation of fast protons. It was shown that of about $10^8$ fast protons are produced in laser plasma with the energy higher than the threshold energy [10], [20].

- **Investigation of energy spectra of fast protons.** It follows from obtained energy spectra that the proton beams observed by CR-39 detectors which are placed behind the target exceed significantly the proton beams observed before the target (i.e. irradiated oppositely the laser beam). The maximum proton beam with the energy in the range of $0.8 \div 2.5$ MeV was of $10^9$ per one steradian and per one shot of laser pulse. The anisotropy in the proton yield disappears at the decreasing of the laser intensity up to $5 \times 10^{17}$ W/cm$^2$; the protons beam diminished up to $10^3$ per steradian [10].

- **Investigation of spatial and angular distribution of fast protons.** We considered the targets from Ti and Cu foils with the thickness of 25 and 30 $\mu$m. It was shown that the divergence angle for protons ejected forward normal to the rear side of the target is $\varphi_{1/2} = 26^\circ$ for Ti foil, and $\varphi_{1/2} = 14^\circ$ for Cu foil. The ring structures can be seen on CR-39 detectors; they are produced by proton beams with the energy less than 2.5 MeV. Protons with the energy higher than 2.5 MeV present narrow collimated beam with the divergence angle of $\varphi_{1/2} = 3^\circ$. Inside this narrow collimated beam with the divergence angle $\varphi_{1/2} = 3^\circ$ we observed well collimated proton beams with the divergence angle of $\varphi_{1/2} = 0.1^\circ \div 0.3^\circ$.
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Developing the numerical model for studying laser-compression of magnetized plasmas
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Abstract. The magneto-inertial (hybrid) approach to nuclear fusion is considered. Numerical simulation of radiation magneto-gas dynamic processes in the interaction of laser beams with a dense magnetized plasma (target) is created. A new quasi-monotone numerical method and model for laser driven implosion of magnetized target (laser driven magneto-inertial fusion) is proposed. Distinctive features of this problem are the presence of initial seed field (the imposed pulse magnetic field) and compression of a magnetic flux by laser beams (laser driver). The task for plasma formation and laser induced compression of magnetized target is formulated. Detailed numerical models of laser-driven magnetic flux compression and the pulsed high-temperature processes in two dimensions are developed.
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Introduction

Magneto-inertial fusion (MIF) [1], [2], [3] represents evolution of traditional inertial confinement fusion with elements of magnetic confinement fusion, i.e. the concept with plasma of high density \( n \geq 10^{25} \text{m}^{-3} \) in ultrahigh magnetic fields \( B \geq 100 \text{T} \). High-convergence uniform implosion and properly synchronized laser beams (laser intensity \( \geq 10^{20} \text{W/m}^2 \)) are assumed. Presence of a magnetic field reduces the heat conductivity and plasma should be at thermonuclear temperatures for only microseconds. Magneto-inertial approach has two main advantages compared to inertial confinement fusion (ICF) and magnetic confinement fusion (MCF): magnetic insulation + dense plasma
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at modest requirement for confinement time and driver energy than in MCF and ICF.

Table 1 consists of main parameters of plasma confinement fusion concepts. Second and third columns show the particle and energy confinement. Plasma density together with the energy confinement time represent $n\tau_E$ parameter of the fusion plasma, that can be calculated easily for MIF $n\tau_E \geq 10^{20} \text{s/m}^3$. Typical areal mass density or the density-radius product $\rho R$ is presented in the last column. Should be noted, that $\rho R$ depends on the drive mechanism, e.g. for plasma liner (plasma jet driver) it will be less than for laser system.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Particle</th>
<th>Energy</th>
<th>Plasma density</th>
<th>Time $\tau_E$</th>
<th>$\rho R$ [kg/m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICF</td>
<td>Inertial</td>
<td>Inertial</td>
<td>$\sim 10^5$ kg/m$^3$</td>
<td>$\sim 10$ ps</td>
<td>$\sim 10$</td>
</tr>
<tr>
<td>MIF</td>
<td>Inertial</td>
<td>Magnetic</td>
<td>$\sim 1$ kg/m$^3$</td>
<td>$\sim 100$ ns</td>
<td>0.01-1</td>
</tr>
<tr>
<td>MCF</td>
<td>Magnetic</td>
<td>Magnetic</td>
<td>$\sim 10^{21}$ m$^{-3}$</td>
<td>$\sim 1$ s</td>
<td>—</td>
</tr>
</tbody>
</table>

An embedded magnetic field is compressed along with the target plasma to achieve magnetic insulation. Plasmoid target envisaged is compact toroid having closed magnetic flux surfaces, such as field reversed configuration (FRC) or spheromak, or target with open field area, such as a mirror trap [4] or cusp [5]. Current drive in a dense plasma using lasers beams may also be used to create seed fields and preheat fuel in the target plasma [6].

Interaction of high energy laser pulses with a magnetized target presents symmetrical implosion of the magnetic field configuration by laser beams [7]. The pre-seeded initial magnetic field can be generated by two high-current loops (see Fig. 1). Typical ICF target may be used for laser driven magneto-inertial fusion (LDMIF) with pre-seeded (initial) magnetic field. The apparatus for generating a seed magnetic field of the order of $10^{15}$ T has been developed and tested successfully [8].

The implosion scheme is following: the spherical target (plasma of magnetic field configuration) compressed under laser beams. An imploding target traps and amplifies a pre-seeded magnetic flux. The distribution of the electromagnetic field in space at a late stage of compression is close to quasi-spherical (due to frozen fields in the plasma and the spherical nature of the compression). In this case, end losses of particles are negligible compared with the number of particles inside the irradiated target. We design the simulations to be relevant to the geometries of cylindrical and spherical targets – Nonstationary Instruments and Codes for fusion Applications (NICA).
Numerical simulation model, which is presented in the paper and intended for interpretation of available experimental data, and also for prediction various characteristics of the interaction, is constructed on the basis of the equations of multi-species two-temperature radiative gasdynamics in view of electromagnetic fields and turbulence of plasma. Radiation transfer is considered within the framework of multi-group approach. System of equations of the two-temperature radiation magnetogasdynamics (RMGD) are supplemented with the equations describing processes of heating of plasma under action of laser radiation. It consists from quasi two dimensional equation of heat conductivity in moving system of coordinates in perpendicular direction to surface of the target. The system of the equations also contains kinetic equations for particles in fusion reaction.

It is known, that there are a lot of different physical processes under interaction of intense ($10^{18} \div 10^{20} \text{ W/m}^2$) laser beam with target plasma. Burning plasma parameters can be produced when the laser-target interaction conditions approach the magneto-inertial fusion requirements.

This work is devoted to the simulation of laser beams interaction with an axisymmetric dense plasma. For this reason the numerical model of the process is based on the multi-component radiative gas dynamics with turbulence model. The radiation transfer is taking into account in multi-group diffusive approach. The main distinguish of this proposed model is the presence of the externally applied magnetic field.

The goal of the investigation is complex numerical research and optimization of the pulsed high-temperature processes in a dense magnetized plasma (target). Distinctive feature of this problem is the presence of initial seed fields (the imposed external pulse magnetic field) and compression of a magnetic flux by laser beams (laser driver).

Fig. 1. Scheme of quasi-spherical implosion of target with pre-seeded magnetic field by high energy laser pulses (laser driven magneto-inertial fusion): 1—magnetic coils, 2—target, 3—laser beams
The configuration of pre-seeded magnetic field used in the experiments [4] is close to solenoid-like, which is far from optimal because of large particle losses from the solenoid ends. We propose to use the cusp configuration of the pre-seeded magnetic field [5]. The cusp configuration (see Fig. 2) provides better confinement of the fast charged particles than the configuration used in [4], [8]. It also provides implosion that close to spherical. Like in the experiments the pre-seeded magnetic can be easily generated by two oppositely directed high-current loops.

![Fig. 2. Initial configuration of magnetic field in the target](image)

**Government equations**

To describe the hole class of fluxes the equations should be converted to dimensionless form, using following values: characteristic size \( L \) and characteristic time \( t \). Let us introduce following designations for dimensionless values [9]:

\[
t = V_s \bar{t}/L_s, \quad \xi = \bar{\xi}/L_s, \quad \eta = \bar{\eta}/L_s, \quad V_\xi = \bar{V}_\xi/L_s, \quad V_\eta = \bar{V}_\eta/L_s, \quad u = \bar{u}/V_s, \quad v = \bar{v}/V_s, \quad T = \bar{T}/T_s, \quad e = \bar{e}/e_s, \quad \rho = \bar{\rho}/\rho_s, \quad P = \bar{P}/P_s, \quad \mu\Sigma = \bar{\mu}\Sigma/\mu_s, \quad \lambda\Sigma = \bar{\lambda}\Sigma/\lambda_s, \quad \gamma = C_{\rho s}/C_{V_s}, \quad q = \bar{q}/q_s, \quad \omega = \bar{\omega}/\omega_s, \quad B = \bar{B}/B_s, \quad E = \bar{E}/E_s.
\]

We use additional algebraic connectivity between characteristic quantities \( t_s = L_s/V_s, \) \( e_s = C_{V_s}T_s = V_s^2, \) \( P_s = \rho_sV_s^2, \) \( q_s = P_sV_s, \) \( E_s = B_s \) and in this case the Euler’s number \( Eu = P_s/\rho V_s^2 \) and temperature factor \( \Theta = V_s^2/e_s \) have simplified forms \( Eu = 1, \) \( \Theta = 1. \) The ionization energy of the “average ion” may be approximated by [10]

\[
I(Z_i) = 13.8 \left[ \frac{Z_i^3}{3} + \frac{Z_i^2}{2} + \frac{Z_i}{6} \right] \left( 0.85 + 0.15Z_i^{2/3} \right), \text{[eV]}
\]

where \( Z \) is the nucleus charge. In the numerical calculations of the nonequilibrium plasma composition under conditions of high temperatures is justified, because distribution in different degrees of ionization is sufficiently narrow.

Fractional-rational form of the function \( I(z) \) is an adequate to rigid method for integrating the equations of which allow to calculate the nonequilibrium
plasma [11]. Of course, one can use other models for transport coefficients and $I(z)$ [12], which will be discussed in later papers.

The plasma dynamic processes in laser-induced plasma may be described in the framework of system of two-temperature, single-fluid, viscous, radiation plasma dynamics equations. In dimensionless form they are

\[
\frac{\partial \rho}{\partial t} + \frac{d\xi}{dt} \frac{\partial \rho}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial \rho}{\partial \eta} + \frac{1}{J} \frac{\partial (J \rho \xi)}{\partial \xi} + \frac{1}{J} \frac{\partial (J \rho \eta)}{\partial \eta} = -\alpha \frac{\rho u}{r},
\]

\[
\frac{\partial \rho u}{\partial t} + \frac{d\xi}{dt} \frac{\partial \rho u}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial \rho u}{\partial \eta} + \frac{1}{J} \frac{\partial (J \rho u \xi)}{\partial \xi} + \frac{1}{J} \frac{\partial (J \rho u \eta)}{\partial \eta} = -\xi_r \frac{\partial P}{\partial \xi} - \eta_r \frac{\partial P}{\partial \eta} - \alpha \frac{\rho w u}{r} + \frac{S_r}{Re} + \frac{L_s}{c} [j \times B],
\]

\[
\frac{\partial \rho v}{\partial t} + \frac{d\xi}{dt} \frac{\partial \rho v}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial \rho v}{\partial \eta} + \frac{1}{J} \frac{\partial (J \rho v \xi)}{\partial \xi} + \frac{1}{J} \frac{\partial (J \rho v \eta)}{\partial \eta} = -\xi_z \frac{\partial P}{\partial \xi} - \eta_z \frac{\partial P}{\partial \eta} - \alpha \frac{\rho w v}{r} + \frac{S_z}{Re} + \frac{L_s}{c} [j \times B],
\]

\[
\frac{\partial \rho e}{\partial t} + \frac{d\xi}{dt} \frac{\partial \rho e}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial \rho e}{\partial \eta} + \frac{1}{J} \frac{\partial (J \rho e \xi)}{\partial \xi} + \frac{1}{J} \frac{\partial (J \rho e \eta)}{\partial \eta} = -P \left\{ \frac{\partial (J V \xi)}{\partial \xi} + \frac{\partial (J V \eta)}{\partial \eta} \right\} - \alpha \frac{\rho e u}{r} - \alpha \frac{\rho e v}{r} + \frac{S_e}{Re} + \frac{L_s}{V_s} (jE),
\]

\[
S_e = \frac{(\mu^+_{\Sigma} + \mu^\perp_{\Sigma})}{2} D + \frac{\gamma}{Pr} \text{div} \left( \sum_k \left[ \lambda^+_{k,\Sigma} \text{grad} T_k \right] \right) + \frac{Re t_*(\rho_0 e_*)}{(\rho_* e_*)} Q_L + \frac{Re t_*(\rho_0 e_*)}{(\rho_* e_*)} Q_{Fus},
\]

\[
\frac{\partial \rho e_i}{\partial t} + \frac{d\xi}{dt} \frac{\partial \rho e_i}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial \rho e_i}{\partial \eta} + \frac{1}{J} \frac{\partial (J \rho e_i \xi)}{\partial \xi} + \frac{1}{J} \frac{\partial (J \rho e_i \eta)}{\partial \eta} = -\frac{P_i}{J} \left\{ \frac{\partial (J V \xi)}{\partial \xi} + \frac{\partial (J V \eta)}{\partial \eta} \right\} - \alpha \frac{\rho e_i u}{r} - \alpha \frac{\rho e_i v}{r} + Q_{ei} + Q_{Fus},
\]

\[
[j \times B]_r = j_\varphi B_z, [j \times B]_z = -j_\varphi B_r, (jE) = j_\varphi E_\varphi,
\]

where $k = (e, i)$ are indexes, corresponding to electrons and ions, $S_e$ is the volume power flux due to friction work $D(\mu^+_{\Sigma} + \mu^\perp_{\Sigma})/2$ ($D$ is the dissipative function), thermal conduction processes $\text{div}(\sum_k [\lambda^+_{k,\Sigma} \text{grad} T_k]) \approx \text{div}(\lambda^+_{e,\Sigma} \text{grad} T_e)$ and energy-release $Q_L$, induced by the laser beam interaction with the target plasma, energy released in fusion reactions $Q_{Fus}$. $Re = L_\rho V_*/\mu_e$ is a Reynolds number and $Pr = \mu_*/c_{p*}/\lambda_*$ is a Prandtl number. The variables $S_r, S_z$ corresponds to the viscous forces in a flux. They represent the sum of works of liquid friction, thermoconductive heat fluxes and plasma heating by laser radiation.
External magnetic fields

The equation of plasma magnetic field generation \( B \) is

\[
\frac{\partial B}{\partial t} = \text{rot}\{V \times B\} - \frac{c^2}{4\pi L^2} \text{rot} \left( \frac{\text{rot} B}{\sigma} \right), \quad j = \sigma \left( E + \frac{V}{c} \left[ V \times B \right] \right),
\]

where \( \sigma \) is the electrical conductivity coefficient, \( E \) is the intensity of electric field, \( V \) is the plasma velocity.

A dynamic equation for magnetic field \( B \) may be written in a simplified form taken into consideration the grid space:

\[
\frac{\partial B_r}{\partial t} + \frac{d\xi}{dt} \frac{\partial B_r}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial B_r}{\partial \eta} = \frac{\partial (uB_z)}{\partial z} - \frac{\partial (vB_r)}{\partial z} + \frac{c^2 t_*}{4\pi L_*^2} \left\{ \frac{\partial}{\partial z} \left( \frac{1}{\sigma ||} \frac{\partial B_r}{\partial z} \right) - \frac{\partial}{\partial z} \left( \frac{1}{\sigma ||} \frac{\partial B_z}{\partial r} \right) \right\},
\]

\[
\frac{\partial B_z}{\partial t} + \frac{d\xi}{dt} \frac{\partial B_z}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial B_z}{\partial \eta} = -\frac{\partial r(uB_z)}{r\partial r} + \frac{\partial r(vB_r)}{r\partial r} + \frac{c^2 t_*}{4\pi L_*^2} \left\{ \frac{\partial}{r\partial z} \left( \frac{1}{\sigma ||} \frac{\partial B_z}{\partial r} \right) - \frac{\partial}{r\partial z} \left( \frac{r}{\sigma ||} \frac{\partial B_r}{\partial z} \right) \right\},
\]

\[
\frac{\partial B_\varphi}{\partial t} = \sigma || \left( E_\varphi + \frac{V_\varphi}{c} \left[ V \times B \right] \right), \quad \left[ V \times B \right]_\varphi = -uB_z + vB_r,
\]

\[
\frac{\partial j_r}{\partial t} \equiv 0, \quad \frac{\partial j_z}{\partial t} \equiv 0, \quad B_\varphi \equiv 0, \quad V_\varphi \equiv 0.
\]

Derivatives \( \partial f/\partial r, \partial f/\partial z \) (where \( f \) is some function) in the curvilinear coordinate system \((\xi, \eta)\) simplified:

\[
\left( \frac{\partial f}{\partial r} \right)_z = \frac{1}{J} \left\{ \frac{\partial [f D(z, \xi)/D(\eta, \xi)]}{\partial \xi} + \frac{\partial [f D(z, \eta)/D(\eta, \xi)]}{\partial \eta} \right\},
\]

\[
\left( \frac{\partial f}{\partial z} \right)_r = -\frac{1}{J} \left\{ \frac{\partial [f D(r, \xi)/D(\eta, \xi)]}{\partial \xi} + \frac{\partial [f D(r, \eta)/D(\eta, \xi)]}{\partial \eta} \right\}.
\]

Dynamics of the electromagnetic field in the \((\xi, \eta)\) coordinate system:

\[
\frac{\partial B_r}{\partial t} + \frac{d\xi}{dt} \frac{\partial B_r}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial B_r}{\partial \eta} = -\frac{1}{J} \left\{ \frac{\partial [(uB_z - vB_r)D(r, \xi)/D(\eta, \xi)]}{\partial \xi} + \frac{\partial [(uB_z - vB_r)D(r, \eta)/D(\eta, \xi)]}{\partial \eta} \right\} + 
\]

\[
= -\frac{1}{J} \left\{ \frac{\partial [(uB_z - vB_r)D(r, \xi)/D(\eta, \xi)]}{\partial \xi} + \frac{\partial [(uB_z - vB_r)D(r, \eta)/D(\eta, \xi)]}{\partial \eta} \right\} + 
\]
\[ + \frac{c^2}{4\pi} \frac{t_+}{L_z^2} \frac{1}{J} \frac{\partial}{\partial \xi} \left[ \frac{\partial [B_r D(r, \xi)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} + \frac{\partial [B_r D(r, \eta)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} \right] \]

\[ + \frac{c^2}{4\pi} \frac{t_+}{L_z^2} \frac{1}{J} \frac{\partial}{\partial \eta} \left[ \frac{\partial [B_r D(r, \xi)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} + \frac{\partial [B_r D(r, \eta)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} \right] \]

\[ + \frac{c^2}{4\pi} \frac{t_+}{L_z^2} \frac{1}{J} \frac{\partial}{\partial \xi} \left[ \frac{\partial [B_r D(r, \xi)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} + \frac{\partial [B_r D(r, \eta)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} \right] \]

\[ + \frac{c^2}{4\pi} \frac{t_+}{L_z^2} \frac{1}{J} \frac{\partial}{\partial \eta} \left[ \frac{\partial [B_r D(r, \xi)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} + \frac{\partial [B_r D(r, \eta)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} \right] \]

\[ + \frac{c^2}{4\pi} \frac{t_+}{L_z^2} \frac{1}{J} \frac{\partial}{\partial \xi} \left[ \frac{\partial [B_r D(r, \xi)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} + \frac{\partial [B_r D(r, \eta)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} \right] \]

\[ + \frac{c^2}{4\pi} \frac{t_+}{L_z^2} \frac{1}{J} \frac{\partial}{\partial \eta} \left[ \frac{\partial [B_r D(r, \xi)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} + \frac{\partial [B_r D(r, \eta)/D(\eta, \xi)]}{J\sigma D(\eta, \xi)} \right] \].

**Radiation heat transfer**

It is known, that plasma dynamical processes are strongly affected by irradiation, if laser plasma temperature achieve 1 eV. In that case the gas dynamic fields of thermo physical variables may be calculated only with taking into account the radiation fields. In this work the radiation transfer equation is used in the form of multi-group diffusive approach.

\[ \frac{1}{J} \frac{\partial (Jq_\xi)}{\partial \xi} + \frac{1}{J} \frac{\partial (Jq_\eta)}{\partial \eta} + \chi_i c U_i = 4 \chi_i \sigma_i T^4, \]

\[ c \frac{\partial U_i}{3 \partial \xi} + \chi_i q_\xi = 0, \]

\[ c \frac{\partial U_i}{3 \partial \eta} + \chi_i q_\eta = 0, \]
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where $U_i(y, z, t)$ is the radiation power density in $i$-th spectral group, $\chi_i$ is the spectral absorption coefficient. Besides of the method mentioned above, the discrete ordinates method (MDO) has been used in the work, which gets an opportunity to solve the radiation transfer equation on tetrahedral non-structured mesh [13]. Modified alternatively triangular three-layered iterative scheme is applied for the solution of radiation transport equations, where the time step selected via conjugate directions method.

One can use the mechanism of collisional absorption, the opposite to electron bremsstrahlung process under conditions of local thermodynamic equilibrium (LTE), to define the plasma absorption coefficient for laser radiation

$$\chi_\omega = \frac{4.97 g Z_i n_i n_e}{n_e^2 \lambda^2 (kT_e)^{3/2} \sqrt{1 - n_e/n_c}}, \quad [\text{cm}^{-1}]$$

where $\lambda$ is the laser radiation wavelength [$\mu$m], $n_e, n_i$ are the electron and ion densities correspondingly [cm$^{-3}$], $kT_e$ is the electron temperature [keV], $g$ is the Gaunt factor, $n_c = 10^{21} \lambda^{-2}$ is the critical electron density [cm$^{-3}$].

**Turbulence model and equations**

The turbulent viscous coefficient $\mu_\Sigma^\perp||$ is calculated by using of the Bussinesk hypothesis, when effective viscous is $\mu_\Sigma^\perp|| = \mu_m^\perp|| + \mu_t$, where $\mu_m^\perp||$ is a molecular viscosity coefficient and $\mu_t$ is a turbulent one, determined from $q-\omega$ turbulence model. The equations of $q-\omega$ turbulence model in curvilinear coordinates ($\xi, \eta$) are:

$$\frac{\partial \rho q}{\partial t} + \frac{d\xi}{dt} \frac{\partial \rho q}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial \rho q}{\partial \eta} + \frac{1}{J} \frac{\partial (J \rho V_\xi q)}{\partial \xi} + \frac{1}{J} \frac{\partial (J \rho V_\eta q)}{\partial \eta} + \frac{\alpha \rho q u}{r} = S_q + \frac{\rho q}{2 \omega} \left( C_\mu f D - \frac{2}{3} \omega \text{div} V - \omega^2 \right),$$

$$\frac{\partial \rho \omega}{\partial t} + \frac{d\xi}{dt} \frac{\partial \rho \omega}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial \rho \omega}{\partial \eta} + \frac{1}{J} \frac{\partial (J \rho \omega V_\xi)}{\partial \xi} + \frac{1}{J} \frac{\partial (J \rho \omega V_\eta)}{\partial \eta} + \frac{\rho \omega u}{r} =$$

$$= S_\omega + \rho \left( C_1 (C_\mu D - \frac{2}{3} \omega \text{div} V) - C_2 \omega^2 \right),$$

$$S_q = \frac{1}{J} \frac{\partial \left\{ J (\mu_\Sigma^\perp \xi_r + \mu_\Sigma^\parallel \xi_z) q_\xi + J (\mu_\Sigma^\perp \xi_r \eta_r + \mu_\Sigma^\parallel \xi_z \eta_z) q_\eta \right\}}{\partial \xi} +$$

$$+ \frac{1}{J} \frac{\partial \left\{ J (\mu_\Sigma^\perp \eta_r \xi_r + \mu_\Sigma^\parallel \eta_z \xi_z) q_\xi + (J (\mu_\Sigma^\perp \eta_r^2 + \mu_\Sigma^\parallel \eta_z^2) q_\eta \right\}}{\partial \eta} +$$

$$+ \alpha \frac{\mu_\Sigma^\perp \xi_r}{r} \left\{ \xi_r \frac{\partial q}{\partial \xi} + \eta_r \frac{\partial q}{\partial \eta} \right\},$$
\[ S_\omega = \frac{1}{J} \partial \left\{ J(\mu_{\Sigma\omega}^2 \xi_r^2 + \mu_\omega^\parallel \xi_z^2) \omega_\xi + J(\mu_{\Sigma\omega}^\perp \xi_r \eta_r + \mu_\omega^\parallel \xi_z \eta_z) \omega_\eta \right\} + \]
\[ + \frac{1}{J} \partial \left\{ J(\mu_{\Sigma\omega}^\perp \xi_r \eta_r + \mu_\omega^\parallel \xi_z \eta_z) \omega_\xi + (J(\mu_{\Sigma\omega}^\perp \eta_r^2 + \mu_\omega^\parallel \eta_z^2) \omega_\eta \right\} + \]
\[ + \alpha \mu_{\Sigma\omega}^\perp \xi_r \partial_\xi \omega + \eta_r \partial_\eta \omega \}, \]

\[ \mu_{\Sigma\parallel}^\perp = \mu_{\Sigma\parallel}^\parallel + \mu_t, \quad \mu_{\Sigma\omega}^\perp = \mu_{\Sigma\omega}^\parallel + 1.3 \mu_t, \quad \mu_t = C_\mu f(n) \rho \frac{q^2}{\omega}, \]

\[ C_1 = 0.045 + 0.405 f(n), \quad C_2 = 0.92, \quad C_\mu = 0.09, \]

\[ f(n) = 1 - \exp \left( -0.0065 \frac{\rho q n}{\mu_m} \right), \quad (5) \]

where \( q \) is a pseudo velocity, \( w \) is a pseudo vortex, \( f(n) \) is a wall function for correct flux parameters evaluation in laminar sub-layer near a solid streamline surface and \( n \) is the normal distance from the given point to the nearest surface.

Under supposition of molecular Prandtl number is \( Pr = 0.72 \) and turbulent one is \( Pr_t = \mu_t c_p / \lambda_t = 0.9 \) it is possible to determine the corresponding turbulent heat conductivity coefficient as \( \lambda_{e,\Sigma}^\perp = \lambda_e^\perp + c_p \mu_t^\perp / Pr_t \).

We use the simple model for the fusion fuel burning process, assuming that all neutrons would be lost from the plasma, the fuel mass is constant and fusion products and high-energy particles will be trapped by the higher magnetic field. The variation of particles number in the fusion reaction is described by kinetic equations [11]

\[ \frac{\partial N_D}{\partial t} + \frac{d\xi}{dt} \frac{\partial N_D}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial N_D}{\partial \eta} + \frac{1}{J} \frac{\partial (J N_D V_{D,\xi})}{\partial \xi} + \frac{1}{J} \frac{\partial (J N_D V_{D,\eta})}{\partial \eta} + \alpha \frac{N_D u}{r} = F_D, \]

\[ F_D = -F_1 - 2F_2 - 2F_3 - F_4, \]

\[ \frac{\partial N_T}{\partial t} + \frac{d\xi}{dt} \frac{\partial N_T}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial N_T}{\partial \eta} + \frac{1}{J} \frac{\partial (J N_T V_{T,\xi})}{\partial \xi} + \frac{1}{J} \frac{\partial (J N_T V_{T,\eta})}{\partial \eta} + \alpha \frac{N_T u}{r} = F_T, \]

\[ F_T = -F_1 + F_2, \]

\[ \frac{\partial N_\alpha}{\partial t} + \frac{d\xi}{dt} \frac{\partial N_\alpha}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial N_\alpha}{\partial \eta} + \frac{1}{J} \frac{\partial (J N_\alpha V_{\alpha,\xi})}{\partial \xi} + \frac{1}{J} \frac{\partial (J N_\alpha V_{\alpha,\eta})}{\partial \eta} + \alpha \frac{N_\alpha u}{r} = F_\alpha, \]

\[ F_\alpha = F_1 + F_4, \]

\[ \frac{\partial N_{3He}}{\partial t} + \frac{d\xi}{dt} \frac{\partial N_{3He}}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial N_{3He}}{\partial \eta} + \frac{1}{J} \frac{\partial (J N_{3He} V_{3He,\xi})}{\partial \xi} + \]

\[ + \frac{1}{J} \frac{\partial (J N_{3He} V_{3He,\eta})}{\partial \eta} + \alpha \frac{N_{3He} u}{r} = F_{3He}, \]

\[ F_{3He} = F_3 - F_4, \]
\[ \frac{\partial N_p}{\partial t} + \frac{d\xi}{dt} \frac{\partial N_p}{\partial \xi} + \frac{d\eta}{dt} \frac{\partial N_p}{\partial \eta} + \frac{1}{J} \frac{\partial (J N_p V_{p,\xi})}{\partial \xi} + \frac{1}{J} \frac{\partial (J N_p V_{p,\eta})}{\partial \eta} + \alpha \frac{N_p u}{r} = F_p, \]

\[ F_p = F_2 + F_4, \]

\[ F_1 = \langle \sigma v \rangle_1 n_D n_T, \quad F_2 = 0.5 \langle \sigma v \rangle_2 n_D^2, \]

\[ F_3 = 0.5 \langle \sigma v \rangle_3 n_D^2, \quad F_4 = \langle \sigma v \rangle_4 n_D n_{3He}. \]  

(6)

Numbers 1, 2, 3 and 4 correspond to reactions

\begin{align*}
D + T & \rightarrow n + \alpha + 17589 \text{ keV}, \\
D + D & \rightarrow p + T + 4033 \text{ keV}, \\
D + D & \rightarrow n + ^3 \text{He} + 3269 \text{ keV}, \\
D + ^3 \text{He} & \rightarrow p + \alpha + 18353 \text{ keV}.
\end{align*}

**Numerical algorithm**

Non-stationary two dimensional radiation magneto-gas dynamic model is developed by authors. The numerical solution is based on splitting method in terms of physical processes and spatial directions. The calculations of thermodynamic \( e(T, r) \), \( P(T, r) \) and optical \( \chi(T, r) \) media parameters occur with the aid of computer system ASTEROID, developed by S. Surzhikov [14].

Solve this equations system (1)–(6) by the method of fractional steps using the splitting on physical processes. “Hyperbolic” (frictionless) part of the equations system (1)–(6) is solved by using the explicit integro-interpolation method and boundary conditions on the 1st fractional time step. This is the gasdynamic (convective part of Navier–Stokes equations, magnetic field dynamics \( B, q–\omega \) model of Coacly) phase of numerical simulation. The “viscous” part of Navier–Stokes equations are approximated explicitly. The calculated codes have been developed use multi-blocks, multi-grids technology on non orthogonal, structured grids. Nonlinear quasi-monotone compact difference scheme, that allows to get seventh order of accuracy in spatially smooth solution [15] is applied.

The second fractional time step – implicit method with a boundary condition attachment tool is used, for solution of the “parabolic” (viscous) part of the equations system (1)–(5). Calculation of second partial derivatives in the finite – differences equations system (1)–(5) based on the developed finite – differences quasi-monotone compact seventh-order scheme.
For the third stage of the splitting (laser radiation absorption) differentiation operator has the form

\[
\frac{\partial \rho_e}{\partial t} = \frac{t_*}{\rho_* e_*} Q_L,
\]

\[
Q_L = \chi_\omega(z) P_L(t) \exp \left( -\frac{z^n}{R_L^n} \right) \exp \left[ -\int \chi_\omega(x, r = 0) \, dx \right] \frac{1}{\pi R_L^2}.
\]

We create an end-to-end simulation for laser absorption. We assumed that full absorption of laser radiation takes place in the point of critical laser plasma density.

On the fourth splitting phase, that corresponds to the electron thermal conductivity of the plasma, consider the following equation:

\[
\frac{\partial \rho_e}{\partial t} = \frac{\gamma}{Pr Re} \text{div} \left( \lambda^{\perp,\parallel}_{e,\Sigma} \text{grad} T_e \right),
\]

or

\[
\frac{3}{2} \frac{n_e k}{\bar{T}_e} \frac{\partial T_e}{\partial t} = \frac{1}{J} \frac{\partial}{\partial \xi} \left\{ J(\lambda^{\perp}_{e,\Sigma} \xi_r^2 + \lambda^{\parallel}_{e,\Sigma} \xi_z^2) T_{e,\xi} + J(\lambda^{\perp}_{e,\Sigma} \xi_r \eta_r + \lambda^{\parallel}_{e,\Sigma} \xi_z \eta_z) T_{e,\eta} \right\} +
\]

\[
+ \frac{1}{J} \frac{\partial}{\partial \eta} \left\{ J(\lambda^{\perp}_{e,\Sigma} \xi_r \eta_r + \lambda^{\parallel}_{e,\Sigma} \xi_z \eta_z) T_{e,\xi} + J(\lambda^{\perp}_{e,\Sigma} \eta_r^2 + \lambda^{\parallel}_{e,\Sigma} \eta_z^2) T_{e,\eta} \right\} +
\]

\[
+ \alpha \frac{\lambda^{\perp}_{e,\Sigma}}{r} \left\{ \xi_r \frac{\partial T_e}{\partial \xi} + \eta_r \frac{\partial T_e}{\partial \eta} \right\}.
\]

To solve this equation most efficiently use implicit finite-difference schemes. A more detailed description of the mathematical model and numerical method is given in the authors preprint [11]. Model of “full absorption of laser radiation at the critical density” is quite rough and demanding changes [16]–[18]. But for the initial calculations of interaction of laser beams of high energy pulses with a plasma target located in the seed magnetic field in the opinion of the authors is justified. Because it can correctly estimate the marginal parameters of thermonuclear magnetized laser plasmas.
Conclusion

The mathematical model of magnetized plasma-laser beams of high energy pulses has been developed. It is based on radiation plasma dynamics equations in arbitrary curvilinear coordinates. A new quasi-monotone numerical method for laser driven magneto-inertial fusion (MIF) is created, which can help solve single-fluid, two-temperature equations of motion with contributions from diffusion, convection, heat conduction in cylindrical or spherical geometries. Electromagnetic processes are described by the Maxwell–Ohm equations in plasma with final conductivity. The transport coefficients in the given system of the equations taking into account magnetized laser plasma. Fusion reactions D–T, D–D (two branches) and D–³He are included in the model. External magnetic fields are taken into account.

Non-stationary two dimensional radiation magneto-gas dynamics model is developed by authors. The model is based on splitting method in terms of physical processes and spatial directions, that in spatially smooth solution allows to get seventh order of accuracy. Modified alternatively triangular three-layered iterative scheme is applied for the solution of radiation transport equations, where the time step selected via conjugate directions method.

Two-dimensional radiative gas dynamics NICA (Nonstationary Instruments and Codes for fusion and nonelectric Applications) for the simulation of MIF radiation magneto gas dynamic problems is proposed. New program takes into account radiation transport in multi-group diffusion approach and gas dynamics according to an improved Lagrangian difference scheme. Mathematical method developed here may be applied for both impact fast ignition and uniform compression calculations [19]–[21].
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Application of alternating electric field for excitation of surface cyclotron O-modes

ANASTASIIA GIRKA¹, VOLODYMYR GIRKA¹, IVAN PAVLENKO¹

Abstract. Properties of electromagnetic surface O-modes propagating across an external magnetic field along planar boundary of plasma filled waveguide at electron cyclotron frequency are studied in this paper. Theoretical research into the surface cyclotron O-modes is carried out using kinetic description for the plasma particles affected both by constant magnetic field and alternating electric field. Fields of these O-modes are described by Maxwell equations. Nonlinear boundary condition has been applied to derive equation that describes excitation of surface cyclotron O-modes. Values of their growth rates are examined analytically and numerically. Electrodynamical model of gas discharge sustained by the O-modes is proposed. Estimation of uniform plasma volume sustained by propagation of these modes coincides with result obtained experimentally.
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1. Introduction

Propagation of bulk cyclotron waves are well-known physical phenomenon and their application is very important in such branches as nuclear fusion, plasma physics and radiophysics. Under the laboratory conditions propagation of eigen surface waves (SW), that are located nearby plasma boundary becomes possible. During the last decade dispersion properties of SW are intensively being investigated both theoretically and experimentally [1] due to their advantages in sustaining gas discharges as compared with the case of bulk waves’ utilization. SW properties are integrally determined by different waveguides’ parameters as arrangement of the construction elements, external constant magnetic field $B_0$ and alternating electric field $E_0(t)$, plasmas’ density and temperature profiles, etc.
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Surface cyclotron O-modes (SCOM) were found [2] to propagate along plane plasma–dielectric interface, when an external constant magnetic field is parallel to the plasma boundary and penetration depth of the modes is approximately equal to their wavelength. In this case the SCOM frequencies decrease when wave number grows, their damping is determined by both collisional (interaction between plasma particles) and kinetical (interaction between particles and plasma interface) mechanisms. Experimentally SCOM at electron cyclotron frequency have been studied in a mirror machine during gas discharge [3]. There it was proved possibility of these waves to sustain gas discharge in chamber and special investigations have been conducted to prove that these waves’ field was characterized by surface type spatial distribution.

Mathematical simplicity as well as the significant role of the hydrodynamic instabilities are the main reasons for the wide application of the magneto-hydrodynamic description for analytical study of the waves’ propagation in plasmas. But there is no opportunity in the frame of magneto-hydrodynamics to study electromagnetic perturbations at harmonics of cyclotron frequencies, they can be correctly studied only by the kinetic description [4]. The theory of SCOM is supplemented here by the way of considering two components of the modes’ wave vector and taking into the consideration effect of external alternating electric field when solving Vlasov–Boltzmann kinetic equation.

2. Basic equations

Let’s consider planar plasma boundary restricted on the plane $x = 0$ by vacuum. An external constant magnetic field $B_0$ is applied parallelly to the plasma surface along $z$ direction. Plasma space is supposed to be uniform in the $z$ direction (it means $\frac{\partial}{\partial z} = 0$). An external alternating electric field $E_0 \sin(\omega_0 t)$ is oriented perpendicular to $z$ axis ($\omega_0$ is frequency of the electric field). The plasma particles motion is described by Vlasov–Boltzmann kinetic equation with Maxwellian nonperturbed plasma particles distribution function. The assumption of weak plasma thermal motion (or weak plasma spatial dispersion $|k_{\perp} \rho_\alpha| \ll 1$, here $k_{\perp} = k_1 + k_2$ is the wave vector, $\rho_\alpha$ is Larmor radius of the plasma particles, $\alpha = e$ for electrons, $\alpha = i$ for ions, $\rho_\alpha = v_{T\alpha}/|\omega_\alpha|$, $v_{T\alpha}$ and $\omega_\alpha$ are thermal velocity and cyclotron frequency of the plasma particles) is applied. To describe the SCOM electromagnetic field we used Maxwell equations.

The problem is studied by the method of Fourier transform, doing that dependence of the SCOM field on the $y$ coordinate and time $t$ is chosen in the form $E, H \propto f(x) \exp(i \cdot k_2 y - i \cdot \omega t)$, where $k_2$ and $\omega$ are the frequency and the wave vector of the SCOM along plasma interface, respectively. The set of Maxwell equations can be divided into two independent systems. One of them describes the SCOM with components $H_x, H_y, E_z$. Application Fourier transform allows one to derive equations for Fourier coefficients of the SCOM
field \((H_1, H_2, E_3, \text{respectively})\) in the plasma region. As far as the SCOM
damping connected with interaction between plasma particles and its boundary
is out of scope of the paper then Fourier coefficient of electric current density

can be represented in the following form \(j_3 = \sigma_{33}E_3\). Here component of the
plasma conductivity \(\sigma_{33}\) tensor is equal to

\[
\sigma_{33} = \frac{i}{4\pi} \sum_{\alpha} \sum_{s=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \frac{\Omega_{\alpha}^2 I_n(k_\perp^2 \rho_{\alpha}^2/2) J_m(b) J_{m-l}(b)}{(\omega - s\omega_{\alpha} + \omega_0(n + m)) \exp(k_\perp^2 \rho_{\alpha}^2/2)}, \tag{1}
\]

where \(\Omega_{\alpha}\) is the plasma frequency, \(J_n(z)\) and \(I_m(x)\) are the first order and
modified Bessel functions, respectively \([5]\),

\[
b_{\alpha} = \frac{k_\perp E_0 e_{\alpha}}{m_{\alpha}(\omega_{\alpha}^2 - \omega_0^2)} = \sqrt{2y_{\alpha} E_0 e_{\alpha}} = \sqrt{2y_{\alpha} b_{\alpha}},
\]

\(b_{\alpha}\) is amplitude of plasma particles oscillation affected by external alternating
electric field normalized by Larmor radius, \(y_{\alpha} = k_\perp^2 \rho_{\alpha}^2/2\).

Then in order to obtain equation determined the SCOM excitation one can
apply the following boundary conditions for the waves’ fields: first, continu-
ity of the tangential electric field on the plasma–dielectric boundary; second,
discontinuity of the tangential component of the SCOM magnetic field on the
plasma-dielectric boundary. The second condition has nonlinear form and is
determined by presence of the following sums: \(\sum_{m=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} J_m(b) J_{m-l}(b)\)
in expression for the \(\sigma_{33}\) that describe nonlinear electric current on the plasma
boundary affected by external alternating electric field.

From analysis of expression (1) one can make conclusion that the problem
can’t be studied analytically for arbitrary number of cyclotron harmonic. Thus
let’s consider the case of SCOM at the main electron cyclotron harmonic. To
formulate explicit form of the nonlinear boundary condition one can apply
assumption on weak spatial dispersion of the plasma that allows one to utilize
asymptotic expressions of Bessel functions when their arguments are less than
unit. Then nonlinear boundary condition for electric current density on the
plasma interface has the following form

\[
H_{y}^{(pl)}(0) = -i k_2 \frac{k}{k} E_z(0) + \frac{4\pi}{c} \int_{+0}^{-0} j_z \, dx. \tag{2}
\]

Value of \(j_z\) can be calculated using expression for its Fourier coefficient
\(j_3(k_1) = \sigma_{33}E_3(k_1)\) by the aid of theory of residues. Result of calculation the
integral in the right hand side of expression (2) under the applied assumptions
can be written in the form
\[ \int_{-0}^{+0} j_z \, dx \approx \frac{i \Omega_c^2}{4\pi} \sum_{m=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} \frac{y_c (g \rho_e / 2)^{|m|+|m-l|}}{2k_2 m! (m-l)! \omega_{n+m}} \times \left[ 1 + \frac{\omega_n^2 \rho_e^2 / 2}{\omega_n^2 + \omega_c^2} \right]^{-1}, \]

where \( q_0 \) is the root of the equation \( \lambda(k_1 = q_0) = 0 \) located in upper complex semiplane,

\[ k_1^2 + k_2^2 - \omega_n^2 \varepsilon_3 c^{-3} + \frac{\omega_n^2 \Omega_c^2 \rho_e^2}{2c^2 \omega_n^2 - \omega_c^2} = \lambda(k_1), \]

\( \varepsilon_3 = 1 - (\Omega_c^2 + \Omega_i^2 \omega_n^{-2}) \) is the component of dielectric permeability tensor in the approach of cold plasma, \( \omega_n = \omega + n\omega_0, \omega_{n+m} = \omega + (n + m)\omega_0, g = b_c. \)

Using reverse Fourier transform for expression \( E_3(k_1) \) one can find the set of equations that determine growth rate of SCOM excitation:

\[ E_z^{(n)}(0) \lambda^{(n)} + F^{(n,l)} E_z^{(n+l)}(0) = 0. \]

Here

\[ \lambda^{(n)} = \sqrt{\left[ 1 + \frac{\omega_n^2 \Omega_c^2 \rho_e^2}{2c^2 \omega_n^2 - \omega_c^2} \right]^2 - \frac{\omega_n^2 \varepsilon_3}{c^2 k_2^2} \left[ 1 + \frac{\omega_n^2 \Omega_c^2 \rho_e^2}{2c^2 (\omega_n^2 - \omega_c^2)} \right]} - 1, \]

\[ F^{(n,l)} = \sum_{m, l \neq 0} \frac{(g \rho_e / 2)^{|m|+|m-l| \Omega_c^2 \omega_n}}{c^2 q_0^2 m! (m-l)! \omega_{n+l}} \times \left[ 1 + \frac{\omega_n^2 \rho_e^2 / 2}{\omega_n^2 + \omega_c^2} \right]^{-1}. \]

where limits of sums \( \sum_{m, l \neq 0} \) are the same as it is indicated in expression (3), equating function \( \lambda^{(n)} = \lambda^{(n)}(\omega_n, k_2) \) to zero one can obtain dispersion relation of the SCOM with frequency \( \omega_n \). To simplify the further consideration let’s consider the case that just meaning \( \omega \) is eigen frequency of the SCOM, thus there is only one dispersion equation: \( \lambda^{(0)}(\omega) = 0 \) and all other functions \( \lambda^{(n \neq 0)}(\omega) \neq 0. \)
3. Results of the SCOM excitation analysis

For accurate answer on question about effect of external alternating electric field on excitation of SCOM one can solve infinite set of equations (4), but for approximate analysis of their instability it will be enough to consider the following shortened set of equations

\[
\begin{align*}
\lambda^{(-1)} E_z^{(-1)}(0) + F^{(-1,+1)} E_z^{(0)}(0) + F^{(-1,+2)} E_z^{(1)}(0) &= 0, \\
F^{(0,-1)} E_z^{(-1)}(0) + \lambda^{(0)} E_z^{(0)}(0) + F^{(0,+1)} E_z^{(1)}(0) &= 0, \\
F^{(+1,-1)} E_z^{(-1)}(0) + F^{(+1,-2)} E_z^{(0)}(0) + \lambda^{(+1)} E_z^{(+1)}(0) &= 0.
\end{align*}
\] (7)

Set of equations (7) has solution if determinant formatted with coefficients nearby fields \(E_z^{(m)}(0)\) is equal to zero. Under the condition of parametical resonance: \(\omega = |\omega_e| + \Delta_T + \gamma\), here \(\Delta_T\) is the SCOM frequency shift from accurate meaning of cyclotron resonance. Then one can obtain a cubic equation for parameter \(\gamma\) that allows one to estimate growth rate of the SCOM instability affected by external alternating electric field. Approximate value of \(\text{Im}(\gamma)\) is as follows

\[
\text{Im}(\gamma) \approx \frac{0.2 |\omega_e| g k_e^4 \rho_e^2 c^2}{\Omega_e^2}.
\] (8)

Results of numerical solving set of equations (7) are represented on Fig. 1 for \(\omega_0 |\omega_e|^{-1} = 1.2\). Numbers 1, 2, 3, 4 relate to the cases: \(\Omega_e^2 \omega_e^2 = 10, 10, 50, 10\); plasma beta \(0.4, 0.4, 0.4, 0.2\); \(g = 0.9, 0.8, 0.9, 0.9\). The SCOM growth rates’ values increase with decreasing plasma density and with increasing amplitude of external alternating electric field and plasmas’ beta.

![Fig. 1. Dependence of the SCOM growth rate Im (\(\omega/|\omega_e|\)) on the \(k_2 \rho_e\)](image-url)
At present time, the main field of SWs’ technological application is gas discharge. Simple electrodynamical model of plasma sustained by SCOM propagation can be developed [1] by construction of their power balance equation. At the stationary stage of the gas discharge where SCOM is utilized as operating mode, all quantity of SCOM power flow is determined by their quantity, which is absorbed by produced plasma. There are two main mechanisms of the power absorption: collisional absorption connected with Ohmic plasma heating \( Q_{col} \) and kinetic absorption of the SCOM power \( Q_{kin} \) connected with interaction between plasma particles and plasma surface. Using Fourier method one
can find out expressions for the SCOM fields and derive the following power balance equation [2]

\[
\frac{dS_y}{dy} = -Q_{\text{col}} - Q_{\text{kin}},
\]  

(9)

where

\[
Q_{\text{col}} \approx \frac{\nu_e k_2^4 H_y^2(0)}{4\pi \rho_\alpha^3 (1 + k_2^2 \delta^2)\text{c}^3 (a_d k_2)\text{sh}(a_d k_2)},
\]

\[
\varphi = 1 + \frac{\omega^2 \rho_\alpha^2 \delta^{-2}}{\omega^2 - \omega_e^2},
\]

\[
\delta = e \Omega_e^{-1},
\]

\[
Q_{\text{kin}} \approx \frac{\nu_T \Omega_e^2 H_y^2(0)}{6\pi^{3/2} \omega^2 \text{cth}^2(a_d k_2)},
\]

\[
S_y(x) = \frac{-k_2 \omega \exp \left(\frac{-2x \sqrt{k_2^2 - k_2^2 \varepsilon_3 \varphi^{-1}}}{8\pi \varphi (k_2^2 \varphi - k_2^2 \varepsilon_3)}\right) \text{th}^2(k_2 a_d)}{H_y^2(0)}.
\]

Applying generator with frequency 2.45 GHz, \(B_0 = 857\) G, in discharge chamber with wall thickness \(a_d = 1\) mm one can obtain plasma density \(n_{\text{pl}} \approx 5 \times 10^{11}\) cm\(^{-3}\) with \(T_e \approx 1\) [2]. Discharge length can be calculated from (9). Numerical analysis proves that penetration depth \(\lambda_\perp\) is about wave length for different values of the plasma thickness \(a_N\) (see Fig. 2). Here \(\Omega_e^2 = 10^3 \omega_e^2\), \(\beta_e = 1\), \(a_d = \rho_e\). Numbers 1, 2, 3 and 4 relate to the cases: \(a_N = \rho_e, 3\rho_e, 10\rho_e\) and semi-bounded plasma, respectively) and the main part of the SCOM power is located in plasma region (see Fig. 3). Here solid, dashed and chain lines relate to the cases \(\Omega_e^2 \omega_e^{-2} = 3.0; 2.0\) and \(1.0\), respectively). Thus for SCOM with \(\lambda_\perp \approx 4\) cm discharge length is equal approximately 50 cm as it was obtained experimentally in [3].

5. Conclusions

We carried out the research into excitation of SCOM affected by alternating electric field using the Maxwell equations for the SCOM field and kinetic Vlasov–Boltzmann equation for plasma particles. The results presented concern the SCOM propagating at the main harmonic of electron cyclotron frequency, but there is no principal restriction for studying the cases of high cyclotron harmonics. Simple analytical expression for the SCOM growth rate is found in the limiting case of weak spatial dispersion of plasma particles \((k_\perp \rho_\alpha \ll 1)\).

SCOM can be used as for our mind in some plasma technologies. It is known that surface waves are applied for cleaning solids interfaces and it was experimentally determined that the SW have in this process advantages over...
bulk waves. Experimental results [1] suggest that an external steady magnetic field facilitates the plasma production and makes the discharge longer. SW are widely used for studying the physical properties of solids and for various radiotechnical purposes as well. As far as the SCOM frequency depends upon the physical characteristics of the dielectric coating on the metal interface, one can apply these modes for the technical control of such coating. Analyzing the SCOM frequency value one can estimate the thickness of the dielectric layer or value of its dielectric constant.
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Impact of electrons and ions on micron-sized dust particulates in plasma: realisation in particle and hybrid computer models

Petr Bartoš

Abstract. This contribution deals with the numerical realisation of the interaction of charged particles with micron sized powder particulates immersed into low-temperature plasma. We focus our attention on the possible realisation of this interaction in computer models based on the particle modelling technique in both the purely particle models and the hybrid computer simulations.

Three algorithms for the detection of particles impinging the surface of powder particulate are presented and their advantages and drawbacks are discussed.

In the contribution there are continuously presented the results of computer simulations performed for powder particles with diameters 10, 20, 30, 60, 120 and 250 µm.

Key Words. Computer simulations, plasma, powder particles, interaction of particles.

1. Introduction

Computer simulations are powerful and relatively cheap instrument used for the study of various processes in physics. Computer simulations also found their place in disciplines involved interaction of plasma with micron-sized particulates – they allow to study the creation and growth of dust species, the processes associated with the electrical charging of the surface, temperature-dependent processes, influence of the dust presence on plasma parameters etc. Results obtained by this basic research are afterwards used in many technological processes like deposition of thin films or surface modification of power particulates [1].
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Scientist aimed by the development of computer models enabling the plasma–solid interactions developed many algorithms that can be roughly divided into three main groups – particle, fluid and hybrid approaches [2], [3]. In this paper the particle and hybrid methods will be considered.

At the beginning of every simulation several parameters have to be determined. One of the most important parameters is the time-step length that is used for numerical realisation of the particle movement. The value is determined on the bases of an analysis of the problem that imposes (usually contradictory) requirements. In dusty plasma physics three main factors should be considered:

- the mean free path,
- performance of the computer on which the calculation will be implemented,
- the size of dust particulates.

The first two items are frequently discussed in the literature [4]. For example, in computer simulations of low-temperature argon plasma at pressure 133 Pa the time step length for electrons is usually $1 \times 10^{-11}$ s, for heavier and therefore slower ions the time step length is $1 \times 10^{-8}$ s [5]. Increasing of computer performance and the usage of multi-thread simulations allow to decrease the time step length. The requirements on the time step length given by the diameter of the powder particulate will be the scope of our following considerations.

The collision of species with the surface of large-scale solid object can be determined easily – the particle is considered to hit the surface, when its new position on the end of the time step is located in the area corresponding to the solid object. For small objects, where the distance covered by the specie during one time step is comparable with the characteristic distance of the object or shorter, the decision about the collision occurrence may not be evaluated correctly. The situation is presented in Fig. 1. Although the particulate position at the end of the time step is located outside the solid object, the trajectory covered during the given time step can go through the solid object (in our case through the powder particulate). The species should be considered as captured, but (according to the procedure described above) the particulate will be considered as free in real.

This situation does not occur only in simulations of dusty plasma, but it can also occur in many other models – for example in interaction of plasma with finely broken surface [6].

If the decreasing of the time step is not possible enabling the performance of the calculation, the decision about the collision between the electron or ion should be done by an more precise algorithm. Unfortunately, these algorithms
are much more time consuming, that can make the calculation unfeasible. The question is, when such algorithms have to be used.

2. Description of algorithms

The movement of particulates in the working area was realized by Euler algorithm. In all performed calculations the presence of the electric field was neglected in order to obtain results that will be minimally influenced by other effects. The collision between the species and particulate was evaluated according to the following algorithms.

2.1. Algorithm A

This algorithm is the simplest one. It is fast but also imprecise under several conditions. The particle is considered to be captured on the surface, when its distance from the center of powder particle is lower than the radius i.e. \(|BS| \leq R_P\).

2.2. Algorithm B

The sketch of the situation is in Fig. 1. The particle position on the beginning of the time step is in point A and during the time step it moves to the new position – point B. The radius of the powder specie is denoted \(R_P\), the angle between vectors AS and AB is denoted \(\varphi\). Symbol \(\varphi_{\text{max}}\) denotes the angle between the tangent to the surface of the particulate and the abscissa AS. The collision arrive when \(\varphi \leq \varphi_{\text{max}}\) and concurrently the Point B is located inside the powder species and \(|AC| \leq |AB|\). The algorithm scheme is presented in Fig. 2. The algorithm was used for the studies presented in [7].

This algorithm is precise and all the particles that trajectory come through the powder particulate are correctly detected.
2.3. Algorithm C

This algorithm is based on the calculation of the distance of the trajectory from the center of the particulate (see Fig. 1). The condition for the impact of the particle on the surface is fulfilled, when the point C (intersection of the plane given by normal vector $\mathbf{AB}$ and passing by point $S$) is between points A and B or when the point B is inside the powder specie (see algorithm in Fig. 2).

Fig. 2. Algorithms B (left) and C
3. Results and discussion

Both algorithms B and C are able to determine precisely whether the particle hits the surface of the powder specie. On the other hand, these algorithms are much more time consuming – the imprecise algorithm A is approximately twenty-times faster. The number of errors of the algorithm A (i.e situations, when the particle should be captured by it was not) was tested for micron-sized dust particulates with radiiuses 5, 10, 15, 30, 60 and 125 µm. The most simplest models were used – monoenergetic particles were considered (the trajectory that the particle moves in one time step is constant) and the influence of the electric field was neglected. The results of the test are presented in Fig. 3.

As we expected, the number of errors decrease with the increasing radius of the particulate and with increasing trajectory covered by the particle during one time step. For very small particulates with diameter of several micrometers the time step length should be chosen cautiously and the distance covered during one time step should not exceed $1 \times 10^{-6}$ m.

In real plasma the velocities of particles are not constant but they take values from a given interval and they have a given energy distribution. Therefore, the particulates with different velocities cover in one time step various trajectories and, according to results presented in Fig. 3, they are captured by the powder specie with various probability. This leads to the deformation of the energy distribution function as presented in Fig. 4. The data were obtained by an easy particle simulation: the particles were moving in a box, in that center the powder particulate was placed (radius 30 µm, $\Delta t = 1 \times 10^{-10}$ s).

At the end of the simulation various number of particles remained in the working area. Whereas the algorithm A captured circa 33 percent, the precise algorithm B captured almost 64 percent of all particles. This significant difference influents for example the concentration of charged species in the vicinity of the powder particulate.

The non-physical changes in energy distribution function have impact on further physical quantities that depend on it. For example in hybrid models the energy distribution function is used for the calculation of coefficient of mobility and diffusion coefficient, reaction rates for various collisions etc [8]. Consequently, the usage of such values in the parts of the hybrid calculation can lead to the inaccurate estimation of the distribution of electric potential and concentrations of charged particulates in plasma.
Fig. 3. The dependence of the number of errors on the particle radius and the distance covered by the specie during one time step.

Fig. 4. Energy distribution function obtained by the calculation with algorithms A and B.
4. Conclusion

It can be concluded that:

- the algorithm A is about twenty times faster than the precise algorithms B and C,
- algorithm A is practically unusable for computer simulation of the interaction of electrons and ions with very small powder particulates because of high number of numerical errors,
- the usage of the algorithm A leads to the deformation of energy distribution function that has not a physical reason.
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