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## Preface

For several decades the semimartingale processes were the best model in order to implement many ideas. The stochastic calculus for semimartingales and the general theory of stochastic processes, which are closely connected to the theory of stochastic integration and stochastic differential equations, were originated by N. Wiener (Wie23), P. Lévy (Le48), K. Itô (Itô42), (Itô44), (Itô51), A.N. Kolmogorov (Kol31), W. Feller (Fel36), J.L. Doob, M. Loéve, I. Gikhman and A. Skorohod (the list of related papers and books is very long and we do not mention it here in full). Those ideas were developed further by several authors, among them there are K. Bichteler (Bi81), C.S. Chou, P.A. Meyer and C. Stricker (CMS80), K.L. Chung and R.J. Williams (ChW83), C. Dellacherie (Del72), C. Dellacherie and P.A. Meyer (DM82), C. DoléansDade and P.A. Meyer (DDM70), H. Föllmer (Fol81a), P.A. Meyer (Me76) and M. Yor (Yor76). These theoretical data were fruitfully discussed and summarized in the monographs of J. Jacod (Jac79), R. Elliott (Ell82), P.E. Kopp (Kop84), M. Métivier and J. Pellaumail (MP80), B. Øksendal (Oks03), P. Protter (Pro90). Limit theorems in the most general semimartingale framework were proved by J. Jacod and A.N. Shiryaev (JS87). A very convenient way to consider financial markets is to insert them into semimartingale models, as perfectly demonstrated by I. Karatzas and S. Shreve (KS98), A.N. Shiryaev (Shi99), F. Delbaen and W. Schachermayer (DS06). The Malliavin calculus for the Wiener process was presented in the books of P. Malliavin (Mal97) and D. Nualart (Nua95). However, in recent years the well-studied theory of semimartingales turns out to be insufficient in order to describe many phenomena. On one hand, telecommunication connections, asset prices and other objects have "long memory". This effect cannot be described with the help of such processes as the Wiener process, which has independent increments and has no memory. On the other hand, the concept of turbulence in hydrodynamics can be described by self-similar fields with stationary (dependent) increments (A.M. Yaglom (Yag57), A. Monin and A.M. Yaglom (MY67) and A.M. Yaglom (Yag87)).
A.N. Kolmogorov (Kol40) was the first to consider continuous Gaussian processes with stationary increments and with the self-similarity property; it means that for any $a>0$ there exists $b>0$ such that

$$
\operatorname{Law}(X(a t) ; t \geq 0)=\operatorname{Law}(b X(t) ; t \geq 0)
$$

It turns out that such processes with zero mean have a special correlation function:

$$
E X(t) X(s)=\frac{1}{2}\left(|s|^{2 H}+|t|^{2 H}-|t-s|^{2 H}\right),
$$

where $0<H<1$. A.N. Kolmogorov called such Gaussian processes "Wiener Spirals" ("Wiener screw-lines"). Later, when the papers of H.E. Hurst (Hur51) and H.E. Hurst, R.P. Black and Y.M. Simaika (HBS65), devoted to long-term storage capacity in reservoirs, were published, the parameter $H$ got the name "Hurst parameter". The stochastic calculus of the processes mentioned above originated with the pioneering work of B.B. Mandelbrot and J.W. van Ness (MvN68) who considered the integral moving average representation of $X$ via the Wiener process on an infinite interval and called this process fractional Brownian motion (fBm). Note that B.B. Mandelbrot worked with fractional processes during a long period and his later results concerned the fractals and scaling were summarized in the book (Man97). Note also that it was proved in the paper (GK05) that the moving average representation of fBm is unique in the class of the right-continuous, nondecreasing concave functions on $\mathbb{R}_{+}$. The first result where fBm appeared as the limit in the Skorohod topology of stationary sums of random variables was obtained by M. Taqqu (Taq75); another scheme of convergence to fBm in the uniform topology was considered in (Gor77). Spectral properties of fBm were studied by G. Molchan (Mol69), G. Molchan and J. Golosov (MG69), G. Molchan (Mol03), and later by K. Dzhaparidze and H. van Zanten (DvZ05), (RLT95), (SL95).

The next intensive wave of interest in fBm arose in the 1990s. It can be explained by various applications of fBm and other long-memory processes in teletraffic, finances, climate and weather derivatives. The paper (DU95) was one of the first paper devoted to stochastic analysis for fBm . Note that fBm is neither a semimartingale (except the case $H=1 / 2$ when it is a Brownian motion) nor a Markov process. However, it is closely connected with fractional calculus and can be represented as a "fractional integral" (with the help of a comparatively complicated hypergeometric kernel) via the Wiener process not only on infinite, but also on finite intervals. This was stated by I. Norros, E. Valkeila and J. Virtamo (NVV99) and C. Bender (Ben03a). Such a representation, together with the Gaussian property of fBm and the Hölder property of its trajectories (fBm with Hurst index $H$ is Hölder up to order $H$ ) permits us to create an interesting and specific stochastic calculus for fBm . The development of the theory of long-memory processes moved in several directions: stochastic integration, stochastic differential equations, optimal filtering, financial applications, statistical inference, from one side (these topics create the main points of this book) and a lot of other theoretical problems and applications, from
the other side. In our Preface we mention for the most part the papers that are not mentioned and used in the text of the book but play a very important role in the development of the theory of long-memory processes. For example, series, spectral and wavelet analysis for fBm was considered in (AS96), (ALP02a), (Mas93), (Mas96), (RZ91), (DvZ05), (DF02), (DvZ04), (SL95), (Mac81b); local times, the Tanaka formula, the law of the iterated logarithm, maximal properties and the Kallianpur-Robbins law for fBm and related processes were studied in (Ber69), (CNT01), (HO02), (HP04b), (Sin97), (HOS05), (GRV03), (KK97), (KM96), (KO99), (Ros87), (KM96), (Kono96), (Sh96), (ElN93), (Tal96) and (Taq77). Furthermore, stochastic evolution equations driven by fBm were investigated in the papers (AG03), (CD01), (MN03), (TTV03) and some methods of construction of fBm were proposed in (Yor88) and (Sai92).
R.J. Adler and G. Samorodnitsky (AS95) considered super processes connected to fBm . The Clark-Ocone theorem for fBm was established in (BE03) and (AOPU00); forward and symmetric integrals for fBm were constructed in (BO04), (CN02), (Zah02b) (note that the general theory of forward, backward and symmetric integrals was created by F. Russo and P. Vallois in (RV93), (RV95a), (RV95b), (RV98) and (RV00)).

Detection and prediction problems were discussed in the papers (BP88), (GN96), (Dun06); the stochastic maximum principle for a controlled process governed by an SDE involving fBm was proved in (BHOS02); stochastic Fubini theorem for fBm was studied in (KM00); time rescaling for fBm was investigated in (Mac81a); Hausdorff measure and packing dimension connected to fBm were considered in (Tal95), (TX96), (Xiao91), (Xiao96), (Xiao97a), (Xiao97b); estimation of the parameters of long-memory processes, in particular, the estimates of the Hurst parameter are presented in (Ber94), (BGK06), (BG96), (BG98), (GR03a). Markov properties of some functionals connected with an fBm were considered in (CC98).

Rough path analysis for fBm was studied in (CQ02) and some of its applications were considered in the manuscript (HN06); the properties of the Gaussian spaces generated by an fBm were established in (PT01); distribution of functionals connected with fBm was obtained in (CM96), (LN03), (ElN99) (Sin97), (Zha96), (Zha97); the Skorohod-Stratonovich integral for fBm was studied in (Dec01), (ALN01), (AMN01), (AN02); the properties of spectral exponent of fBm were established in (LP95); multi-parameter fractional Brownian fields were studied in (ENO02), (Kam96), (ALP02b), (Lind93), (Gol84), (KK99), (OZ01), (PT02a), (Tal95), (TV03), (TT03), (Tud03), (MisIl03), (MisIl04), (MisIl06), (Mur92); set-parametrized fractional Brownian fields have been studied in the papers (HM06a), (HM06b); asymptotic properties of two-dimensional fractional Brownian fields were considered in ( BaNu 06 ). The Malliavin calculus for fBm was developed in (Hu05), (Pri98), (Nua03), (Nua06); fBm in Hilbert space was constructed and investigated in (DPM02). The papers (HN04), (KLeB02), (AHL01), (ALN01), (CKM03) are devoted to stochastic fractional Ornstein-Uhlenbeck, Riesz-Bessel and Lévy type
processes. An interesting formula of transformation of fBm with Hurst index $H$ into fBm with index $1-H$ was obtained in (Jost06). Mention also the papers (DU98), (Daye03) and forthcoming book (BHOZ07).

Note that fBm has a long-memory property only for $H \in(1 / 2,1)$. In the case $H \in(0,1 / 2)$ it is a process with short memory. The theory of such processes is quite different. FBm with $H \in(0,1 / 2)$ was studied in (ALN01), (AMN00), (AI04) and (CN05); simulation of fBm and various applications of fBm were considered in (CM95), (CM96), (Nor95), (Yin96), (Dun00), (Dun01), (DF02), (Seb95) and (Sin94).

Fractional Brownian motion as a model of financial markets was proposed in a large number of papers. (See, for example, (AM06), (BE04), (BSV06), (BO02), (BH05), (Che01b), (Dun04), (EvH01), (EvH03), (Gap04), (HO03), (HOS03), (HOS05), (Rog97), (Sch99), (Shi01), (Sot01), (SV03), (WRL03), (WTT99), (Wyss00) and (Zah02a).) Financial markets with memory were considered in (AI05a), (AI05b), (INA07) and (IN07). Moreover, filtering and prediction problems were considered in (CD99), (INA06), (KKA98b), (LeB98), (KLeBR99), (KLeB99), (KLeBR00), (Dun06) and (GN96). In addition, some related applied problems were studied, e.g., in (MS99), (Nar98), (Nor95), (Nor97), (Nor99). An estimate of ruin probabilities for the models with the long-range dependence was studied in (Mis05), (HP04b). Statistical inferences for the processes related to fBm are a very extended area. The major contributions to this theory were made, among other authors, by M. Taqqu and P.M. Robinson. We mention here also the papers of P. Doukhan, A. Khezour and G. Lang (DKL03), L. Giraitis and P.M. Robinson (GR03b), and the papers (DH03), (HH03), (KS03), (MS03), (BLOPST03), (WTT99). Of course, our list of the papers devoted to the theory of fBm is not exhaustive. The book of P. Doukhan, G. Oppenheim, M. Taqqu (editors): Theory and Applications of Long-range Dependence (Birkhäuser, Boston 2003) contains papers devoted to different aspects of stochastic calculus for fractional Brownian motion and related processes. We mention, in particular, the papers of D. Surgailis (Sur03a), (Sur03b) and M. Maejima (Mae03), devoted to central and non-central limit theorems, where the asymptotic distribution is not the classical standard normal and the limit process is not the Wiener process. The processes of moving average type are obtained as the limiting ones for increasing sums of some stationary sequences that do not have finite variance. See also the papers (Ho96), (Dec03), (Do03), (Mol03), (PT03), (Taq03), (SW03) from this edition describing stochastic analysis and other aspects of the processes with long memory; papers concerning statistical problems were mentioned above. It is clear from the aforesaid descriptions and citations that there exists the urgent need to systematize the existing results devoted to fractional Brownian motion, to select the best of them (in the author's opinion) and to present them in appropriate form. Also, some well-known results admit generalizations, and it can be done without great technical difficulties. The present book is devoted to the solution of these two problems. Of course, we cannot claim the complete presentation of all the results concerning fractional

Brownian motion; it is impossible as the reader can see from aforesaid list. So, we choose only the following topics: Wiener and stochastic integration, Itô formula, Fubini and Girsanov theorems, stochastic differential equations, filtering in the mixed Brownian-fractional-Brownian models, financial applications, some statistical inferences for fractional Brownian motion and the stochastic calculus of multi-parameter fractional Brownian processes. These fields coincide with the main directions of our own interest in the long-memory effect.

The book consists of six chapters divided into 41 sections. Chapter 1 is devoted to the Wiener integration (when the integrand is nonrandom) with respect to fractional Brownian motion. Section 1.1 is devoted to the principal definitions from fractional calculus. We recall the notions of fractional integrals and derivatives both for finite and infinite intervals, formulate the HardyLittlewood theorem, give the Fourier transformation for fractional integrals and derivatives and calculate the values of some important fractional derivatives. Section 1.2 contains some elementary properties of fractional Brownian motion including the simplest spectral representations. Section 1.3 contains the Mandelbrot-van Ness representation of fractional Brownian motion via the Wiener process and some fractional kernels on real axes. These kernels are the prototypes for the future definition of the Wiener integration w.r.t. fBm. Sections 1.4 and 1.5 describe the construction of fractional Brownian motion and fractional noise on white noise space. Such space is convenient for applications since it is possible to consider mixed Brownian-fractional-Brownian processes and linear combinations of fractional Brownian motions with different Hurst indices on such space and to apply Wick calculus to them. It is proved that any fractional noise with $H \in[1 / 2,1]$ belongs to the Hida distribution space $S^{*}$ (we establish the corresponding estimates for the negative norms). The relations between motion and noise are established as in the usual Wick calculus for the Wiener noise. In Section 1.6 we return to fBm on arbitrary space. The section contains the definition of the Wiener integral with respect to fBm and various relations between different "integrable spaces" related to fBm . Section 1.7 is devoted to (non) completeness of the Gaussian spaces generated by fBm , in connection with their norms. Section 1.8 contains the representation of fBm via the Wiener process on any finite interval $[0, T]$ and some representations for auxiliary processes. Sections 1.9 and 1.10 present moment estimates for Wiener integrals w.r.t. fractional Brownian motion. Using the conditions of continuity of the trajectories of Wiener integrals w.r.t. fBm (Section 1.11) we extend in Section 1.12 the upper moment estimates to solutions of very simple stochastic differential equations containing Wiener integrals. Section 1.13 contains the proof of the stochastic Fubini theorem for the Wiener integrals w.r.t. fractional Brownian motion. Section 1.14 deals with such Gaussian processes that can be transformed into martingales with the help of some kernels ( fBm can be transformed into the Wiener process with the help of hypergeometric kernels). Section 1.15 is devoted to different convergence schemes, in which fBm is approximated by the sequence of semimartingales, and even
by the continuous processes with bounded variation. In the last case Wiener integrals w.r.t. fractional Brownian motion also can be approximated. Section 1.16 demonstrates the Hölder properties of the Wiener integrals w.r.t. fractional Brownian motion. Section 1.17 contains some auxiliary estimates for fractional derivatives of fBm and for the Wiener integrals w.r.t. Wiener process via the Garsia-Rodemich-Rumsey inequality. Section 1.18 contains one- and two-sided bounds for power variations for fBm and Wiener integrals w.r.t. fBm . Section 1.19 contains the result stating that some conditions of quadratic variation of a stochastic process supply that this process is an fBm ; it is kind of generalization of the Lévy theorem for the Wiener process. Section 1.20 concludes; it describes Wiener fields on the plane and related fractional integrals and derivatives.

Chapter 2 is devoted to stochastic integration w.r.t. fractional Brownian motion and other aspects of stochastic calculus of fB . There exist several approaches to stochastic integration w.r.t. fractional Brownian motion: pathwise integration, Wick integration, Skorohod integration, isometric integration and some others that are not mentioned here. Pathwise stochastic integration in fractional Sobolev-type spaces and in fractional Besov-type spaces is described in Section 2.1 and is generalized to fBm fields in Section 2.2. Wick integration is considered in Section 2.3 and is reduced to the integration w.r.t. white noise. Two approaches to the Skorohod integration and their connections with forward, backward and symmetric integration are discussed in Section 2.4. Isometric integration is the subject of section 2.5. The stochastic Fubini theorem and various versions of the Itô formula and the Girsanov theorem are contained in Sections 2.6-2.8 which conclude Chapter 2.

Chapter 3 is devoted to different properties of stochastic differential equations involving fBm . Section 3.1 contains the conditions of existence and uniqueness of solution of a "pure" stochastic differential equation containing a pathwise integral w.r.t. fBm and the estimates of its solution. Most of the theorems are stated in the spirit of the paper (NR00) but the results of Zähle (Zah99) on existence of local solutions are also presented since they are used later for construction of global solutions in the cases when other results cannot help. Some properties of SDEs with stationary coefficients including differentiability and local differentiability of the solutions are presented in Subsection 3.1.4. Existence and uniqueness of solutions of SDEs with two-parameter fractional Brownian fields is contained in Subsection 3.1.6. Semilinear "pure" and "mixed" SDEs are considered in detail in Subsections 3.1.5 and 3.2.1. The rate of convergence of Euler approximations of solutions of SDEs involving fBm is the subject to Section 3.4. SDEs with fractional white noise are considered in Section 3.3, and a detailed discussion of SDEs with additive Wiener integrals w.r.t. fBm is presented in Section 3.5.

Chapter 4 is devoted to filtering problems in the mixed fractional models. Section 4.1 considers the case when the signal process is modeled by mixed stochastic differential equations involving both fractional Brownian motion and the Wiener process and the observation process is the sum of the fractional

Brownian integral and the term of bounded variation. Optimal filtering in conditionally Gaussian linear systems with mixed signals and fractional Brownian observation is studied in Section 4.2. In these sections we consider only nonrandom integrands in all the stochastic integrals. In Section 4.3 we make an attempt to generalize the model and consider polynomial integrands depending on fBm .

Chapter 5 is devoted to financial models involving fBm. In general, financial markets fairly often have a long memory and it is a natural idea to model them with the help of fBm or with the help of some of its modifications. Nevertheless, it is not so easy to do this because the market model is "good" when it does not admit arbitrage and the models involving fractional Brownian motion are not arbitrage-free. So, this chapter is devoted to some methods of construction of the long-memory arbitrage-free models and to the discussion of different approaches to this problem. In Section 5.1 we introduce the mixed Brownian-fractional-Brownian model and establish conditions that ensure the absence of arbitrage in such a model. In Section 5.2 we consider a fractional version of the Black-Scholes equation for the mixed Brownian-fractional Brownian model which contains pathwise integrals w.r.t. fBm , discuss possible applications of Wick products in fractional financial models and produce Black-Scholes equation for the fractional model involving Wick product w.r.t. fBm.

Chapter 6 is devoted to the solution of some statistical problems involving fBm . The choice of the first problem which is solved in Sections 6.1 and 6.2 was evoked by some financial reasonings considered in Chapter 5. More exactly, we try to determine which of the two geometric Brownian motions from (5.2.6) serves as the better model for the real financial market, i.e. we test the complex hypothesis concerning the shifts in the geometric fBm ; one of the shifts corresponds to the pathwise integral, and another to the Wick integral. In Section 6.3 we consider the existence and the properties of estimates of the shift parameter in different "pure" and "mixed" models involving fBm and, possibly, the Wiener process, which can be independent of or, conversely, "linearly dependent" on fractional Brownian motion.

I am grateful to Esko Valkeila who invited me several times to Helsinki University during the period of 1997-2005 and presented a possibility for fruitful work and discussion of the problems connected to fractional Brownian motion and related topics. Also, I am grateful to David Nualart for inviting me to Barcelona University during 2001-2003 when we discussed the problems connected to stochastic differential equations involving fBm . My thanks to all my other coauthors, with whom we have written the series of papers devoted to the stochastic calculus for fractional Brownian motion, especially to Jean Memin, Alexander Kukush, Georgij Shevchenko and Taras Androshchuk. My special thanks to Murad Taqqu and Christian Bender for their useful suggestions concerning contents of the minicourse of the lectures devoted to the stochastic calculus for fBm that I delivered in Helsinki Technology University
in May 2005. I wish to thank also Celine Jost who has carefully read a part of the text of this book and made a lot of improvements.

[^0]
## Contents

## 1 Wiener Integration with Respect to Fractional Brownian Motion <br> 1

1.1 The Elements of Fractional Calculus ..... 1
1.2 Fractional Brownian Motion: Definition and Elementary Properties ..... 7
1.3 Mandelbrot-van Ness Representation of fBm ..... 9
1.4 Fractional Brownian Motion with $H \in\left(\frac{1}{2}, 1\right)$ on the White Noise Space ..... 10
1.5 Fractional Noise on White Noise Space ..... 12
1.6 Wiener Integration with Respect to fBm ..... 16
1.7 The Space of Gaussian Variables Generated by fBm ..... 24
1.8 Representation of fBm via the Wiener Process on a Finite Interval ..... 26
1.9 The Inequalities for the Moments of the Wiener Integrals with Respect to fBm ..... 35
1.10 Maximal Inequalities for the Moments of Wiener Integrals with Respect to fBm ..... 41
1.11 The Conditions of Continuity of Wiener Integrals with Respect to fBm ..... 54
1.12 The Estimates of Moments of the Solution of Simple Stochastic Differential Equations Involving fBm ..... 55
1.13 Stochastic Fubini Theorem for the Wiener Integrals w.r.t fBm ..... 57
1.14 Martingale Transforms and Girsanov Theorem for Long- memory Gaussian Processes ..... 58
1.15 Nonsemimartingale Properties of fBm ; How to Approximate Them by Semimartingales ..... 71
1.15.1 Approximation of fBm by Continuous Processes of Bounded Variation ..... 71
1.15.2 Convergence $B^{H, \beta} \rightarrow B^{H}$ in Besov Space $W^{\lambda}[a, b]$. ..... 73
1.15.3 Weak Convergence to fBm in the Schemes of Series ..... 78
1.16 Hölder Properties of the Trajectories of fBm and of Wiener Integrals w.r.t. fBm ..... 87
1.17 Estimates for Fractional Derivatives of fBm and of Wiener Integrals w.r.t. Wiener Process via the Garsia-Rodemich- Rumsey Inequality ..... 88
1.18 Power Variations of fBm and of Wiener Integrals w.r.t. fBm ..... 90
1.19 Lévy Theorem for fBm ..... 94
1.20 Multi-parameter Fractional Brownian Motion ..... 117
1.20.1 The Main Definition ..... 117
1.20.2 Hölder Properties of Two-parameter fBm ..... 117
1.20.3 Fractional Integrals and Fractional Derivatives of Two-parameter Functions ..... 118
2 Stochastic Integration with Respect to fBm and Related Topics ..... 123
2.1 Pathwise Stochastic Integration ..... 123
2.1.1 Pathwise Stochastic Integration in the Fractional Sobolev-type Spaces ..... 123
2.1.2 Pathwise Stochastic Integration in Fractional Besov-type Spaces ..... 128
2.2 Pathwise Stochastic Integration w.r.t. Multi-parameter fBm. ..... 131
2.2.1 Some Additional Properties of Two-parameter Fractional Integrals and Derivatives ..... 131
2.2.2 Generalized Two-parameter Lebesgue-Stieltjes Integrals ..... 132
2.2.3 Generalized Integrals of Two-parameter fBm in the Case of the Integrand Depending on fBm ..... 136
2.2.4 Pathwise Integration in Two-parameter Besov Spaces ..... 136
2.2.5 The Existence of the Integrals of the Second Kind of a Two-parameter fBm ..... 137
2.3 Wick Integration with Respect to fBm with $H \in[1 / 2,1)$ as
$S^{*}$-integration ..... 141
2.3.1 Wick Products and $S^{*}$-integration ..... 141
2.3.2 Comparison of Wick and Pathwise Integrals for "Markov" Integrands ..... 145
2.3.3 Comparison of Wick and Stratonovich Integrals for "General" Integrands ..... 154
2.3.4 Reduction of Wick Integration w.r.t. Fractional Noise to the Integration w.r.t. White Noise ..... 157
2.4 Skorohod, Forward, Backward and Symmetric Integration w.r.t. fBm. Two Approaches to Skorohod Integration ..... 158
2.5 Isometric Approach to Stochastic Integration with Respect to fBm ..... 162
2.5.1 The Basic Idea ..... 162
2.5.2 First- and Higher-order Integrals with Respect to $X$ ..... 164
2.5.3 Generalized Integrals with Respect to fBm . ..... 169
2.6 Stochastic Fubini Theorem for Stochastic Integrals w.r.t. Fractional Brownian Motion ..... 174
2.7 The Itô Formula for Fractional Brownian Motion ..... 182
2.7.1 The Simplest Version ..... 182
2.7.2 Itô Formula for Linear Combination of Fractional Brownian Motions with $H_{i} \in[1 / 2,1)$ in Terms of Pathwise Integrals and Itô Integral ..... 183
2.7.3 The Itô Formula in Terms of Wick Integrals ..... 184
2.7.4 The Itô Formula for $H \in(0,1 / 2)$ ..... 185
2.7.5 Itô Formula for Fractional Brownian Fields ..... 186
2.7.6 The Itô Formula for $H \in(0,1)$ in Terms of Isometric Integrals, and Its Applications ..... 189
2.8 The Girsanov Theorem for fBm and Its Applications ..... 191
2.8.1 The Girsanov Theorem for fBm ..... 191
2.8.2 When the Conditions of the Girsanov Theorem Are Fulfilled? Differentiability of the Fractional Integrals ..... 193
3 Stochastic Differential Equations Involving Fractional Brownian Motion ..... 197
3.1 Stochastic Differential Equations Driven by Fractional Brownian Motion with Pathwise Integrals ..... 197
3.1.1 Existence and Uniqueness of Solutions: the Results of Nualart and Rǎşcanu ..... 197
3.1.2 Norm and Moment Estimates of Solution ..... 202
3.1.3 Some Other Results on Existence and Uniqueness of Solution of SDE Involving Processes Related to fBm with $(H \in(1 / 2,1))$ ..... 204
3.1.4 Some Properties of the Stochastic Differential Equations with Stationary Coefficients ..... 206
3.1.5 Semilinear Stochastic Differential Equations Involving Forward Integral w.r.t. fBm . ..... 220
3.1.6 Existence and Uniqueness of Solutions of SDE with Two-Parameter Fractional Brownian Field ..... 223
3.2 The Mixed SDE Involving Both the Wiener Process and fBm ..... 225
3.2.1 The Existence and Uniqueness of the Solution of the Mixed Semilinear SDE ..... 225
3.2.2 The Existence and Uniqueness of the Solution of the Mixed SDE for fBm with $H \in(3 / 4,1)$ ..... 227
3.2.3 The Girsanov Theorem and the Measure Transformation for the Mixed Semilinear SDE ..... 238
3.3 Stochastic Differential Equations with Fractional White Noise ..... 240
3.3.1 The Lipschitz and the Growth Conditions on the Negative Norms of Coefficients ..... 240
3.3.2 Quasilinear SDE with Fractional Noise ..... 241
3.4 The Rate of Convergence of Euler Approximations of Solutions of SDE Involving fBm ..... 243
3.4.1 Approximation of Pathwise Equations ..... 244
3.4.2 Approximation of Quasilinear Skorohod-type Equations ..... 255
3.5 SDE with the Additive Wiener Integral w.r.t. Fractional Noise ..... 262
3.5.1 Existence of a Weak Solution for Regular Coefficients ..... 263
3.5.2 Existence of a Weak Solution for SDE with Discontinuous Drift ..... 266
3.5.3 Uniqueness in Law and Pathwise Uniqueness for Regular Coefficients ..... 271
3.5.4 Existence of a Strong Solution for the Regular Case ..... 272
3.5.5 Existence of a Strong Solution for Discontinuous Drift ..... 274
3.5.6 Estimates of Moments of Solutions for Regular Case and $H \in(0,1 / 2)$ ..... 278
3.5.7 The Estimates of the Norms of the Solution in the Orlicz Spaces ..... 280
3.5.8 The Distribution of the Supremum of the Process $X$ on $[0, T]$ ..... 284
3.5.9 Modulus of Continuity of Solution of Equation Involving Fractional Brownian Motion ..... 287
4 Filtering in Systems with Fractional Brownian Noise ..... 291
4.1 Optimal Filtering of a Mixed Brownian-Fractional-Brownian Model with Fractional Brownian Observation Noise ..... 291
4.2 Optimal Filtering in Conditionally Gaussian Linear Systems with Mixed Signal and Fractional Brownian Observation Noise ..... 295
4.3 Optimal Filtering in Systems with Polynomial Fractional Brownian Noise ..... 298
5 Financial Applications of Fractional Brownian Motion ..... 301
5.1 Discussion of the Arbitrage Problem ..... 301
5.1.1 Long-range Dependence in Economics and Finance ..... 301
5.1.2 Arbitrage in "Pure" Fractional Brownian Model. The Original Rogers Approach ..... 302
5.1.3 Arbitrage in the "Pure" Fractional Model. Results of Shiryaev and Dasgupta ..... 304
5.1.4 Mixed Brownian-Fractional-Brownian Model: Absence of Arbitrage and Related Topics ..... 305
5.1.5 Equilibrium of Financial Market. The Fractional Burgers Equation ..... 321
5.2 The Different Forms of the Black-Scholes Equation ..... 322
5.2.1 The Black-Scholes Equation for the Mixed Brownian-Fractional-Brownian Model ..... 322
5.2.2 Discussion of the Place of Wick Products and Wick- Itô-Skorohod Integral in the Problems of Arbitrage and Replication in the Fractional Black-Scholes Pricing Model. ..... 323
6 Statistical Inference with Fractional Brownian Motion ..... 327
6.1 Testing Problems for the Density Process for fBm with Different Drifts ..... 327
6.1.1 Observations Based on the Whole Trajectory with $\sigma$ and $H$ Known ..... 329
6.1.2 Discretely Observed Trajectory and $\sigma$ Unknown ..... 331
6.2 Goodness-of-fit Test ..... 335
6.2.1 Introduction ..... 335
6.2.2 The Whole Trajectory Is Observed and the Parameters $\mu$ and $\sigma$ Are Known ..... 335
6.2.3 Goodness-of-fit Tests with Discrete Observations ..... 337
6.2.4 On Volatility Estimation ..... 340
6.2.5 Goodness-of-fit Test with Unknown $\mu$ and $\sigma$ ..... 342
6.3 Parameter Estimates in the Models Involving fBm ..... 343
6.3.1 Consistency of the Drift Parameter Estimates in the Pure Fractional Brownian Diffusion Model ..... 344
6.3.2 Consistency of the Drift Parameter Estimates in the Mixed Brownian-fractional-Brownian Diffusion Model with "Linearly" Dependent $W_{t}$ and $B_{t}^{H}$ ..... 349
6.3.3 The Properties of Maximum Likelihood Estimates in Diffusion Brownian-Fractional-Brownian Models with Independent Components ..... 354
A Mandelbrot-van Ness Representation: Some Related Calculations ..... 363
B Approximation of Beta Integrals and Estimation of Kernels ..... 365
References ..... 369
Index ..... 391

## Wiener Integration with Respect to Fractional Brownian Motion

### 1.1 The Elements of Fractional Calculus

Let $\alpha>0$ (and in most cases below $\alpha<1$ though this is not obligatory). Define the Riemann-Liouville left- and right-sided fractional integrals on $(a, b)$ of order $\alpha$ by

$$
\left(I_{a+}^{\alpha} f\right)(x):=\frac{1}{\Gamma(\alpha)} \int_{a}^{x} f(t)(x-t)^{\alpha-1} d t
$$

and

$$
\left(I_{b-}^{\alpha} f\right)(x):=\frac{1}{\Gamma(\alpha)} \int_{x}^{b} f(t)(t-x)^{\alpha-1} d t
$$

respectively.
We say that the function $f \in \mathcal{D}\left(I_{a+(b-)}^{\alpha}\right)$ (the symbol $\mathcal{D}(\cdot)$ denotes the domain of the corresponding operator), if the respective integrals converge for almost all (a.a.) $x \in(a, b)$ (with respect to (w.r.t.) Lebesgue measure).

The Riemann-Liouville fractional integrals on $\mathbb{R}$ are defined as

$$
\left(I_{+}^{\alpha} f\right)(x):=\frac{1}{\Gamma(\alpha)} \int_{-\infty}^{x} f(t)(x-t)^{\alpha-1} d t
$$

and

$$
\left(I_{-}^{\alpha} f\right)(x):=\frac{1}{\Gamma(\alpha)} \int_{x}^{\infty} f(t)(t-x)^{\alpha-1} d t
$$

respectively.
The function $f \in \mathcal{D}\left(I_{ \pm}^{\alpha}\right)$ if the corresponding integrals converge for a.a. $x \in \mathbb{R}$. According to (SKM93), we have inclusion $L_{p}(\mathbb{R}) \subset \mathcal{D}\left(I_{ \pm}^{\alpha}\right), 1 \leq p<\frac{1}{\alpha}$. Moreover, the following Hardy-Littlewood theorem holds.
Theorem 1.1.1 ((SKM93)). Let $1 \leq p, q<\infty, 0<\alpha<1$. Then the operators $I_{ \pm}^{\alpha}$ are bounded from $L_{p}(\mathbb{R})$ to $L_{q}(\mathbb{R})$ if and only if $1<p<\frac{1}{\alpha}$ and $q=p(1-\alpha p)^{-1}$. This means, in particular, that for any $1<p<\frac{1}{\alpha}$ and $q=\frac{p}{1-\alpha p}$, there exists a constant $C_{p, q, \alpha}$ such that

$$
\begin{equation*}
\left(\int_{\mathbb{R}}\left(\int_{\mathbb{R}}|f(u) \| x-u|^{\alpha-1} d u\right)^{q} d x\right)^{\frac{1}{q}} \leq C_{p, q, \alpha}\|f\|_{L_{p}(\mathbb{R})} . \tag{1.1.1}
\end{equation*}
$$

Fractional integration admits the following composition formulas for fractional integrals:

$$
I_{a+}^{\alpha} I_{a+}^{\beta} f=I_{a+}^{\alpha+\beta} f, \quad I_{b-}^{\alpha} I_{b-}^{\beta} f=I_{b-}^{\alpha+\beta} f
$$

for $f \in L_{1}[a, b]$. If $\alpha+\beta \geq 1$ then these equalities hold at any point $x \in(a, b)$, otherwise they hold for a.a. $x$. Also,

$$
I_{ \pm}^{\alpha} I_{ \pm}^{\beta}=I_{ \pm}^{\alpha+\beta} f
$$

for $f \in L_{p}(\mathbb{R}), \alpha, \beta>0$ and $\alpha+\beta<\frac{1}{p}$. Let $f \in L_{p}[a, b], g \in L_{q}[a, b], p, q \geq 1$ and $\frac{1}{p}+\frac{1}{q} \leq 1+\alpha$, or let $p>1, q>1$ and $\frac{1}{p}+\frac{1}{q}=1+\alpha$. Then we have the following integration-by-parts formula for fractional integralsintegration-by-parts formula!for fractional integrals:

$$
\int_{a}^{b} g(x)\left(I_{a+}^{\alpha} f\right)(x) d x=\int_{a}^{b} f(x)\left(I_{b_{-}}^{\alpha} g\right)(x) d x .
$$

Let $f \in L_{p}(\mathbb{R}), g \in L_{q}(\mathbb{R}), p>1, q>1$ and $\frac{1}{p}+\frac{1}{q}=1+\alpha$. Then

$$
\begin{equation*}
\int_{\mathbb{R}} g(x)\left(I_{+}^{\alpha} f\right)(x) d x=\int_{\mathbb{R}} f(x)\left(I_{-}^{\alpha} g\right)(x) d x . \tag{1.1.2}
\end{equation*}
$$

Let $C^{\lambda}(\mathbb{T})$ be the set of Hölder continuous functions $f: \mathbb{T} \rightarrow \mathbb{R}$ of order $\lambda$, i.e.

$$
\begin{aligned}
C^{\lambda}(\mathbb{T})=\left\{f: \mathbb{T} \rightarrow \mathbb{R}\left|\|f\|_{\lambda}:=\sup _{t \in \mathbb{T}}\right|\right. & f(t) \mid \\
& \left.+\sup _{s, t \in \mathbb{T}}|f(s)-f(t)|(t-s)^{-\lambda}<\infty\right\} .
\end{aligned}
$$

If $\alpha>0$ and $\alpha p>1$, then $I_{ \pm}^{\alpha}\left(L_{p}(\mathbb{R})\right) \subset C^{\lambda}[a, b]$ for any $-\infty<a<b<\infty$ and $0<\lambda \leq \alpha-\frac{1}{p}$.

The next result is evident.
Lemma 1.1.2. Let $0<\alpha<1, f \in L_{p}(\mathbb{R}), 1 \leq p<\frac{1}{\alpha}$ and $I_{ \pm}^{\alpha} f=0$. Then $f(x)=0$ for a.a. $x \in \mathbb{R}$.

For $p \geq 1$, denote by $I_{ \pm}^{\alpha}\left(L_{p}(\mathbb{R})\right)$ the class of functions $f$, that can be presented as Riemann-Liouville integrals, more exactly, $f=I_{ \pm}^{\alpha} \varphi$ for some $\varphi \in L_{p}(\mathbb{R}), p \geq 1$. Lemma 1.1.2 ensures the uniqueness of such function $\varphi$. For $0<\alpha<1$ it coincides for a.a. $x \in \mathbb{R}$ with the left- (right-) sided RiemannLiouville fractional derivative of $f$ of order $\alpha$. These derivatives are denoted by

$$
\left(I_{+}^{-\alpha} f\right)(x)=\left(D_{+}^{\alpha} f\right)(x):=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d x} \int_{-\infty}^{x} f(t)(x-t)^{-\alpha} d t
$$

and

$$
\left(I_{-}^{-\alpha} f\right)(x)=\left(D_{-}^{\alpha} f\right)(x):=\frac{-1}{\Gamma(1-\alpha)} \frac{d}{d x} \int_{x}^{\infty} f(t)(t-x)^{-\alpha} d t
$$

respectively.
For $p>1$, the class $I_{ \pm}^{\alpha}\left(L_{p}(\mathbb{R})\right)$ coincides with the class of those functions $f \in L_{r}(\mathbb{R}), r=\frac{p}{1-\alpha p}$, for which the integrals

$$
\int_{-\infty}^{x-\varepsilon}(f(x)-f(t))(x-t)^{-\alpha-1} d t
$$

and

$$
\int_{x+\varepsilon}^{\infty}(f(x)-f(t))(t-x)^{-\alpha-1} d t
$$

respectively, converge in $L_{p}(\mathbb{R})$ as $\varepsilon \rightarrow 0$. Thus, for $f \in I_{ \pm}^{\alpha}\left(L_{p}(\mathbb{R})\right)$ with $p>$ 1 the Riemann-Liouville derivatives coincide with the Marchaud fractional derivatives

$$
\left(\widetilde{D}_{+}^{\alpha} f\right)(x):=\frac{1}{\Gamma(1-\alpha)} \int_{\mathbb{R}_{+}}(f(x)-f(x-y)) y^{-\alpha-1} d y
$$

and

$$
\left(\widetilde{D}_{-}^{\alpha} f\right)(x):=\frac{1}{\Gamma(1-\alpha)} \int_{\mathbb{R}_{+}}(f(x)-f(x+y)) y^{-\alpha-1} d y
$$

respectively. If $\alpha>0$ and $\alpha p<1$, then $I_{ \pm}^{\alpha}\left(L_{p}(\mathbb{R})\right) \subset L_{q}(\mathbb{R})$ for $\frac{1}{q}=\frac{1}{p}-\alpha$.
The Riemann-Liouville fractional derivatives can be considered on any interval $[a, b] \subset \mathbb{R}$ in the following way: we introduce the class $I_{ \pm}^{\alpha}\left(L_{p}[a, b]\right)$ of functions $f$ that can be presented as $f=I_{a+}^{\alpha} \varphi\left(f=I_{b-}^{\alpha} \varphi\right)$ for $\varphi \in L_{p}[a, b]$, $p \geq 1$, where we denote

$$
\left(I_{a+}^{-\alpha} f\right)(x)=\left(D_{a+}^{\alpha} f\right)(x)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d x} \int_{a}^{x} f(t)(x-t)^{-\alpha} d t
$$

and

$$
\left(I_{b-}^{-\alpha} f\right)(x)=\left(D_{b-}^{\alpha} f\right)(x)=-\frac{1}{\Gamma(1-\alpha)} \frac{d}{d x} \int_{x}^{b} f(t)(t-x)^{-\alpha} d t
$$

respectively. In this case the Riemann-Liouville fractional derivatives $D_{a+}^{\alpha} f$ and $D_{b-}^{\alpha} f$ admit the Weyl representation of fractional derivatives (we suppose that $f=0$ outside $(a, b))$ :

$$
\begin{aligned}
\left(D_{a+}^{\alpha} f\right)(x) & =\frac{1}{\Gamma(1-\alpha)}\left(f(x)(x-a)^{-\alpha}\right. \\
& \left.+\alpha \int_{a}^{x}(f(x)-f(t))(x-t)^{-\alpha-1} d t\right) \cdot \mathbf{1}_{(a, b)}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(D_{b-}^{\alpha} f\right)(x) & =\frac{1}{\Gamma(1-\alpha)}\left(f(x)(b-x)^{-\alpha}\right. \\
& \left.+\alpha \int_{x}^{b}(f(x)-f(t))(t-x)^{-\alpha-1} d t\right) \cdot \mathbf{1}_{(a, b)}(x)
\end{aligned}
$$

respectively, where the convergence of the integrals holds pointwise for a.a. $x \in(a, b)$ for $p=1$ and in $L_{p}[a, b]$ for $p>1$.

According to (SKM93, Theorem 13.4), we have that $f=I_{a+}^{\alpha} \varphi$ for some $\varphi \in L_{p}[a, b]$, where $1<p<\infty$, if and only if $f(x)(x-a)^{-\alpha} \in L_{p}[a, b]$ and

$$
\sup _{\varepsilon>0} \int_{a+\varepsilon}^{b}\left|\psi_{\varepsilon}(x)\right|^{p} d x<\infty
$$

where $\psi_{\varepsilon}(x)=\int_{a}^{x-\varepsilon} \frac{f(x)-f(t)}{(x-t)^{1+\alpha}} d t, a+\varepsilon \leq x \leq b$. Let $f \in I_{ \pm}^{\alpha}\left(L_{p}(\mathbb{R})\right), 0<\alpha<1$ and $p \geq 1$. Then

$$
\begin{equation*}
I_{ \pm}^{\alpha} I_{ \pm}^{-\alpha} f=f \tag{1.1.3}
\end{equation*}
$$

moreover, for $f \in L_{1}(\mathbb{R})$ we have that

$$
\begin{equation*}
I_{ \pm}^{-\alpha} I_{ \pm}^{\alpha} f=f \tag{1.1.4}
\end{equation*}
$$

We set $I_{ \pm}^{0} f:=f$.
The composition formula for fractional derivatives has the form

$$
\begin{equation*}
D_{a+}^{\alpha} D_{a+}^{\beta} f=D_{a+}^{\alpha+\beta} f \tag{1.1.5}
\end{equation*}
$$

where $\alpha \geq 0, \beta \geq 0$ and $f \in I_{a+}^{\alpha+\beta}\left(L_{1}(\mathbb{R})\right)$.
Also, under the assumptions $0<\alpha<1, f \in I_{a+}^{\alpha}\left(L_{p}[a, b]\right)$ and $g \in$ $I_{b-}^{\alpha}\left(L_{q}[a, b]\right), 1 / p+1 / q \leq 1+\alpha$ we have the integration-by-parts formula for fractional derivatives

$$
\begin{equation*}
\int_{a}^{b}\left(D_{a+}^{\alpha} f\right)(x) g(x) d x=\int_{a}^{b} f(x)\left(D_{b-}^{\alpha} g\right)(x) d x \tag{1.1.6}
\end{equation*}
$$

For $0<\alpha<1$ and $f \in C^{1}[a, b]$, the derivatives $D_{a+}^{\alpha} f$ and $D_{b-}^{\alpha} f$ exist, belong to $L_{r}[a, b]$ for $1 \leq r<1 / \alpha$, and have the form

$$
D_{a+}^{\alpha} f=\frac{1}{\Gamma(1-\alpha)}\left(f(a)(x-a)^{-\alpha}+\int_{a}^{x} f^{\prime}(t)(x-t)^{-\alpha} d t\right)
$$

and

$$
D_{b-}^{\alpha} f=\frac{1}{\Gamma(1-\alpha)}\left(f(b)(b-x)^{-\alpha}-\int_{x}^{b} f^{\prime}(t)(t-x)^{-\alpha} d t\right)
$$

respectively.
Let the general indicator function be given by

$$
\mathbf{1}_{(a, b)}(t)=\left\{\begin{aligned}
1, & a \leq t<b \\
-1, & b \leq t<a \\
0, & \text { otherwise }
\end{aligned}\right.
$$

Lemma 1.1.3. Let $H \in\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right)$ and $\alpha=H-\frac{1}{2}$. Then, for all $t \in \mathbb{R}$, we have the equality

$$
\left(I_{-}^{\alpha} \mathbf{1}_{(0, t)}\right)(x)=\frac{1}{\Gamma(1+\alpha)}\left((t-x)_{+}^{\alpha}-(-x)_{+}^{\alpha}\right)
$$

Proof. Let $H \in\left(\frac{1}{2}, 1\right)$ and, for example, $x<0<t$ (the other cases can be considered similarly). Then,

$$
\begin{align*}
& \left(I_{-}^{\alpha} \mathbf{1}_{(0, t)}\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{\infty} \mathbf{1}_{(0, t)}(u)(u-x)^{\alpha-1} d u \\
& \quad=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(u-x)^{\alpha-1} d u=\frac{1}{\Gamma(\alpha+1)}\left((t-x)^{\alpha}-(-x)^{\alpha}\right) \tag{1.1.7}
\end{align*}
$$

Let $H \in\left(0, \frac{1}{2}\right)$. According to the definition of the fractional derivative and (1.1.3), we must prove that

$$
\begin{equation*}
\int_{x}^{\infty}\left((t-u)_{+}^{\alpha}-(-u)_{+}^{\alpha}\right)(u-x)^{-\alpha-1} d u=\Gamma(-\alpha) \Gamma(\alpha+1) \mathbf{1}_{(0, t)}(x) \tag{1.1.8}
\end{equation*}
$$

Let, for example, $0<x<t$. Then the left-hand side of (1.1.8) equals

$$
\begin{gathered}
\int_{x}^{t}(t-u)^{\alpha}(u-x)^{-\alpha-1} d u \mathbf{1}_{(0, t)}(x) \\
=B(\alpha+1,-\alpha) \mathbf{1}_{(0, t)}(x)=\Gamma(-\alpha) \Gamma(\alpha+1) \mathbf{1}_{(0, t)}(x)
\end{gathered}
$$

The other cases can be considered similarly.
Remark 1.1.4. Obviously, $\left(I_{+}^{\alpha} \mathbf{1}_{(a, b)}(x)\right)=\frac{1}{\Gamma(1+\alpha)}\left((b-x)_{+}^{\alpha}-(a-x)_{+}^{\alpha}\right)$, $-\infty<a<b<\infty$.

Let $f \in L_{1}(\mathbb{R})$. The Fourier transform of $f$ is defined as

$$
(\mathcal{F} f)(x)=\widehat{f}(x)=\int_{\mathbb{R}} e^{i x t} f(t) d t
$$

Denote by $S(\mathbb{R})$ the class of smooth, i.e. infinitely differentiable, and rapidly decreasing functions.

Theorem 1.1.5 ((SKM93)). (i) For any $0<\alpha<1$ and $f \in L_{1}(\mathbb{R})$ it holds

$$
\begin{aligned}
& \qquad \mathcal{F}\left(I_{ \pm}^{\alpha} f\right)=\widehat{f}(x) \cdot(\mp i x)^{-\alpha} \\
& \text { where }(\mp i x)^{\alpha}=|x|^{\alpha} \exp \left\{\mp \frac{\alpha \pi i}{2} \operatorname{sign} x\right\}
\end{aligned}
$$

(ii) For any $0<\alpha<1$ and $f \in S(\mathbb{R})$ it holds that

$$
\mathcal{F}\left(I_{ \pm}^{-\alpha} f\right)=\widehat{f}(x) \cdot(\mp i x)^{\alpha}
$$

For $H \in(0,1)$ we introduce the set

$$
\mathcal{F}_{H}:=\left\{f \in L_{2}(\mathbb{R}), f:\left.\mathbb{R} \rightarrow \mathbb{R}\left|\int_{\mathbb{R}}\right| \widehat{f}(x)\right|^{2}|x|^{-2 \alpha} d x<\infty\right\}
$$

with the norm

$$
\|f\|_{\mathcal{F}_{H}}^{2}=\int_{\mathbb{R}}|\widehat{f}(x)|^{2} \cdot|x|^{-2 \alpha} d x
$$

Here and throughout the whole text $\alpha:=H-1 / 2$. The set $\mathcal{F}_{H}$ will be considered in detail in Sections 1.6 and 1.7.

We say that $f$ is step function, or elementary function, if there exist a finite number of points $t_{k} \in \mathbb{R}, 0 \leq k \leq n-1$, and $a_{k} \in \mathbb{R}$, $1 \leq k \leq n$, such that

$$
f(t)=\sum_{k=1}^{n} a_{k} \mathbf{1}_{\left[t_{k-1}, t_{k}\right)}(t)
$$

Lemma 1.1.6. Let $f \in \mathcal{F}_{H}$. Then there exists a sequence of step functions $f_{n}$, such that

$$
\left\|f-f_{n}\right\|_{\mathcal{F}_{H}} \rightarrow 0, n \rightarrow \infty
$$

Theorem 1.1.7 $((\mathrm{PT} 00 \mathrm{~b}))$. For $H \in(0,1)$, the set $\mathcal{F}_{H}$ is a linear space with inner product

$$
(f, g)_{\mathcal{F}_{H}}=\int_{\mathbb{R}} \widehat{f}(x) \overline{\widehat{g}(x)}|x|^{-2 \alpha} d x, \quad \alpha=H-1 / 2
$$

Moreover, the set of elementary functions belongs to $\mathcal{F}_{H}$, and it is dense in $\mathcal{F}_{H}$.

Proof. The first statement is evident. Furthermore, for any $-\infty<a<$ $b<\infty$, it holds that $\mathbf{1}_{(a, b)} \in \mathcal{F}_{H}$, because $\int_{\mathbb{R}}\left|\widehat{\mathbf{1}}_{(a, b)}(x)\right|^{2}|x|^{-2 \alpha} d x=$ $\int_{\mathbb{R}}\left|e^{i x b}-e^{i x a}\right|^{2}|x|^{-2-2 \alpha} d x$, and the latter integral is equivalent to the convergent integral $\int|x|^{-2-2 \alpha} d x$, in the neighborhood of $\pm \infty$, and equivalent to the convergent integral $\int|x|^{-2 \alpha} d x$ in the neighborhood of 0 . Therefore, any step function belongs to $\mathcal{F}_{H}$. The second statement then follows from Lemma 1.1.6.

Lemma 1.1.8 ((PT00b)). Let $f \in L_{2}(\mathbb{R})$. Then, for any $H \in(0,1)$, there exists a sequence of step functions $f_{n}$ such that

$$
\begin{equation*}
\left.\left.\int_{\mathbb{R}}\left|\widehat{f}(x)-\widehat{f}_{n}(x)\right| x\right|^{-2 \alpha}\right|^{2} d x \rightarrow 0, \quad n \rightarrow \infty \tag{1.1.9}
\end{equation*}
$$

Proof. Indeed, for $\varepsilon>0$, put $\widehat{f}_{\varepsilon}(x):=\widehat{f}(x) \mathbf{1}_{\{|x|>\varepsilon\}}$. Then $\int_{\mathbb{R}}\left|\widehat{f}(x)-\widehat{f}_{\varepsilon}(x)\right|^{2} d x$ $\rightarrow 0, \varepsilon \rightarrow 0$. Let $H \in\left(0, \frac{1}{2}\right)$. Then $\widehat{f}_{\varepsilon}(x)=\left(\widehat{f}(x)|x|^{\alpha} \mathbf{1}_{\{|x|>\varepsilon\}}\right)|x|^{-\alpha}=$ $\widehat{g}_{\varepsilon}(x)|x|^{-\alpha}$, where $g_{\varepsilon} \in L_{2}(\mathbb{R}), \alpha=H-1 / 2$. Now (1.1.9) follows from Lemma 1.1.6. In the case $H \in\left[\frac{1}{2}, 1\right)$ the proof is similar.

### 1.2 Fractional Brownian Motion: Definition and Elementary Properties

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space.
Definition 1.2.1. The (two-sided, normalized) fractional Brownian motion $(\mathrm{fBm})$ with Hurst index $H \in(0,1)$ is a Gaussian process $B^{H}=\left\{B_{t}^{H}, t \in \mathbb{R}\right\}$ on $(\Omega, \mathcal{F}, P)$, having the properties
(i) $B_{0}^{H}=0$,
(ii) $E B_{t}^{H}=0, t \in \mathbb{R}$,
(iii) $E B_{t}^{H} B_{s}^{H}=\frac{1}{2}\left(|t|^{2 H}+|s|^{2 H}-|t-s|^{2 H}\right), s, t \in \mathbb{R}$.

Remark 1.2.2. Since $E\left(B_{t}^{H}-B_{s}^{H}\right)^{2}=|t-s|^{2 H}$ and $B^{H}$ is a Gaussian process, it has a continuous modification, according to the Kolmogorov theorem. Indeed, for all $n \geq 1$ it holds that $E\left|B_{t}^{H}-B_{s}^{H}\right|^{n}=\frac{2^{\frac{n}{2}}}{\pi^{\frac{1}{2}}} \Gamma\left(\frac{n+1}{2}\right)|t-s|^{n H}$.
Remark 1.2.3. For $H=1$, we set $B_{t}^{H}=B_{t}^{1}=t \xi$, where $\xi$ is a standard normal random variable.
Remark 1.2.4. It is possible to consider the fBm only on $\mathbb{R}_{+}$(one-sided fBm) with evident changes in Definition 1.2.1.

The characteristic function has the form

$$
\varphi_{\lambda}(t):=E \exp \left\{i \sum_{k=1}^{n} \lambda_{k} B_{t_{k}}^{H}\right\}=\exp \left\{-\frac{1}{2}\left(C_{t} \lambda, \lambda\right)\right\}
$$

where $C_{t}=\left(E B_{t_{k}}^{H} B_{t_{i}}^{H}\right)_{1 \leq i, k \leq n}$ and $(\cdot, \cdot)$ is the inner product on $\mathbb{R}^{n}$.
Therefore, it follows from item (iii) of Definition 1.2.1, that for any $\beta>0$

$$
\begin{equation*}
\varphi_{\lambda}(\beta t)=\exp \left\{-\frac{1}{2} \beta^{2 H}\left(C_{t} \lambda, \lambda\right)\right\} \tag{1.2.1}
\end{equation*}
$$

Definition 1.2.5. A stochastic process $X=\left\{X_{t}, t \in \mathbb{R}\right\}$ is called $b$-selfsimilar if

$$
\left\{X_{a t}, t \in \mathbb{R}\right\} \stackrel{d}{=}\left\{a^{b} X_{t}, t \in \mathbb{R}\right\}
$$

in the sense of finite-dimensional distributions.

From Definition 1.2.5 and (1.2.1) it follows that $B^{H}$ is $H$-self-similar.
Note that

$$
\begin{equation*}
E\left(B_{t}^{H}-B_{s}^{H}\right)\left(B_{u}^{H}-B_{v}^{H}\right)=\frac{1}{2}\left(|s-u|^{2 H}+|t-v|^{2 H}-|t-u|^{2 H}-|s-v|^{2 H}\right) \tag{1.2.2}
\end{equation*}
$$

It follows from (1.2.2) that the process $B^{H}$ has stationary increments (evidently, it is not stationary itself). Let $H=\frac{1}{2}$. Then the increments of $B^{H}$ are non-correlated, and consequently independent. So $B^{H}$ is a Wiener process which we denote further by $B$ or $W$. For $H \in\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right)$ and $t_{1}<t_{2}<t_{3}<t_{4}$, it follows from (1.2.2) for $\alpha=H-1 / 2$ that

$$
E\left(B_{t_{4}}^{H}-B_{t_{3}}^{H}\right)\left(B_{t_{2}}^{H}-B_{t_{1}}^{H}\right)=2 \alpha H \int_{t_{1}}^{t_{2}} \int_{t_{3}}^{t_{4}}(u-v)^{2 \alpha-1} d u d v
$$

Therefore, the increments are positively correlated for $H \in\left(\frac{1}{2}, 1\right)$ and negatively correlated for $H \in\left(0, \frac{1}{2}\right)$. Furthermore, for any $n \in \mathbb{Z} \backslash\{0\}$, the autocovariance function is given by

$$
\begin{aligned}
r(n):=E B_{1}^{H}\left(B_{n+1}^{H}-B_{n}^{H}\right)=2 \alpha H \int_{0}^{1} \int_{n}^{n+1} & (u-v)^{2 \alpha-1} d u d v \\
& \sim 2 \alpha H|n|^{2 \alpha-1}, \quad|n| \rightarrow \infty
\end{aligned}
$$

If $H \in\left(0, \frac{1}{2}\right)$, then $\sum_{n \in \mathbb{Z}}|r(n)| \sim \sum_{n \in \mathbb{Z} \backslash\{0\}}|n|^{2 \alpha-1}<\infty$.
If $H \in\left(\frac{1}{2}, 1\right)$, then $\sum_{n=1}^{\infty}|r(n)| \sim \sum_{n \in \mathbb{Z} \backslash\{0\}}|n|^{2 \alpha-1}=\infty$. In this case we say that $\mathrm{fBm} B^{H}$ has the property of long-range dependence. For the spectral density function of $\left\{X_{n}^{H}:=B_{n+1}^{H}-B_{n}^{H}, n \in \mathbb{Z}\right\}$, which is denoted by $f_{H}(\lambda)$, it holds that (BG96; DvZ05),

$$
f_{H}(\lambda)=C_{H}^{(0)}\left|e^{i \lambda}-1\right|^{2} \sum_{k \in Z}|\lambda+2 \pi k|^{-2-2 \alpha}, \quad \lambda \in[-\pi, \pi]
$$

where $C_{H}^{(0)}$ is some constant depending on $H$. It is easy to see that

$$
f_{H}(\lambda) \sim C_{H}^{(0)}|\lambda|^{2}|\lambda|^{-2-2 \alpha}=C_{H}|\lambda|^{-2 \alpha}
$$

as $\lambda \rightarrow 0$. Therefore, for $H \in\left(\frac{1}{2}, 1\right)$ it holds that $f_{H}(\lambda) \rightarrow \infty$ as $\lambda \rightarrow 0$, and, for $H \in\left(0, \frac{1}{2}\right)$, it holds that $f(\lambda) \rightarrow 0$ as $\lambda \rightarrow 0$.

According to (PT00b) and (ST94), $B^{H}$ admits the spectral representation $\left\{B_{t}^{H}, t \in \mathbb{R}\right\} \stackrel{d}{=}\left\{C_{H}^{(1)} \int_{\mathbb{R}}\left(e^{i t x}-1\right)(i x)^{-1}|x|^{-\alpha} d \widetilde{B}(x), t \in \mathbb{R}\right\}$, where $\widetilde{B}=$ $B_{1}+i B_{2}$ is a complex Gaussian measure with $B_{1}(A)=B_{1}(-A), B_{2}(A)=$ $-B_{2}(-A)$ and $E\left(B_{1}(A)\right)^{2}=E\left(B_{2}(A)\right)^{2}=\frac{\operatorname{mesh}(A)}{2}$ for any Borel set $A$ of finite Lebesgue measure $\operatorname{mesh}(A)$ and $C_{H}^{(1)}=\left(\frac{\Gamma(2 H+1) \sin (1 / 2 \cdot \pi(H+1 / 2))}{2 \pi}\right)^{\frac{1}{2}}$.

### 1.3 Mandelbrot-van Ness Representation of fBm

Let $W=\left\{W_{t}, t \in \mathbb{R}\right\}$ be the two-sided Wiener process, i.e. the Gaussian process with independent increments satisfying $E W_{t}=0$ and $E W_{t} W_{s}=s \wedge t$, $s, t \in \mathbb{R}$. Evidently, $W=B^{\frac{1}{2}}$. Denote $k_{H}(t, u):=(t-u)_{+}^{\alpha}-(-u)_{+}^{\alpha}$, where $\alpha=H-\frac{1}{2}$. The following representation is due to Mandelbrot and van Ness (MvN68).
Theorem 1.3.1. The process $\bar{B}^{H}=\left\{\bar{B}_{t}^{H}, t \in \mathbb{R}\right\}$ defined by

$$
\begin{gathered}
\bar{B}_{t}^{H}:=C_{H}^{(2)} \int_{\mathbb{R}} k_{H}(t, u) d W_{u}, \quad H \in\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right) \\
\text { where } C_{H}^{(2)}=\left(\int_{\mathbb{R}_{+}}\left((1+s)^{\alpha}-s^{\alpha}\right)^{2} d s+\frac{1}{2 H}\right)^{-\frac{1}{2}}=\frac{(2 H \sin \pi H \Gamma(2 H))^{1 / 2}}{\Gamma(H+1 / 2)}
\end{gathered}
$$

has a continuous modification which is a normalized two-sided fBm.
Remark 1.3.2. The constant $C_{H}^{(2)}$ is calculated in Appendix A.
Proof. Evidently, $\bar{B}^{H}$ is a Gaussian process with $\bar{B}_{0}^{H}=0$ and $E \bar{B}_{t}^{H}=0$. Furthermore, it holds that for $t>0$,

$$
E\left(\bar{B}_{t}^{H}\right)^{2}=\left(C_{H}^{(2)}\right)^{2}\left(\int_{-\infty}^{0} k_{H}^{2}(t, u) d u+\int_{0}^{t}(t-u)^{2 \alpha} d u\right)=t^{2 H}
$$

For $t<0$ we have that

$$
E\left(\bar{B}_{t}^{H}\right)^{2}=\left(C_{H}^{(2)}\right)^{2}\left(\int_{-\infty}^{t} k_{H}^{2}(t, u) d u+\int_{t}^{0}(-u)^{2 \alpha} d u\right)=(-t)^{2 H}
$$

Furthermore, for $h>0$, it holds that

$$
\begin{align*}
& \bar{B}_{s+h}^{H}-\bar{B}_{s}^{H}=C_{H}^{(2)} \int_{-\infty}^{s}\left(k_{H}(s+h, u)-k_{H}(s, u)\right) d W_{u} \\
& \quad+\int_{s}^{s+h} k_{H}(s+h, u) d W_{u}=: I_{1}+I_{2} \tag{1.3.1}
\end{align*}
$$

Note that the terms $I_{1}$ and $I_{2}$ on the right-hand side of (1.3.1) are independent, and the Wiener process $W$ has stationary increments. Therefore,

$$
I_{1} \stackrel{d}{=} \int_{-\infty}^{0}\left(k_{H}(s, u)-k_{H}(0, u)\right) d W_{u}, I_{2} \stackrel{d}{=} \int_{0}^{h} k_{H}(h, u) d W_{u}
$$

and $E\left(\bar{B}_{s+h}^{H}-\bar{B}_{s}^{H}\right)^{2}=E\left(\bar{B}_{h}^{H}\right)^{2}=h^{2 H}$. By combining these results, we obtain that

$$
\begin{align*}
E \bar{B}_{s}^{H} \bar{B}_{t}^{H}=\frac{1}{2}\left(E\left(\bar{B}_{s}^{H}\right)^{2}+E\left(\bar{B}_{t}^{H}\right)^{2}\right. & \left.-E\left(\bar{B}_{t}^{H}-\bar{B}_{s}^{H}\right)^{2}\right) \\
& =\frac{1}{2}\left(|t|^{2 H}+|s|^{2 H}-|t-s|^{2 H}\right) . \tag{1.3.2}
\end{align*}
$$

The proof follows immediately from Definition 1.2.1 and Remark 1.2.2.
Define the operator

$$
M_{ \pm}^{H} f:= \begin{cases}C_{H}^{(3)} I_{ \pm}^{\alpha} f, & H \in\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right),  \tag{1.3.3}\\ f, & H=\frac{1}{2},\end{cases}
$$

where $C_{H}^{(3)}=C_{H}^{(2)} \Gamma\left(H+\frac{1}{2}\right)$.
Corollary 1.3.3. It follows from Lemma 1.1.3 and Theorem 1.3.1, that for any $H \in(0,1)$ the process

$$
\begin{equation*}
B_{t}^{H}=\int_{\mathbb{R}}\left(M_{-}^{H} \mathbf{1}_{(0, t)}\right)(s) d W_{s} \tag{1.3.4}
\end{equation*}
$$

is a normalized fractional Brownian motion.
A little later we shall establish (see Corollary 1.6.11) that any $\mathrm{fBm} B^{H}$ can be presented in the form (1.3.4) with a suitable Brownian motion $W$. Remark 1.3.4. It is easy to see that the domain $\mathcal{D}\left(M_{-}^{H}\right)$ of the operator $M_{-}^{H}$ has a form

$$
\mathcal{D}\left(M_{-}^{H}\right)= \begin{cases}\cup_{1 \leq p<\frac{1}{\alpha}} L_{p}(\mathbb{R}), & H \in\left(\frac{1}{2}, 1\right), \alpha=H-\frac{1}{2} \\ \bigcup_{p \geq 1} I_{ \pm}^{-\alpha}\left(L_{p}(\mathbb{R})\right), & H \in\left(0, \frac{1}{2}\right), \\ \text { all measurable functions, } & H=\frac{1}{2}\end{cases}
$$

### 1.4 Fractional Brownian Motion with $H \in\left(\frac{1}{2}, 1\right)$ on the White Noise Space

Consider the probability space of the white noise. Namely, recall that $S(\mathbb{R})$ denotes the Schwartz space of rapidly decreasing infinitely differentiable realvalued functions, and let $S^{\prime}(\mathbb{R})$ be the dual space of $S(\mathbb{R})$, i.e., the space of tempered distributions with weak* topology. We consider $S^{\prime}(\mathbb{R})$ as a probability space $\Omega$ with the $\sigma$-algebra $\mathcal{F}$ of Borel sets. According to the BochnerMinlos theorem, there exists the probability measure $P$ on $(\Omega, \mathcal{F})$, such that for any function $f \in S(\mathbb{R})$ with the norm $\|f\|_{L_{2}(\mathbb{R})}$, it holds that

$$
\begin{equation*}
E \exp (i\langle f, \omega\rangle)=\exp \left\{-\frac{1}{2}\|f\|_{L_{2}(\mathbb{R})}^{2}\right\} \tag{1.4.1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the dual operation.
Note that from (1.4.1), we obtain that

$$
\begin{equation*}
E\langle f, \omega\rangle=0, \quad E\langle f, \omega\rangle^{2}=\|f\|_{L_{2}(\mathbb{R})}^{2} \tag{1.4.2}
\end{equation*}
$$

where $f \in S(\mathbb{R})$, and the duality $\langle f, \omega\rangle$ can be extended by isometry to $f \in L_{2}(\mathbb{R})$. Note that from (1.4.1)-(1.4.2), it follows that the process $W_{t}:=\left\langle\mathbf{1}_{[0, t]}, \omega\right\rangle$ is a standard Brownian motion.

Now, let $H \in\left[\frac{1}{2}, 1\right), f_{1} \in L_{2}(\mathbb{R})$ and $f_{2} \in L_{\frac{1}{H}}(\mathbb{R})$. Then $M_{+}^{H} f_{1} \in L_{\frac{1}{1-H}}(\mathbb{R})$, $M_{-}^{H} f_{2} \in L_{2}(\mathbb{R})$, therefore, we can consider on $L_{2}(\mathbb{R})$ the inner product of the form

$$
\left(f_{1}, M_{-}^{H} f_{2}\right)_{L_{2}(\mathbb{R})}=\int_{\mathbb{R}} f_{1}(x)\left(M_{-}^{H} f_{2}\right)(x) d x
$$

By (1.1.1) and (1.3.3), it holds that

$$
\left(f, M_{-}^{H} f_{2}\right)_{L_{2}(\mathbb{R})}=\left(M_{+}^{H} f_{1}, f_{2}\right)_{L_{2}(\mathbb{R})}
$$

According to (SKM93), denote the spaces

$$
\begin{aligned}
& \Phi(\mathbb{R})=\left\{\phi \mid \phi \in S(\mathbb{R}), \widehat{\phi}^{k}(0)=0, k \geq 0\right\} \\
& =\left\{\phi \mid \phi \in S(\mathbb{R}),\left(\phi, t^{k}\right)_{L_{2}(\mathbb{R})}=0, k \geq 0\right\}
\end{aligned}
$$

It was proved in $(\mathrm{SKM} 93)$ that $M_{ \pm}^{H}(\Phi(\mathbb{R})) \subset \Phi(\mathbb{R})$ and that the space $\Phi(\mathbb{R})$ is closed in $S(\mathbb{R})$.

Now, define two stochastic processes

$$
B_{ \pm}^{H}(t)(\omega):=\left\langle M_{ \pm}^{H} \mathbf{1}_{(0, t)}, \omega\right\rangle, \quad t \in \mathbb{R}
$$

Then the processes $B_{ \pm}^{H}(t)$ are Gaussian, $E B_{+}^{H}(t)=E B_{-}^{H}(t)=0$. For the covariance function, it holds that

$$
\begin{equation*}
E B_{ \pm}^{H}(t) B_{ \pm}^{H}(s)=\int_{\mathbb{R}}\left(M_{ \pm}^{H} \mathbf{1}_{(0, t)}\right)(x)\left(M_{ \pm}^{H} \mathbf{1}_{(0, s)}\right)(x) d x \tag{1.4.3}
\end{equation*}
$$

By considering the sign "-", we obtain from (1.3.4) that the right-hand side of (1.4.3) coincides with

$$
\begin{aligned}
E B_{t}^{H} B_{s}^{H} & =\int_{\mathbb{R}}\left(M_{-}^{H} \mathbf{1}_{(0, t)}\right)(x)\left(M_{-}^{H} \mathbf{1}_{(0, s)}\right)(x) d x \\
& =\frac{1}{2}\left(|t|^{2 H}+|s|^{2 H}-|t-s|^{2 H}\right)
\end{aligned}
$$

One obtains the same result if one considers the sign " + ". Therefore, each of the processes $B_{ \pm}^{H}(t)$ has a modification that is a normalized fBm . The process $B_{-}^{H}(t)$ is called a "backward" fBm. It coincides with usual Mandelbrot-van Ness representation and depends only on the past, i.e. on $\left\{W_{s}, s \in(-\infty, t)\right\}$. Indeed, $B_{-}^{H}(t)=\int_{\mathbb{R}}\left(M_{-}^{H} \mathbf{1}_{(0, t)}\right)(s) d W_{s}$, where $W_{t}(\omega)=\left\langle\mathbf{1}_{(0, t)}, \omega\right\rangle$. The process $B_{+}^{H}(t)$ is called a "forward" $f B m$; it admits the representation

$$
B_{+}^{H}(t)=C_{H}^{(3)} \int_{t}^{\infty}\left(u_{+}^{\alpha}-(u-t)_{+}^{\alpha}\right) d W_{u}=\int_{\mathbb{R}}\left(M_{+}^{H} \mathbf{1}_{(0, t)}\right)(s) d W_{s}
$$

and depends on future values of $W$, i.e. on $\left\{W_{s}, s \in(t,+\infty)\right\}$.
The case $H \in(0,1 / 2)$ can be considered similarly. Also, it is possible to consider the linear combinations of the operators $M_{+}^{H_{k}}$ and of fractional Brownian motions with different Hurst indices (in what follows we consider only the case $\left.H_{k} \in[1 / 2,1)\right)$ :

$$
M_{ \pm} f(x):=\sum_{k=1}^{m} \sigma_{k} M_{ \pm}^{H_{k}} f(x), \quad \sigma_{k}>0
$$

and

$$
\begin{equation*}
B_{ \pm}^{M}(t)=\sum_{k=1}^{m} \sigma_{k} B_{ \pm}^{H_{k}}(t)=\left\langle M_{ \pm} \mathbf{1}_{(0, t)}, \omega\right\rangle . \tag{1.4.4}
\end{equation*}
$$

Clearly, the operators $M_{ \pm}$are mutually adjoint in the same way as $M_{ \pm}^{H}$. Indeed,

$$
\left(f_{1}, M_{-} f_{2}\right)_{L_{2}(\mathbb{R})}=\left(M_{+} f_{1}, f_{2}\right)_{L_{2}(\mathbb{R})}
$$

for appropriate functions $f_{1}, f_{2}$.

### 1.5 Fractional Noise on White Noise Space

Let $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ and $\mathcal{I}$ be the set of all finite multiindices $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $\alpha_{i} \in \mathbb{N}_{0}$. Denote $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}, \alpha!:=\alpha_{1}!\cdots \alpha_{n}!$. (Of course, in this and similar situations $\alpha$ as a multiindex differs from our $\alpha=H-1 / 2$ but it will not lead to misunderstanding.) Define the Hermite polynomials by

$$
h_{n}(x):=(-1)^{n} e^{x^{2}} \frac{d^{n}}{d x^{n}}\left(e^{-x^{2}}\right)
$$

and Hermite functions

$$
\widetilde{h}_{n}(x):=\pi^{-1 / 4}(n!)^{-1 / 2} 2^{-n / 2} h_{n}(x) e^{-x^{2} / 2}, \quad n \geq 0 .
$$

It is well-known that the functions $\left\{\widetilde{h}_{n}, n \geq 1\right\}$ form an orthonormal basis in $L_{2}(\mathbb{R})$ with Fourier transform

$$
\int_{\mathbb{R}} e^{i \lambda x} \widetilde{h}_{n}(x) d x=(2 \pi)^{1 / 2} i^{n} \widetilde{h}_{n}(x), n \geq 1
$$

Define

$$
\mathcal{H}_{\alpha}(\omega):=\prod_{i=1}^{n} h_{\alpha_{i}}\left(\left\langle\widetilde{h}_{i}, \omega\right\rangle\right),
$$

the product of Hermite polynomials and consider a random variable

$$
F=F(\omega) \in L_{2}(\Omega):=L_{2}\left(S^{\prime}(\mathbb{R}), \mathcal{F}, P\right)
$$

Then, according to (HOUZ96, Theorem 2.2.4), $F(\omega)$ admits the representation

$$
\begin{equation*}
F(\omega)=\sum_{\alpha \in \mathcal{I}} c_{\alpha} \mathcal{H}_{\alpha}(\omega) \tag{1.5.1}
\end{equation*}
$$

and

$$
\|F\|_{L_{2}(\Omega)}^{2}=\sum_{\alpha \in \mathcal{I}} \alpha!c_{\alpha}^{2}<\infty .
$$

Next, we introduce the following dual spaces.
(i) $F \in S$ if the coefficients from expansion (1.5.1) satisfy

$$
\|F\|_{k}^{2}=\sum_{\alpha \in \mathcal{I}} \alpha!c_{\alpha}^{2}(2 \mathbb{N})^{k \alpha}<\infty
$$

for any $k \geq 1$, where $(2 \mathbb{N})^{\gamma}=\prod_{j=1}^{m}(2 j)^{\gamma_{j}}, \gamma=\left(\gamma_{1}, \ldots, \gamma_{m} \in \mathcal{I}\right)$.
(ii) $F \in S^{*}$ if $F$ admits the formal expansion (1.5.1) with finite negative norm

$$
\|F\|_{-q}^{2}=\sum_{\alpha \in \mathcal{I}} \alpha!c_{\alpha}^{2}(2 \mathbb{N})^{-q \alpha}<\infty
$$

for at least one $q \in \mathbb{N}$ (in this case we say that $F \in S_{-q}$ ).
For $F=\sum_{\alpha} c_{\alpha} H_{\alpha} \in S, G=\sum_{\alpha} d_{\alpha} H_{\alpha} \in S^{*}$, we define

$$
\langle\langle F, G\rangle\rangle:=\sum_{\alpha \in \mathcal{I}} \alpha!c_{\alpha} d_{\alpha} .
$$

Taking into account the Parceval identity, we can also define

$$
L_{M_{ \pm}}^{2}(\mathbb{R})=\left\{f: M_{ \pm} f \in L_{2}(\mathbb{R})\right\}=\left\{f: \widehat{M}_{ \pm} f \in L_{2}(\mathbb{R})\right\}
$$

where, according to our notations, $\widehat{g}(\lambda)=\int_{\mathbb{R}} e^{i \lambda y} g(y) d y$ is the Fourier transform of the function $g$.

The inner product in $L_{M_{ \pm}}^{2}(\mathbb{R})$ is defined by

$$
(f, g)_{M_{ \pm}}:=\int_{\mathbb{R}} M_{ \pm} f(x) M_{ \pm} g(x) d x=\left(M_{ \pm} f, M_{ \pm} g\right)_{L_{2}(\mathbb{R})}
$$

Also, define an inverse operator $M_{ \pm}^{-1}$ in terms of the Fourier transform. For $g(x)=M_{ \pm}^{-1} f(x) \in L_{2}(\mathbb{R})$, it holds that $f(x)=M_{ \pm} g(x)$, and, according to Theorem 1.1.5, we have the equalities

$$
\widehat{f}(\lambda)=\widehat{g}(\lambda) \sum_{k=1}^{\infty} \sigma_{k} C_{H_{k}}^{(\lambda)}|\lambda|^{-\alpha_{k}}
$$

where $C_{H_{k}}^{(\lambda)}=\exp \left\{\frac{\alpha_{k} \pi i}{2} \operatorname{sign} \lambda\right\} C_{H_{k}}^{(3)}$ and $\alpha_{k}=H_{k}-1 / 2$. Hence,

$$
\left(\widehat{M_{ \pm}^{-1} f}\right)(\lambda)=\left(\sum_{k=1}^{m} \sigma_{k} C_{H_{k}}^{(\lambda)}|\lambda|^{-\alpha_{k}}\right)^{-1} \widehat{f}(\lambda) .
$$

Lemma 1.5.1. The functions $e_{k}^{ \pm}:=M_{ \pm}^{-1} \widetilde{h_{k}}, k \geq 1$, exist and form an orthonormal basis in $L_{M_{ \pm}}^{2}(\mathbb{R})$.

Proof. Let, for simplicity, $m=1$, so that $M_{ \pm}=M_{ \pm}^{H}$ and $\sigma_{1}=\sigma$. Consider, for example, the sign "- ". Then it holds that
$\widehat{e_{k}^{-}}(\lambda)=\left(\sigma C_{H}(\lambda)\right)^{-1}|\lambda|^{\alpha} \widehat{\widehat{h_{k}}}(\lambda)=\left(\sigma C_{H}(\lambda)\right)^{-1} i^{k} \sqrt{2 \pi}|\lambda|^{\alpha} \widetilde{h_{k}}(\lambda), \alpha=H-1 / 2$.
Therefore, $e_{k}^{-}$exists and belongs to $S(\mathbb{R})$. The second assertion is evident.
Now we want to present the linear combination $B_{ \pm}^{M}(t)$ of fBms in terms of $\widetilde{h}_{k}, k \geq 1$.

Lemma 1.5.2. It holds that

$$
\begin{equation*}
B_{ \pm}^{M}(t)=\sum_{k=1}^{\infty} \int_{0}^{t} M_{\mp} \widetilde{h}_{k}(x) d x\left\langle\widetilde{h}_{k}, \omega\right\rangle, \quad t \in \mathbb{R}, \quad \omega \in S^{\prime}(\mathbb{R}) \tag{1.5.2}
\end{equation*}
$$

and the series converges in $L_{2}(\Omega)$.
Proof. Let $\omega \in S(\mathbb{R})$. Then, from equality (1.4.4) it follows that

$$
B_{ \pm}^{M}(t)=\left\langle M_{ \pm} \mathbf{1}_{(0, t)}, \omega\right\rangle=\left\langle\mathbf{1}_{(0, t)}, M_{\mp} \omega\right\rangle
$$

and $M_{\mp} \omega \in S(\mathbb{R})$. Since $\mathbf{1}_{(0, t)} \in L_{M_{ \pm}}^{2}(\mathbb{R})$, it admits the expansion

$$
\mathbf{1}_{(0, t)}=\sum_{k=1}^{\infty}\left\langle\mathbf{1}_{(0, t)}, e_{k}^{ \pm}\right\rangle_{M_{ \pm}} e_{k}^{ \pm},
$$

where the series converges in $L_{M_{ \pm}}^{2}(\mathbb{R})$. Then,

$$
\left\langle\mathbf{1}_{(0, t)}, M_{\mp} \omega\right\rangle=\sum_{k=1}^{\infty}\left\langle\mathbf{1}_{(0, t)}, e_{k}^{ \pm}\right\rangle_{M_{ \pm}}\left\langle e_{k}^{ \pm}, M_{\mp} \omega\right\rangle,
$$

and the series converges in $L_{2}(\Omega)$. Furthermore,

$$
\begin{aligned}
& \sum_{k=1}^{\infty}\left\langle\mathbf{1}_{(0, t)}, e_{k}^{ \pm}\right\rangle_{M_{ \pm}}\left\langle e_{k}^{ \pm}, M_{\mp} \omega\right\rangle=\sum_{k=1}^{\infty} \int_{\mathbb{R}} M_{ \pm} \mathbf{1}_{(0, t)}(x) M_{ \pm} e_{k}^{ \pm}(x) d x\left\langle M_{ \pm} e_{k}^{ \pm}, \omega\right\rangle \\
& =\sum_{k=1}^{\infty} \int_{\mathbb{R}} \mathbf{1}_{(0, t)}(x) M_{\mp} \widetilde{h}_{k}(x) d x\left\langle\widetilde{h}_{k}, \omega\right\rangle=\sum_{k=1}^{\infty} \int_{0}^{t} M_{\mp} \widetilde{h}_{k}(x) d x\left\langle\widetilde{h}_{k}, \omega\right\rangle,
\end{aligned}
$$

i.e. we obtain (1.5.2) for $\omega \in S(\mathbb{R})$. Moreover, we can extend (1.5.2) on $S^{\prime}(\mathbb{R})$ since $S(\mathbb{R})$ is dense in $S^{\prime}(\mathbb{R})$ in weak* topology, and this topology generates the weak convergence. Since

$$
\left\langle\widetilde{h}_{k}, \omega\right\rangle=\mathcal{H}_{\varepsilon_{k}}(\omega)
$$

where $\varepsilon_{k}=(0, \ldots, 1, \ldots, 0)$, where 1 is in $k$ th place, we have that

$$
\begin{aligned}
& \sum_{k=1}^{\infty}\left|\int_{0}^{t} M_{\mp} \widetilde{h}_{k}(x) d x\right|^{2}\left(\varepsilon_{k}!\right)^{2}=\sum_{k=1}^{\infty}\left|\int_{0}^{t} M_{\mp} \widetilde{h}_{k}(x) d x\right|^{2}=\left\|\mathbf{1}_{(0, t)}\right\|_{L_{M_{\mp}}^{2}} \\
& \leq 2^{m-1} \sum_{k=1}^{m} \sigma_{k}^{2} t^{2 H_{k}}<\infty
\end{aligned}
$$

Now, we introduce the fractional noise $\dot{B}^{H}$ as the formal expansion

$$
\dot{B}_{x}^{H}(\omega)=\sum_{k=1}^{\infty} M_{+}^{H} \widetilde{h}_{k}(x)\left\langle\widetilde{h}_{k}, \omega\right\rangle,
$$

and the linear combination of fractional noises as

$$
\dot{B}_{x}^{M}(\omega)=\sum_{k=1}^{\infty} M_{+} \widetilde{h}_{k}(x)\left\langle\widetilde{h}_{k}, \omega\right\rangle
$$

Recall, that here we consider only $H \in[1 / 2,1)$ and that $\dot{B}_{x}(\omega)=$ $\sum_{k=1}^{\infty} \tilde{h}_{k}(x)\left(\tilde{h}_{k}, \omega\right)$ is white noise.
Lemma 1.5.3. The fractional noise $\dot{B}_{x}^{H}$ and the linear combination $\dot{B}_{x}^{M}$ of such noises belong to $S^{*}$ for any $x \in \mathbb{R}$.
Proof. It is sufficient to consider $\dot{B}^{H}$. By using the Fourier transform and Theorem 1.1.5, we obtain that

$$
\left|M_{+}^{H} \widetilde{h}_{k}(x)\right|=C_{H, k}\left|\int_{\mathbb{R}} e^{-i x t} \widehat{\widehat{h_{k}(t)}}(i t)^{-\alpha} d t\right| \leq C_{H, k}\left|\int_{|t| \leq 1}\right|+C_{H, k}\left|\int_{|t|>1}\right|
$$

where $C_{H, k}$ denotes suitable constants. We have that $\widehat{\widetilde{h}_{k}}(\lambda)=C_{k} \widetilde{h}_{k}(\lambda), C_{k}=$ $i^{k} \sqrt{2 \pi}$, and

$$
\left|\widetilde{h}_{k}(\lambda)\right| \leq\left\{\begin{array}{lll}
C k^{-1 / 12} & \text { for } & |\lambda| \leq 2 \sqrt{k} \\
C e^{-\gamma \lambda^{2}} & \text { for } & |\lambda|>2 \sqrt{k}
\end{array}\right.
$$

where $C>0$ and $\gamma>0$ do not depend on $\lambda$ and $k$. Therefore,

$$
\begin{align*}
& \left|M_{+}^{H} \widetilde{h}_{k}(x)\right| \leq C\left(\int_{|t| \leq 1} k^{-1 / 12}|t|^{-\alpha} d t\right. \\
& \left.\quad+\int_{1<|t| \leq 2 \sqrt{k}} k^{-1 / 12}|t|^{-\alpha} d t+\int_{|t|>2 \sqrt{k}}|t|^{-\alpha} e^{-\gamma t^{2}} d t\right)  \tag{1.5.3}\\
& \leq C\left(k^{-1 / 12}+k^{-1 / 12} k^{3 / 4-H / 2}+e^{-2 \gamma \sqrt{k}}\right) \leq C k^{2 / 3-H / 2}
\end{align*}
$$

From (1.5.3) it follows that

$$
\left\|\dot{B}_{x}^{H}\right\|_{-q}^{2}=\sum_{k=1}^{\infty}\left|M_{+}^{H} \widetilde{h}_{k}(x)\right|^{2}(2 k)^{-q} \leq C \sum_{k=1}^{\infty} k^{4 / 3-H-q}<\infty
$$

for any $q>7 / 3-H$. So, for $q>7 / 3$, it holds that $\left\|\dot{B}_{x}^{H}\right\|_{-q}^{2}<\infty$ for any $x \in \mathbb{R}$. This completes the proof.

### 1.6 Wiener Integration with Respect to fBm

Now we return to an arbitrary complete probability space $(\Omega, \mathcal{F}, P)$, and continue the considerations of Sections 1.1-1.3.

Consider the space $L_{2}^{H}(\mathbb{R}):=\left\{f: M_{-}^{H} f \in L_{2}(\mathbb{R})\right\}$ equipped with the norm $\|f\|_{L_{2}^{H}(\mathbb{R})}=\left\|M_{-}^{H} f\right\|_{L_{2}(\mathbb{R})}$.

Definition 1.6.1. Let $f \in L_{2}^{H}(\mathbb{R})$. Then the Wiener integral w.r.t. $f B m$ is defined as

$$
\begin{equation*}
I_{H}(f):=\int_{\mathbb{R}} f(s) d B_{s}^{H}:=\int_{\mathbb{R}}\left(M_{-}^{H} f\right)(s) d W_{s} . \tag{1.6.1}
\end{equation*}
$$

Here, $B_{s}^{H}$ and $W_{s}$ are connected as in (1.3.4). As a particular case, consider the step function $f: \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
f(t)=\sum_{k=1}^{n} a_{k} \mathbf{1}_{\left[t_{k-1}, t_{k}\right)}(t)
$$

where $t_{0}<t_{1}<\cdots<t_{n} \in \mathbb{R}$ and $a_{k} \in \mathbb{R}, 1 \leq k \leq n$. Then, from the linearity of the operator $M_{-}^{H}$, we have that

$$
\begin{equation*}
I_{H}(f)=\sum_{k=1}^{n} a_{k} \int_{\mathbb{R}} M_{-}^{H} \mathbf{1}_{\left[t_{k-1}, t_{k}\right)}(s) d W_{s}=\sum_{k=1}^{n} a_{k}\left(B_{t_{k}}^{H}-B_{t_{k-1}}^{H}\right), \tag{1.6.2}
\end{equation*}
$$

and the latter sum coincides with the usual Riemann-Stieltjes sum. A question arises: in which sense can we consider formula (1.6.1) as the extension of the sum (1.6.2)? Note, that for a step function, it holds that

$$
\begin{align*}
& \left\|I_{H}(f)\right\|_{L_{2}(\Omega)}^{2}=\sum_{i, k=1}^{n} a_{i} a_{k} \int_{\mathbb{R}} M_{-}^{H} \mathbf{1}_{\left[t_{k-1}, t_{k}\right)}(x) M_{-}^{H} \mathbf{1}_{\left[t_{i-1}, t_{i}\right)}(x) d x  \tag{1.6.3}\\
& =\left\|M_{-}^{H} f\right\|_{L_{2}(\mathbb{R})}^{2}=2 \alpha H \int_{\mathbb{R}^{2}} f(u) f(v)|u-v|^{2 \alpha-1} d u d v
\end{align*}
$$

where the last equality holds for $H \in(1 / 2,1)$ but not for $H \in(0,1 / 2)$. Nevertheless, for any $0<H<1$ we have the following:
Lemma 1.6.2 ((Ben03a)). For $0<H<1$, it holds that the linear span of the set $\left\{M_{-}^{H} \mathbf{1}_{(u, v)}, u, v \in \mathbb{R}\right\}$ is dense in $L_{2}(\mathbb{R})$.

Proof. (i) Let $H \in(1 / 2,1)$ (for $H=1 / 2$ the assertion is evident). Since $(b+x)^{-\alpha}-x^{-\alpha} \sim C x^{-1 / 2-H}$ as $x \rightarrow \infty$, we have that the function $(b-$ $x)_{+}^{-\alpha}-(-x)_{+}^{-\alpha} \in L_{1 / H}(\mathbb{R})$. Therefore, for any $a<b$ it holds that $g(x):=$ $M_{-}^{1-H} \mathbf{1}_{(a, b)}(x) \in L_{1 / H}(\mathbb{R})$. Therefore, $\mathbf{1}_{(a, b)}=M_{-}^{\alpha} g \in I_{-}^{\alpha}\left(L_{1 / H}(\mathbb{R})\right)$, and this is true also for step functions. Since the class of step functions is dense in $L_{2}(\mathbb{R})$, it follows that $I_{-}^{\alpha}\left(L_{1 / H}(\mathbb{R})\right)$ is dense in $L_{2}(\mathbb{R})$. Let $h \in I_{-}^{\alpha}\left(L_{1 / H}(\mathbb{R})\right)$, $h=M_{-}^{H} g, g \in L_{1 / H}(\mathbb{R})$. Then there exists the sequence of step functions
$g_{n} \rightarrow g$ in $L_{1 / H}(\mathbb{R})$. From the Hardy-Littlewood theorem (Theorem 1.1.1) it follows that

$$
\left\|M_{-}^{H} g_{n}-h\right\|_{L_{2}(\mathbb{R})} \leq C\left\|g_{n}-g\right\|_{L_{1 / H}(\mathbb{R})} \rightarrow 0, n \rightarrow \infty
$$

So, the linear span of $\left\{M_{-}^{H} \mathbf{1}_{(u, v)}, u, v \in \mathbb{R}\right\}$ is dense in $I_{-}^{\alpha}\left(L_{1 / H}(\mathbb{R})\right)$, and therefore it is dense in $L_{2}(\mathbb{R})$.
(ii) Let $H \in(0,1 / 2)$. Due to the Parceval identity, it is sufficient to prove that the linear span of the functions $\widehat{M_{-}^{H} \mathbf{1}_{(a, b)}}$ is dense in $L_{2}(\mathbb{R})$. According to Theorem 1.1.5, we have that

$$
\widehat{M_{-}^{H} \mathbf{1}_{(a, b)}}(x)=C_{H}^{(3)} C_{H}(x) \widehat{\mathbf{1}_{(a, b)}}(x)|x|^{-\alpha},
$$

where $C_{H}(x)=\exp \{i \pi \operatorname{sign} x \alpha / 2\}$. According to Lemma 1.1.8, for any $\varphi \in$ $L_{2}(\mathbb{R})$ there exists a sequence of step functions $\varphi_{n}$ such that

$$
\left.\left.\int_{\mathbb{R}}\left(C_{H}^{(3)}\right)^{-1}\left|C_{H}(-x) \widehat{\varphi}(x)-\widehat{\varphi_{n}}(x)\right| x\right|^{-\alpha}\right|^{2} d x \rightarrow 0, \quad n \rightarrow \infty
$$

because $\left(C_{H}^{(3)}\right)^{-1} C_{H}(-x) \widehat{\varphi}(x)=\widehat{g}(x)$ for some $g \in L_{2}(\mathbb{R})$. Then, we obtain that

$$
\begin{aligned}
\int_{\mathbb{R}} \mid \widehat{\varphi}(x)- & \left.C_{H}^{(3)} C_{H}(x) \widehat{\varphi_{n}}(x)|x|^{-\alpha}\right|^{2} d x \\
& =\left.\left.\int_{\mathbb{R}}\left|\left(C_{H}^{(3)}\right)^{-1} C_{H}(-x) \widehat{\varphi}(x)-\widehat{\varphi_{n}}(x)\right| x\right|^{-\alpha}\right|^{2} d x \rightarrow 0, \quad n \rightarrow \infty
\end{aligned}
$$

Remark 1.6.3. Let $H \in(0,1 / 2)$. Then the operator $M_{-}^{H}$ defines an isometric isomorphism from $L_{2}^{H}(\mathbb{R})$ to $L_{2}(\mathbb{R})$. Indeed, the operator $I_{-}^{-\alpha}$ is bounded from $L_{2}(\mathbb{R})$ to $L_{1 / H}^{2}(\mathbb{R})$, according to Theorem 1.1.1. Let $f_{n}$ be a Cauchy sequence in $L_{2}^{H}(\mathbb{R})$ and $\varphi_{n}=M_{-}^{H} f_{n}$. Then

$$
\left\|f_{n}-f_{m}\right\|_{L_{2}^{H}(\mathbb{R})}=\left\|\varphi_{n}-\varphi_{m}\right\|_{L_{2}(\mathbb{R})} \rightarrow 0, m, n \rightarrow \infty
$$

whence $\varphi_{n} \rightarrow \varphi \in L_{2}(\mathbb{R})$, and $f_{n}=\left(M_{-}^{H}\right)^{-1} \varphi_{n} \rightarrow\left(M_{-}^{H}\right)^{-1} \varphi=: f$ in $L_{1 / H}(\mathbb{R})$. We have that

$$
\|f\|_{L_{2}^{H}(\mathbb{R})}=\|\varphi\|_{L_{2}(\mathbb{R})}<\infty
$$

and

$$
\left\|f_{n}-f\right\|_{L_{2}^{H}(\mathbb{R})}=\left\|\varphi_{n}-\varphi\right\|_{L_{2}(\mathbb{R})} \rightarrow 0
$$

It means that $L_{2}^{H}(\mathbb{R})$ is complete, i.e., it is a Hilbert space, and equals the closure of the step functions under $L_{2}^{H}$-norm. By (1.6.3), there exists a unique continuous extension of fractional Wiener integrals for the step functions to
the space $L_{2}^{H}(\mathbb{R})$. For any $f \in L_{2}^{H}(\mathbb{R})$ and the approximating sequence of step functions $f_{n}$

$$
\begin{equation*}
\int_{\mathbb{R}} f(s) d B_{s}^{H}=\lim _{n \rightarrow \infty} \int_{\mathbb{R}} f_{n}(s) d B_{s}^{H} \quad \text { in } \quad L_{2}(\mathbb{R}) \tag{1.6.4}
\end{equation*}
$$

Remark 1.6.4. Now, let $H \in(1 / 2,1)$. Then, the domain of the operator $M_{-}^{H}$ coincides with

$$
\mathcal{D}\left(I_{-}^{-\alpha}\right)=\mathcal{D}\left(D_{-}^{\alpha}\right)=\cup_{p \geq 1} I_{-}^{\alpha}\left(L_{p}(\mathbb{R})\right),
$$

and, according to Theorem 1.1.1 we can take here only $1 \leq p<\alpha^{-1}$ since

$$
L_{2}^{H}(\mathbb{R})=\left\{f \in \mathcal{D}\left(I_{-}^{-\alpha}\right): M_{-}^{H} f \in L_{2}(\mathbb{R})\right\} .
$$

Note, that

$$
\begin{equation*}
L_{2}(\mathbb{R}) \neq \cup_{1 \leq p<\alpha^{-1}} I_{-}^{\alpha}\left(L_{p}(\mathbb{R})\right) \tag{1.6.5}
\end{equation*}
$$

Indeed, it was proved in (SKM93) that all spaces $I_{-}^{\alpha}\left(L_{p}(\mathbb{R})\right)$ coincide for $1<$ $p<\alpha^{-1}$ and $I_{-}^{\alpha}\left(L_{p}(\mathbb{R})\right)$ does not coincide with any space $L_{r}(\mathbb{R}), 1 \leq r \leq \infty$. The description of $I_{-}^{\alpha}\left(L_{p}(\mathbb{R})\right)$ for $1<p<1 / \alpha$ and for $p=1$ is contained in (SKM93, Theorems 6.2 and 6.3) and (1.6.5) follows from these theorems.

Theorem 1.6.5. The space $L_{2}^{H}$ is incomplete for $H \in(1 / 2,1)$.
Proof. The operator $M_{-}^{H}: L_{2}^{H}(\mathbb{R}) \rightarrow L_{2}(\mathbb{R})$ is isometric. So, $L_{2}^{H}(\mathbb{R})$ can be identified with its image in $L_{2}(\mathbb{R})$. According to Lemma 1.6.2, $L_{2}^{H}(\mathbb{R})$ is dense in $L_{2}(\mathbb{R})$, but Remark 1.6.4 demonstrates that $L_{2}^{H}(\mathbb{R}) \neq L_{2}(\mathbb{R})$. Therefore, the image $M_{-}^{H}\left(L_{2}^{H}(\mathbb{R})\right)$, and hence $L_{2}^{H}(\mathbb{R})$ itself, is incomplete.

In spite of the incompleteness of $L_{2}^{H}(\mathbb{R})$ for $H \in(1 / 2,1)$, due to Lemma 1.6.2, we can approximate any $f \in L_{2}^{H}(\mathbb{R})$ by step functions $f_{n}$ in $L_{2}^{H}(\mathbb{R})$. Then $M_{-}^{H} f_{n} \rightarrow M_{-}^{H} f$ in $L_{2}(\mathbb{R})$, and we have that

$$
\begin{aligned}
I_{H}(f) & :=\int_{\mathbb{R}} f(x) d B_{s}^{H}=\int_{\mathbb{R}}\left(M_{-}^{H} f\right)(s) d W_{s} \\
& =\lim _{n \rightarrow \infty} \int_{\mathbb{R}}\left(M_{-}^{H} f_{n}\right)(s) d W_{s}=\lim _{n \rightarrow \infty} \int_{\mathbb{R}} f_{n}(s) d B_{s}^{H},
\end{aligned}
$$

where the convergence is in $L_{2}(\Omega)$. Furthermore, for $H \in(1 / 2,1)$, we have that

$$
E|I(f)|^{2}=\int_{\mathbb{R}}\left|\left(M_{-}^{H} f\right)(x)\right|^{2} d x
$$

for $f \in L_{2}^{H}(\mathbb{R})$; however, in general, it does not hold (compare with (1.6.3)) that

$$
E\left|I_{H}(f)\right|^{2}=2 \alpha H \int_{\mathbb{R}^{2}} f(u) f(v)|u-v|^{2 \alpha-1} d u d v
$$

even if the last integral is finite. This equality can be obtained only if we can apply the Fubini theorem or if we can prove that the integral $\int_{\mathbb{R}^{2}} f_{n}(u) f_{n}(v)|u-v|^{2 \alpha-1} d u d v$ with step functions $f_{n}$ converges to $\int_{\mathbb{R}^{2}} f(u) f(v)|u-v|^{2 \alpha-1} d u d v$. Both things need some additional assumptions.

For $H \in\left(\frac{1}{2}, 1\right)$, define the space of measurable functions by

$$
\left|R_{H}\right|:=\left\{f: \mathbb{R} \rightarrow \mathbb{R}\left|\int_{\mathbb{R}_{+}^{2}}\right| f(u)\|f(v)\| u-\left.v\right|^{2 \alpha-1} d u d v<\infty\right\}
$$

with the norms

$$
\begin{equation*}
\|f\|_{\left|R_{H}\right|, 1}^{2}=2 \alpha H \int_{\mathbb{R}_{+}^{2}} f(u) f(v)|u-v|^{2 \alpha-1} d u d v \tag{1.6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{\left|R_{H}\right|, 2}^{2}=2 \alpha H \int_{\mathbb{R}_{+}^{2}}|f(u)\|f(v)\| u-v|^{2 \alpha-1} d u d v \tag{1.6.7}
\end{equation*}
$$

For $H \in(0,1)$, we introduce one more space,

$$
\mathcal{F}_{H}:=\left\{f:\left.\mathbb{R} \rightarrow \mathbb{R}\left|f \in L_{2}(\mathbb{R}), \int_{\mathbb{R}}\right| \hat{f}(x)\right|^{2}|x|^{-2 \alpha} d x<\infty\right\}
$$

with the norm

$$
\begin{equation*}
\|f\|_{\mathcal{F}_{H}}^{2}=\int_{\mathbb{R}}|\widehat{f}(x)|^{2}|x|^{-2 \alpha} d x \tag{1.6.8}
\end{equation*}
$$

Moreover, consider $L_{2}^{H}(\mathbb{R})$ with the norm

$$
\begin{equation*}
\|f\|_{L_{2}^{H}(\mathbb{R})}^{2}=\int_{\mathbb{R}}\left|\left(M_{-}^{H} f\right)(x)\right|^{2} d x \tag{1.6.9}
\end{equation*}
$$

Below we study the most important features of these spaces. (The space $\mathcal{F}_{H}$ was partially considered in Theorem 1.1.7.) Note, at first, that the norms defined in (1.6.6)-(1.6.9) are all generated by corresponding inner products. Namely,

$$
\begin{gather*}
(f, g)_{\left|R_{H}\right|, 1}=2 \alpha H \int_{\mathbb{R}_{+}^{2}} f(u) g(v)|u-v|^{2 \alpha-1} d u d v  \tag{1.6.10}\\
(f, g)_{\left|R_{H}\right|, 2}=2 \alpha H \int_{\mathbb{R}_{+}^{2}}|f(u)||g(v)||u-v|^{2 \alpha-1} d u d v  \tag{1.6.11}\\
(f, g)_{\mathcal{F}_{H}}=\int_{\mathbb{R}} \widehat{f}(x) \widehat{g}(x)|x|^{1-2 H} d x \tag{1.6.12}
\end{gather*}
$$

and

$$
\begin{equation*}
(f, g)_{L_{2}^{H}(\mathbb{R})}=\int_{\mathbb{R}}\left(M_{-}^{H} f\right)(x)\left(M_{-}^{H} g\right)(x) d x \tag{1.6.13}
\end{equation*}
$$

Thus, all these spaces are spaces with inner products. Furthermore, (1.6.6) is indeed a norm on $\left|R_{H}\right|$. Indeed, we can apply the Fubini theorem, use the following relation from (GN96):

$$
\int_{-\infty}^{s \wedge t}(s-u)^{\alpha-1}(t-u)^{\alpha-1} d u=C_{H}^{(4)}|t-s|^{2 \alpha-1}
$$

where $C_{H}^{(4)}=\frac{\Gamma\left(H-\frac{1}{2}\right) \Gamma(1-2 \alpha)}{\Gamma(1-\alpha)}$, and rewrite (1.6.6) as

$$
\begin{align*}
& 2 \alpha H \int_{R} f(u) f(v)|u-v|^{2 \alpha-1} d u d v \\
& =\left(C_{H}^{(4)}\right)^{-1} 2 \alpha H \int_{\mathbb{R}_{+}^{2}} f(u) f(v) \int_{-\infty}^{u \wedge v}(u-z)^{\alpha-1}(v-z)^{\alpha-1} d z d u d v \\
& =\left(C_{H}^{(4)}\right)^{-1} 2 \alpha H \int_{\mathbb{R}} \int_{z}^{\infty} f(u)(u-z)^{\alpha-1} d u \int_{z}^{\infty} f(v)(v-z)^{\alpha-1} d v d z \\
& =\left(C_{H}^{(4)}\right)^{-1} 2 H \alpha\left(C_{H}^{(3)}\right)^{-2}\left\|M_{-}^{H} f\right\|_{L_{2}(\mathbb{R})}^{2}=2 \alpha H\left(C_{H}^{(4)}\right)^{-1}\left(C_{H}^{(3)}\right)^{-2}\|f\|_{L_{2}^{H}(\mathbb{R})}^{2} \tag{1.6.14}
\end{align*}
$$

Note that the relation $f \in L_{2}^{H}(\mathbb{R})$ means, in particular, that the interior integral $\int_{x}^{\infty}|f(u)|(u-x)^{\alpha-1} d u$ is finite for a.a. $x \in \mathbb{R}$.
Lemma 1.6.6. We have that the space $L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R}) \subset L_{\frac{1}{H}}(\mathbb{R}) \subset\left|R_{H}\right|$ for any $H \in\left(\frac{1}{2}, 1\right)$.
Proof. It is enough to prove that for any $f \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$ the iterated integral is finite,

$$
I:=\int_{\mathbb{R}}|f(u)|\left(\int_{\mathbb{R}}|f(v) \| u-v|^{2 \alpha-1} d v\right) d u<\infty
$$

From Theorem 1.1.1 with $\alpha=2 H-1, p=\frac{1}{H}$ and $q=\frac{p}{1-2 \alpha p}=\frac{1}{1-H}$ we obtain that

$$
\begin{aligned}
I & \leq\left(\int_{\mathbb{R}}|f(u)|^{\frac{1}{H}} d u\right)^{H}\left(\int_{\mathbb{R}}\left(\int_{\mathbb{R}}|f(v) \| u-v|^{2 H-1} d v\right)^{\frac{1}{1-H}} d u\right)^{1-H} \\
& \leq\|f\|_{L_{\frac{1}{H}}(\mathbb{R})} C_{1 / H, 1 / 1-H, 2 H-1}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}=C_{H}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}^{2}
\end{aligned}
$$

Obviously, $L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R}) \subset L_{\frac{1}{H}}(\mathbb{R})$ for $H \in\left(\frac{1}{2}, 1\right)$, whence the claim follows.
Lemma 1.6.7. The inclusion $L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R}) \subset \mathcal{F}_{H}$ is valid if and only if $H \in\left(\frac{1}{2}, 1\right)$.

Proof. Assume that $H \in\left(\frac{1}{2}, 1\right)$. Since $|\widehat{f}(x)| \leq\|f\|_{L_{1}(\mathbb{R})}$ for any $x \in \mathbb{R}$, we have that

$$
\begin{aligned}
& \int_{\mathbb{R}}|\widehat{f}(x)|^{2}|x|^{-2 \alpha} d x=\int_{|x| \geq 1}|\widehat{f}(x)|^{2}|x|^{-2 \alpha} d x+\int_{|x|<1}|\widehat{f}(x)|^{2}|x|^{-2 \alpha} d x \\
& \leq \int_{\mathbb{R}}|\widehat{f}(x)|^{2} d x+\|f\|_{L_{1}(\mathbb{R})}^{2} \int_{|x|<1}|x|^{-2 \alpha} d x \leq\|f\|_{L_{2}(\mathbb{R})}^{2}+(1-H)^{-1}\|f\|_{L_{1}(\mathbb{R})}^{2} .
\end{aligned}
$$

Let $H \in\left(0, \frac{1}{2}\right)$. According to (PT00b), take the function $f(u)=\operatorname{sign} u \frac{\varepsilon^{-|u|}}{|u|^{p}}$ with $p \in\left(H, \frac{1}{2}\right)$. Evidently, $f \in L_{1}(\mathbb{R}) \cap L_{2}(\mathbb{R})$. Nevertheless, due to (GR80, p. 491),

$$
\widehat{f}(\lambda)=2 \Gamma(1-p)\left(\lambda^{2}+1\right)^{\frac{p-1}{2}} \sin ((1-p) \arctan \lambda) \sim|\lambda|^{p-1}
$$

as $|\lambda| \rightarrow \infty$, and $2 p-2>2 \alpha-1>-1$, which means that $\|f\|_{\mathcal{F}_{H}}=+\infty$.
Lemma 1.6.8. For any $H \in(0,1)$, we have that $\mathcal{F}_{H} \subset L_{2}^{H}(\mathbb{R})$.
Proof. For $H=\frac{1}{2}$, the statement is evident and $\mathcal{F}_{\frac{1}{2}}=L_{\frac{1}{2}}^{2}(\mathbb{R})=L_{2}(\mathbb{R})$.
Let $H \in\left(\frac{1}{2}, 1\right)$ and $f \in \mathcal{F}_{H}$. Then, in particular, $f \in L_{2}(\mathbb{R})$, and, therefore, according to Theorem 1.1.1, the operator $I_{-}^{\alpha} f$ is well-defined and bounded from $L_{2}(\mathbb{R})$ to $L_{\frac{1}{1-H}}(\mathbb{R})$. Moreover, according to Theorem 1.1.5 and since $\int_{\mathbb{R}}|\widehat{f}(x)|^{2}|x|^{-2 \alpha} d x<\infty$, it follows that $I_{-}^{\alpha} f \in L_{2}(\mathbb{R})$. Therefore, $f \in L_{2}^{H}(\mathbb{R})$. Let $H \in\left(0, \frac{1}{2}\right)$. We must prove, that for any $f \in L_{2}(\mathbb{R})$ with $\int_{\mathbb{R}}|\widehat{f}(x)|^{2}|x|^{-2 \alpha} d x<\infty$, there exists $\widetilde{\varphi} \in L_{2}(\mathbb{R})$, such that

$$
\begin{equation*}
\widetilde{\varphi}=M_{-}^{H} f=C_{H}^{(3)} D_{-}^{-\alpha} f . \tag{1.6.15}
\end{equation*}
$$

Consider the function $\psi(x)=\widehat{f}(x)|x|^{-\alpha} C_{H}(x)$. Since $\left|C_{H}(x)\right|=1, \psi \in L_{2}(\mathbb{R})$ and $\overline{\psi(x)}=\psi(-x)$, we conclude that $\psi(x)=\widehat{\varphi}(x)$ for some function $\varphi \in$ $L_{2}(\mathbb{R})$. Now we prove that $C_{H}^{(3)} \varphi$ satisfies (1.6.15). Indeed,

$$
\begin{equation*}
\widehat{f}(x)=\widehat{\varphi}(x)|x|^{\alpha} C_{H}(-x), \tag{1.6.16}
\end{equation*}
$$

whence $|\widehat{f}(x)|^{2}=|\widehat{\varphi}(x)|^{2}|x|^{2 \alpha}$. Since $\widehat{f} \in L_{2}(\mathbb{R})$, we have that $\varphi \in \mathcal{F}_{1-H}$, and from Theorem 1.1.5 and (1.6.16), it follows that

$$
f=I_{-}^{-\alpha} \varphi .
$$

Therefore, $\widetilde{\varphi}(x)=C_{H}^{(3)} \varphi(x)$ satisfies (1.6.15), whence the claim follows.
Next, by using Lemma 1.6.8 and an example from (PT00b) with a slightly modified proof, we establish that $\left|R_{H}\right| \subset L_{2}^{H}(\mathbb{R})$.
Lemma 1.6.9. Let $H \in\left(\frac{1}{2}, 1\right)$. Then $\left(\left|R_{H}\right|,\|\cdot\|_{\left|R_{H}\right|, 1}\right) \subset L_{2}^{H}(\mathbb{R})$ and this inclusion is proper.

Proof. The inclusion itself follows from (1.6.14). We prove that the inclusion is strict if we find a function $f \in \mathcal{F}_{H} \backslash\left|R_{H}\right|$. Let $f(u)=\operatorname{sign} u \cdot|u|^{-p} \cdot \sin u, \frac{1}{2}<$ $p<1$. Then $f \in L_{2}(\mathbb{R}), \widehat{f} \in L_{2}(\mathbb{R})$. For calculation of $\widehat{f}$ we consider the approximations $f_{n}(u)=f(u) \mathbf{1}_{\{|u|<n\}} \rightarrow f$ in $L_{2}(\mathbb{R})$. The function $\widehat{f}_{n}$ satisfies the relations

$$
\begin{aligned}
\widehat{f}_{n}(\lambda)= & 2 \int_{0}^{n} \cos \lambda u|u|^{-p} \sin u d u \\
= & \int_{0}^{n} u^{-p} \sin ((\lambda+1) u) d u-\int_{0}^{n} u^{-p} \sin ((\lambda-1) u) d u \\
= & \operatorname{sign}(\lambda+1)|\lambda+1|^{p-1} \int_{0}^{n|\lambda+1|} v^{-p} \sin v d v \\
& \quad-\operatorname{sign}(\lambda-1)|\lambda-1|^{p-1} \int_{0}^{n|\lambda-1|} v^{-p} \sin v d v \\
\rightarrow & \left(\operatorname{sign}(\lambda+1)|\lambda+1|^{p-1}-\operatorname{sign}(\lambda-1)|\lambda-1|^{p-1}\right) \int_{0}^{\infty} v^{-p} \sin v d v \\
= & \widehat{f}(\lambda)
\end{aligned}
$$

Since $\frac{1}{2}<p<1$, we have that

$$
\begin{aligned}
& \int_{\mathbb{R}}|\widehat{f}(\lambda)|^{2}|\lambda|^{1-2 H} d \lambda \\
& \quad \leq C\left(\int_{\mathbb{R}}|\lambda|^{1-2 H}|\lambda+1|^{2 p-2} d \lambda+\int_{\mathbb{R}}|\lambda|^{1-2 H}|\lambda-1|^{2 p-2} d \lambda\right)<\infty
\end{aligned}
$$

and it means that $f \in \mathcal{F}_{H}$. Now, let $\frac{1}{2}<p<H$. We shall use the inequalities $|\sin u|>\frac{1}{2}$ for $u \in\left(\pi k+\frac{\pi}{4}, \pi k+\frac{3 \pi}{4}\right),\left(u+\frac{\pi}{2}\right)^{-p}>(2 u)^{-p}$ for $u>\frac{3 \pi}{4}$, $\left(u+\frac{\pi}{2}-x\right)_{+}^{\alpha-1}>(2 u-x)_{+}^{\alpha-1}$ for $x>\pi, u>\frac{3 \pi}{4}$ and $(u-x)_{+}^{\alpha-1}>(2 u-x)_{+}^{\alpha-1}$ for $x>0$. Consider

$$
\begin{gathered}
\int_{\mathbb{R}}\left(\int_{x}^{\infty}|f(u)|(u-x)^{\alpha-1} d u\right)^{2} d x=\int_{\mathbb{R}}\left(\int_{x}^{\infty}|u|^{-p}|\sin u|(u-x)^{\alpha-1} d u\right)^{2} d x \\
\geq \int_{\mathbb{R}}\left(\int_{x \vee \frac{\pi}{4}}^{\infty}|u|^{-p}|\sin u|(u-x)^{\alpha-1} d u\right)^{2} d x \\
\geq \frac{1}{2} \int_{\mathbb{R}}\left(\sum_{k=0}^{\infty} \int_{\pi k+\frac{\pi}{4}}^{\pi k+\frac{3 \pi}{4}} u^{-p}(u-x)_{+}^{\alpha-1} d u\right)^{2} d x \\
\geq \frac{1}{4} \int_{0}^{\infty}\left(\sum_{k=0}^{\infty} \int_{\pi k+\frac{\pi}{4}}^{\pi k+\frac{3 \pi}{4}} u^{-p}(u-x)_{+}^{\alpha-1} d u\right)^{2} d x \\
+\frac{1}{4} \int_{0}^{\infty}\left(\sum_{k=1}^{\infty} \int_{\pi k-\frac{\pi}{4}}^{\pi k+\frac{\pi}{4}}\left(u+\frac{\pi}{2}\right)^{-p}\left(u+\frac{\pi}{2}-x\right)_{+}^{\alpha-1} d u\right)^{2} d x
\end{gathered}
$$

$$
\begin{aligned}
& \geq \frac{1}{4} \int_{\pi}^{\infty}\left(\sum_{k=0}^{\infty} \int_{\pi k+\frac{\pi}{4}}^{\pi k+\frac{3 \pi}{4}} u^{-p}(2 u-x)_{+}^{\alpha-1} d u\right)^{2} d x \\
& +\frac{2^{-2 p}}{4} \int_{\pi}^{\infty}\left(\sum_{k=1}^{\infty} \int_{\pi k-\frac{\pi}{4}}^{\pi k+\frac{\pi}{4}} u^{-p}(2 u-x)_{+}^{\alpha-1} d u\right)^{2} d x \\
& \geq \frac{2^{-2 p}}{8} \int_{\pi}^{\infty}\left(\sum_{k=0}^{\infty} \int_{\pi k+\frac{\pi}{4}}^{\pi k+\frac{3 \pi}{4}} u^{-p}(2 u-x)_{+}^{\alpha-1} d u\right. \\
& \left.\quad+\sum_{k=1}^{\infty} \int_{\pi k-\frac{\pi}{4}}^{\pi k+\frac{\pi}{4}} u^{-p}(2 u-x)_{+}^{\alpha-1} d u\right)^{2} d x \\
& =\frac{2^{-2 p}}{8} \int_{\pi}^{\infty}\left(\int_{\frac{\pi}{4}}^{\infty} u^{-p}(2 u-x)_{+}^{\alpha-1} d u\right)^{2} d x \\
& =\frac{2^{-2 p}}{8} \int_{\pi}^{\infty}\left(\int_{\frac{\pi}{4 x}}^{\infty} v^{-p}(2 v-1)_{+}^{\alpha-1} d u\right)^{2} x^{2 \alpha-2 p} d x \\
& \geq \frac{2^{-2 p}}{8} \int_{\pi}^{\infty} x^{2 \alpha-2 p} d x\left(\int_{\frac{1}{2}}^{\infty} v^{-p}(2 v-1)^{\alpha-1} d u\right)^{2}=\infty
\end{aligned}
$$

for $H>p$.
Now we consider the representation of the Wiener process via fBm , i.e., the relation which is inverse to the relation (1.6.1).
Lemma 1.6.10. Let $0<H<1$. Then $M_{-}^{1-H} \mathbf{1}_{(0, t)} \in L_{2}^{H}(\mathbb{R})$ for all $t \in \mathbb{R}$, and the underlying Wiener process $W$ admits the representation

$$
W_{t}=\widetilde{C_{H}} \int_{R} M^{1-H} \mathbf{1}_{(0, t)}(s) d B_{s}^{H}
$$

where $\widetilde{C_{H}}=\left(C_{H}^{(3)} C_{1-H}^{(3)}\right)^{-1}$.
Proof. We must check that $M_{-}^{1-H} \mathbf{1}_{(0, t)} \in L_{2}^{H}(\mathbb{R})$. Indeed,

$$
M_{-}^{H} \cdot M_{-}^{1-H} \mathbf{1}_{(0, t)}=C_{H}^{(3)} C_{1-H}^{(3)} I_{-}^{H-\frac{1}{2}}\left(I_{-}^{\frac{1}{2}-H} \mathbf{1}_{(0, t)}\right)=\left(\widetilde{C_{H}}\right)^{-1} \mathbf{1}_{(0, t)} \in L_{2}(\mathbb{R})
$$

Furthermore, according to Definition 1.6.1, it holds that

$$
\begin{align*}
& \widetilde{C_{H}} \int_{R}\left(M_{-}^{1-H} \mathbf{1}_{(0, t)}\right)(s) d B_{s}^{H}=\widetilde{C_{H}} \int_{R}\left(M_{-}^{H} M_{-}^{1-H} \mathbf{1}_{(0, t)}\right)(s) d W_{s} \\
&=\int_{\mathbb{R}} \mathbf{1}_{(0, t)}(s) d W_{s}=W_{t} . \tag{1.6.17}
\end{align*}
$$

Corollary 1.6.11. Any fBm $B^{H}$ admits a Mandelbrot-van Ness representation with respect to the Wiener process $W$ from representation (1.6.17).

### 1.7 The Space of Gaussian Variables Generated by fBm.

Denote

$$
\mathcal{B}_{H}=\overline{\operatorname{span}}\left\{B_{t}^{H}, t \in \mathbb{R}\right\}
$$

where the closure is taken in $L_{2}(\Omega)$. We are interested in the following question: which classes of integrands in the definition of the Wiener integral w.r.t. fBm are isometric to $\mathcal{B}_{H}$ or to some of its subspaces? The following theorem from (PT00b) gives the general answer to this question.

Theorem 1.7.1. Let $\mathcal{I}$ be some class of integrands and let $\mathcal{I}_{s} \subset \mathcal{I}$ be the class of step functions. Under the assumptions
(i) $\mathcal{I}$ is a space with inner product $(f, g)_{\mathcal{I}}, f, g \in \mathcal{I}$,
(ii) for $f, g \in \mathcal{I}_{s}(f, g)_{\mathcal{I}}=E I(f) I(g)$,
(iii) the set $\mathcal{I}_{s}$ is dense in $\mathcal{I}$,
we have the following:
(a) there is an isometry between the space $\mathcal{I}$ and a linear subspace of $\mathcal{B}_{H}$ which is an extension of the map $f \rightarrow I(f)$ for $f \in \mathcal{I}_{s}$;
(b) $\mathcal{I}$ is isometric to $\mathcal{B}_{H}$ if and only if $\mathcal{I}$ is complete.

Proof. (a) Let $f \in \mathcal{I}$. By (iii), there exists $f_{n} \in \mathcal{I}_{s}$, such that $\left\{f_{n}, n \geq 1\right\}$ is a Cauchy sequence in $\mathcal{I}$ with norm $\|\cdot\|_{\mathcal{I}}=(\cdot, \cdot)_{\mathcal{I}}$. According to (ii), $I\left(f_{n}\right)$ is a Cauchy sequence in $L_{2}(\Omega)$, hence it converges to some r.v. $\xi \in L_{2}(\Omega)$. We set $I(f):=\xi$. Since $I\left(f_{n}\right) \in \mathcal{B}_{H}$ and $\mathcal{B}_{H}$ is a closed subspace of $L_{2}(\Omega)$, we obtain that $I(f) \in \mathcal{B}_{H}$. So, we can define the map $I: \mathcal{I} \rightarrow \mathcal{B}_{H}$. For any $f, g \in \mathcal{I}$ it holds that

$$
(f, g)_{\mathcal{I}}=\lim _{n \rightarrow \infty}\left(f_{n}, g_{n}\right)_{\mathcal{I}}=\lim _{n \rightarrow \infty} E I\left(f_{n}\right) I\left(g_{n}\right)=E I(f) I(g)
$$

Moreover, $\xi$ does not depend on the choice of the sequence $f_{n} \rightarrow f$ in $\mathcal{I}$. Since the map $I$ is linear, we get an isometry between $\mathcal{I}$ and some subspace of $\mathcal{B}_{H}$. (b) Since $\mathcal{B}_{H}$ is complete as a closed subspace of the complete space $L_{2}(\Omega)$, it follows that $\mathcal{I}$ is complete if $I$ is an isometry between $\mathcal{I}$ and $\mathcal{B}_{H}$. Conversely, let $\mathcal{I}$ be complete. Then, for any $\eta \in \mathcal{B}_{H}$, it holds that $\eta=\lim \eta_{n}, \eta_{n}=I\left(f_{n}\right) \in$ $\operatorname{span}\left\{B_{t}^{H}, t \in \mathbb{R}\right\}, f_{n} \in \mathcal{I}_{s}$. So, $I\left(f_{n}\right) \rightarrow \eta$ in $L_{2}(\Omega)$. Therefore, from (ii) it follows that $f_{n}$ is a Cauchy sequence in $\mathcal{I}$, and from completeness, $f_{n} \rightarrow f$ in $\mathcal{I}, \eta=I(f)$.

Corollary 1.7.2. From Lemma 1.6.2, Remark 1.6 .3 and Theorem 1.6.5, we obtain the following: the space $\mathcal{I}=L_{2}^{H}(\mathbb{R})$ is complete for $H \in\left(0, \frac{1}{2}\right)$ and incomplete for $H \in\left(\frac{1}{2}, 1\right)$. Step functions are dense in $L_{2}^{H}(\mathbb{R})$ for any $H \in$ $(0,1)$. Therefore, $L_{2}^{H}(\mathbb{R})$ is isometric to $\mathcal{B}_{H}$ for $H \in\left(0, \frac{1}{2}\right)$ and isometric to a subspace of $\mathcal{B}_{H}$ for $H \in\left(\frac{1}{2}, 1\right)$.

Theorem 1.7.3. The space $\left(\left|R_{H}\right|,\|\cdot\|_{L_{2}^{H}(\mathbb{R})}\right)$ is incomplete for $H \in\left(\frac{1}{2}, 1\right)$, the space $\left(\mathcal{F}_{H},\|\cdot\|_{\mathcal{F}_{H}}\right)$ is incomplete unless $H=\frac{1}{2}$, and the space $\left(\left|R_{H}\right|,\|\cdot\|_{\left|R_{H}\right|, 2}\right)$, $H \in\left(\frac{1}{2}, 1\right)$, is complete.

Proof. (i) Consider the space $\left(\left|R_{H}\right|,\|\cdot\|_{\left|R_{H}\right|, 1}\right), H \in\left(\frac{1}{2}, 1\right)$. Evidently, if some space is dense in an incomplete space, then it is also incomplete. From Lemma 1.6.9, it follows that $\left|R_{H}\right| \subset L_{2}^{H}(\mathbb{R})$, and from Theorem 1.6.5, we have that $L_{2}^{H}(\mathbb{R})$ is incomplete. So, it is enough to establish that $\left|R_{H}\right|$ is dense in $L_{2}^{H}(\mathbb{R})$. If the function $f \in L_{2}^{H}(\mathbb{R})$, then $g:=M_{-}^{H} f \in L_{2}(\mathbb{R})$. Therefore, there exists a sequence of step functions $\left\{g_{n}, n \geq 1\right\} \subset L_{2}(\mathbb{R})$ such that $\left\|g_{n}-g\right\|_{L_{2}(\mathbb{R})} \rightarrow 0$. Evidently, any step function $g_{n}$ can be expressed as $g_{n}=M_{-}^{H} \varphi_{n}$, where $\varphi_{n}$ is a linear combination of functions $M_{-}^{1-H} \mathbf{1}_{(a, b)},-\infty<a<b<\infty$, and $\varphi_{n}$ can be determined via Lemma 1.1.3. Note that

$$
\left\|f-\varphi_{n}\right\|_{L_{2}^{H}(\mathbb{R})}=\left\|M_{-}^{H} f-M_{-}^{H} \varphi_{n}\right\|_{L_{2}(\mathbb{R})} \rightarrow 0
$$

$n \rightarrow \infty$, so it is enough to prove that $\varphi_{n} \in\left|R_{H}\right|$. As will be established in Corollary 1.9.3, there exists some constant $C$ such that $\left\|\varphi_{n}\right\|_{\left|R_{H}\right|, 2} \leq$ $C\left\|\varphi_{n}\right\|_{L_{\frac{1}{H}}(\mathbb{R})}$, and as mentioned in the proof of Lemma 1.6.2, we have that $M_{-}^{1-H} \mathbf{1}_{(a, b)} \in L_{\frac{1}{H}}(\mathbb{R})$ for all $-\infty<a<b<\infty$. Therefore, $\left(\left|R_{H}\right|,\|\cdot\|_{\left|R_{H}\right|, 1}\right)$ is dense in $L_{2}^{H}(\mathbb{R})$, and hence incomplete.
(ii) Consider the space $\mathcal{F}_{H}, H \neq \frac{1}{2}$. Let $0<H<\frac{1}{2}$, and let $\left\{f_{n}, n \geq 1\right\}$ be the sequence of functions

$$
\widehat{f_{n}}(x)=|x|^{-p} \mathbf{1}_{\left\{\frac{1}{n}<|x|<1\right\}}(x), \quad \frac{1}{2}<p<1-H
$$

Evidently, $\widehat{f_{n}} \in L_{2}(\mathbb{R})$ and $\widehat{\widehat{f_{n}}(x)}=\widehat{f_{n}}(-x)$. Therefore, $\widehat{f_{n}}$ is the Fourier transform of some $f_{n} \in L_{2}(\mathbb{R})$. Moreover, $f_{n} \in \mathcal{F}_{H}$ and since $-1<-2 p-2 \alpha$, we have for $n>m$ that

$$
\begin{aligned}
& \left\|f_{n}-f_{m}\right\|_{\mathcal{F}_{H}}^{2}=\int_{\mathbb{R}}\left(\widehat{f_{n}}(x)-\widehat{f_{m}}(x)\right)^{2}|x|^{-2 \alpha} d x \\
& =\int_{\mathbb{R}}|x|^{-2 p-2 \alpha} \mathbf{1}_{\{1 / n<x<1 / m\}} d x \rightarrow 0
\end{aligned}
$$

Suppose that there exist $f_{n} \in \mathcal{F}_{H}$ such that $\left\|f-f_{n}\right\|_{\mathcal{F}_{H}} \rightarrow 0, n \rightarrow \infty$. Then, there exists a subsequence $\widehat{f_{n_{k}}}(x)$ such that $\widehat{f_{n_{k}}}(x) \rightarrow \widehat{f}(x)$ for a.a. $x \in \mathbb{R}$, whence $\widehat{f}(x)=|x|^{-p} \mathbf{1}_{\{|x|<1\}}$. Since $-2 p<-1$ we have that $\widehat{f} \notin$ $L_{2}(\mathbb{R})$, therefore $f \notin L_{2}(\mathbb{R})$. For $H \in(1 / 2,1)$, we can take the sequence $\widehat{f_{n}}(x)=|x|^{-p} 1_{\{1<|x|<n\}}$, with $p>1-H$.
(iii)Lastly, consider the space $\left(\left|R_{H}\right|,\|\cdot\|_{\left|R_{H}\right|, 2}\right), H \in(1 / 2,1)$. Let $\left\{f_{n}, n \geq\right.$ $1\} \subset\left(\left|R_{H}\right|,\|\cdot\|_{\left|R_{H}\right|, 2}\right)$ be a Cauchy sequence. Then there exists a subsequence $f_{n_{k}}(x) \rightarrow f(x)$ for a.a. $x \in \mathbb{R}$, where $f$ is some function. Indeed,

$$
0 \leftarrow\left\|f_{n}-f_{m}\right\|_{\left|R_{H}\right|, 2} \geq(2 r)^{2 \alpha-1}\left\|f_{n}-f_{m}\right\|_{L_{2}[-r, r]}^{2} \quad \text { as } \quad n, m \rightarrow \infty
$$

whence the above statement easily follows. Moreover, by the Fatou lemma, we have that

$$
\|f\|_{\left|R_{H}\right|, 2} \leq \underline{\lim _{n \rightarrow \infty}}\left\|f_{n_{k}}\right\|_{\left|R_{H}\right|, 2}<\infty
$$

and

$$
\left\|f-f_{n}\right\|_{\left|R_{H}\right|, 2} \leq \lim _{k \rightarrow \infty}\left\|f_{n}-f_{n_{k}}\right\|_{\left|R_{H}\right|, 2} \rightarrow 0, n \rightarrow \infty .
$$

### 1.8 Representation of fBm via the Wiener Process on a Finite Interval

Sometimes it is convenient to consider a "one-sided" $\mathrm{fBm} B^{H}=\left\{B_{t}^{H}, t \geq 0\right\}$ and to represent it as a functional of the form $B_{t}^{H}=\varphi\left(B_{s}, 0 \leq s \leq t\right)$, of some Wiener process $B=\left\{B_{t}, t \geq 0\right\}$, instead of (1.3.4). For this purpose consider the kernels

$$
l_{H}(t, s)=C_{H}^{(5)} s^{-\alpha}(t-s)^{-\alpha} I_{\{0<s<t\}},
$$

and

$$
m_{H}(t, s)=C_{H}^{(6)}\left(\left(\frac{t}{s}\right)^{\alpha}(t-s)^{\alpha}-\alpha s^{-\alpha} \int_{s}^{t} u^{\alpha-1}(u-s)^{\alpha} d u\right)
$$

where

$$
C_{H}^{(5)}=\left(\frac{\Gamma(2-2 \alpha)}{2 H \Gamma(1-\alpha)^{3} \Gamma(1+\alpha)}\right)^{\frac{1}{2}}, C_{H}^{(6)}=\left(\frac{2 H \Gamma(1-\alpha)}{\Gamma(1-2 \alpha) \Gamma(\alpha+1)}\right)^{\frac{1}{2}}
$$

and $\alpha=H-\frac{1}{2}, \quad H \in(0,1)$. Throughout the book we shall use the notations $\widetilde{\alpha}=(1-\alpha)^{1 / 2}, \widehat{\alpha}=(1-\alpha)^{-1 / 2}$.
(i) Let $H \in\left(\frac{1}{2}, 1\right)$. Then, by using the equality

$$
\begin{equation*}
\int_{0}^{1} t^{-\mu}(1-t)^{-\mu}|x-t|^{2 \mu-1} d t=B(\mu, 1-\mu) \tag{1.8.1}
\end{equation*}
$$

that was established in (NVV99, Lemma 2.2) for any $\mu \in(0,1), x \in(0,1)$, we obtain that for any $t>0$

$$
\begin{align*}
& \left\|l_{H}(t, \cdot)\right\|_{\left|R_{H}\right|, 2} \\
& =\left(C_{H}^{(5)}\right)^{2} 2 H \alpha \int_{0}^{t} \int_{0}^{t}(t-u)^{-\alpha}(t-s)^{-\alpha} u^{-\alpha} s^{-\alpha}|u-s|^{2 \alpha-1} d u d s \\
& =t^{1-2 \alpha}\left(C_{H}^{(5)}\right)^{2} 2 H \alpha \int_{0}^{1} u^{-\alpha}(1-u)^{-\alpha}\left(\int_{0}^{1}(1-s)^{-\alpha} s^{-\alpha}|u-s|^{2 \alpha-1} d s\right) d u \\
& =t^{1-2 \alpha}\left(C_{H}^{(5)}\right)^{2} 2 H \alpha B(\alpha, 1-\alpha) B(1-\alpha, 1-\alpha) \\
& =t^{1-2 \alpha} \frac{\Gamma(2-2 \alpha) \Gamma(\alpha) \Gamma(1-\alpha)^{3}}{\Gamma(1-\alpha)^{3} \Gamma(\alpha) \Gamma(2-2 \alpha)}=t^{1-2 \alpha}<\infty \tag{1.8.2}
\end{align*}
$$

Therefore, we can consider the integral

$$
\begin{align*}
I_{t}^{H}\left(l_{H}\right) & =\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}:=\int_{\mathbb{R}} l_{H}(t, s) d B_{s}^{H} \\
& =\int_{\mathbb{R}}\left(M_{-}^{H} l_{H}\right)(t, \cdot)(x) d W_{x} \tag{1.8.3}
\end{align*}
$$

where $W=\left\{W_{x}, x \in \mathbb{R}\right\}$ is the underlying Wiener process. Similarly to (1.8.2), for any $0<t<t^{\prime}$, we obtain that

$$
\begin{align*}
& \mathbf{E} I_{t}^{H}\left(l_{H}\right) I_{t^{\prime}}^{H}\left(l_{H}\right)=\left(l_{H}(t, \cdot), l_{H}\left(t^{\prime}, \cdot\right)\right)_{\left|R_{H}\right|, 2} \\
& =\left(C_{H}^{(5)}\right)^{2} 2 H \alpha \int_{0}^{t}(t-u)^{-\alpha} u^{-\alpha}\left(\int_{0}^{t^{\prime}}\left(t^{\prime}-s\right)^{-\alpha} s^{-\alpha}|u-s|^{2 \alpha-1} d s\right) d u \\
& =\left(C_{H}^{(5)}\right)^{2} 2 H \alpha t^{1-2 \alpha} B(\alpha, 1-\alpha) B(1-\alpha, 1-\alpha)=t^{1-2 \alpha} \tag{1.8.4}
\end{align*}
$$

From (1.8.3), it follows that $\left\{I_{t}^{H}, t \geq 0\right\}$ is a centered Gaussian process. Moreover, from (1.8.4), we obtain for any $0<s<t \leq s^{\prime}<t^{\prime}$ that

$$
\mathbf{E}\left(I_{t^{\prime}}^{H}\left(l_{H}\right)-I_{s^{\prime}}^{H}\left(l_{H}\right)\right)\left(I_{t}^{H}\left(l_{H}\right)-I_{s}^{H}\left(l_{H}\right)\right)=0
$$

Thus, the increments of $I_{t}^{H}\left(l_{H}\right)$ are uncorrelated, and hence independent. It follows that $I_{t}^{H}\left(l_{H}\right)$ is a martingale w.r.t. its natural filtration

$$
\mathcal{F}_{t}^{H}:=\sigma\left\{I_{s}^{H}\left(l_{H}\right), 0 \leq s \leq t\right\}
$$

having angle bracket $\left\langle I_{t}^{H}\left(l_{H}\right)\right\rangle=t^{1-2 \alpha}$ and $I_{0}^{H}\left(l_{H}\right)=0$. By the Lévy theorem, there exists some Wiener process $B=\left\{B_{t}, t \geq 0\right\}$, such that

$$
\begin{equation*}
M_{t}^{H}:=I_{t}^{H}\left(l_{H}\right)=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s} \tag{1.8.5}
\end{equation*}
$$

The process $M^{H}$ is called the Molchan martingale, or the fundamental martingale, since it was considered originally in the papers (Mol69; MG69). See also (NVV99).
(ii) Now, let $H \in\left(0, \frac{1}{2}\right)$. In this case we need some preliminaries.

1) Let $f \in B V[0, T]$, where $B V[0, T]$ is the class of functions of bounded variation on $[0, T]$, and $f=0$ outside $[0, T]$.
Let us calculate $M_{-}^{H} f$. For $\alpha=H-\frac{1}{2}$ it holds that

$$
\left(M_{-}^{H} f\right)(x)= \begin{cases}0, & x>T \\ C_{H}^{(2)} \int_{x}^{T}(u-x)^{\alpha} d f(u)-(T-x)^{\alpha} f(T-), & 0<x<T \\ C_{H}^{(2)} \alpha \int_{0}^{T} f(u)(u-x)^{\alpha-1} d u, & x<0\end{cases}
$$

Let $I_{T}^{H}:=\int_{0}^{T} f(s) d B_{s}^{H}$. Then

$$
\begin{align*}
& \mathbf{E}\left|I_{T}^{H}(f)\right|^{2}=\left(C_{H}^{(2)}\right)^{2}\left(\alpha^{2} \int_{-\infty}^{0}\left|\int_{0}^{T} f(u)(u-x)^{\alpha-1} d u\right|^{2} d x\right. \\
& \left.+\int_{0}^{T}\left|\int_{x}^{T}(u-x)^{\alpha} d f(u)-(T-x)^{\alpha} f(T-)\right|^{2} d x\right) \\
& =\left(C_{H}^{(2)}\right)^{2}\left(\alpha^{2} \int_{0}^{T} \int_{0}^{T} f(u) f(s)\left(\int_{-\infty}^{0}(u-x)^{\alpha-1}(s-x)^{\alpha-1} d x\right) d u d s\right. \\
& +\int_{0}^{T} \int_{0}^{T}\left(\int_{0}^{s \wedge u}(u-x)^{\alpha}(s-x)^{\alpha} d x\right) d f(u) d f(s) \\
& \left.+f^{2}(T-) \frac{T^{2 \alpha+1}}{2 \alpha+1}-2 \int_{0}^{T}\left[\int_{0}^{u}(u-x)^{\alpha}(T-x)^{\alpha} d x\right] d f(u) \cdot f(T-)\right) . \tag{1.8.6}
\end{align*}
$$

Evidently, the function $f$ and its variation var $f$ are bounded on $[0, T]$ : there exists $C>0$ such that $|f(u)| \leq C$ and $\psi_{u}:=\operatorname{var}_{[0, u]} f \leq C, 0 \leq u \leq T$. Therefore, on the one hand, it holds that

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{T}|f(u)||f(s)|\left(\int_{-\infty}^{0}(u-x)^{\alpha-1}(s-x)^{\alpha-1} d x\right) d u d s \\
& \leq C^{2} \int_{0}^{T} \int_{0}^{T}\left(\int_{-\infty}^{0}(u-x)^{\alpha-1}(s-x)^{\alpha-1} d x\right) d u d s  \tag{1.8.7}\\
& =C^{2} \alpha^{-2} \int_{-\infty}^{0}\left((T-x)^{\alpha}-(-x)^{\alpha}\right)^{2} d x<\infty
\end{align*}
$$

On the other hand, we obtain that

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{T}\left(\int_{0}^{s \wedge u}(u-x)^{\alpha}(s-x)^{\alpha} d x\right) d \psi_{u} d \psi_{s} \\
& \leq \int_{0}^{T} \int_{0}^{s}\left(\int_{0}^{u}(u-x)^{\alpha}(s-x)^{\alpha} d x\right) d \psi_{u} d \psi_{s} \\
& \quad+\int_{0}^{T} \int_{s}^{T}\left(\int_{0}^{s}(u-x)^{\alpha}(s-x)^{\alpha} d x\right) d \psi_{u} d \psi_{s}  \tag{1.8.8}\\
& \leq(2 \alpha+1)^{-1}\left(\int_{0}^{T} \int_{0}^{s} u^{2 \alpha+1} d \psi_{u} d \psi_{s}+\int_{0}^{T} \int_{s}^{T} s^{2 \alpha+1} d \psi_{u} d \psi_{s}\right) \\
& \leq \frac{T^{2 \alpha+1}}{2 \alpha+1} C^{2}<\infty
\end{align*}
$$

Clearly, the last integral in (1.8.6) is finite. It follows from (1.8.7) and (1.8.8) that the integrals in (1.8.6) are well defined, $\mathbf{E}\left|I_{T}^{H}(f)\right|^{2}<\infty$ and the limits of integration in (1.8.6) are changed correctly. Moreover, the integral
$\int_{0}^{T} f(s) d B_{s}^{H}$ exists for any $f \in B V[0, T]$. Now, let $\left\{f_{n}, n \geq 1\right\}$ be the sequence of functions satisfying the assumptions
(a) $f_{n} \in B V[0, T]$ and there exists $C>0$ such that $\sup _{n} \operatorname{var}_{[0, T]} f_{n} \leq C$;
(b) $f_{n} \rightarrow 0$ pointwise on $[0, T]$.

Then, we can repeat estimates (1.8.6)-(1.8.8) with $f_{n}$ instead of $f$ and obtain from the Helly theorem and the Lebesgue dominated convergence the${\underset{\sim}{f}}_{n}$ orem that $E\left|I_{T}^{H}\left(f_{n}\right)\right|^{2} \rightarrow 0, n \rightarrow \infty$. Finally, let $f \in B V[0, T] \cap C[0, T]$ and $\widetilde{f}_{n}(t)=\sum_{k=1}^{n} f\left(\frac{k T}{n}\right) \mathbf{1}_{\left\{\frac{(k-1) T}{n} \leq t<\frac{k T}{n}\right\}}$. Then the functions $f_{n}:=f-\widetilde{f}_{n}$ satisfy the assumptions (a) and (b), whence

$$
\begin{equation*}
I_{T}^{H}(f)=\lim _{n \rightarrow \infty} \sum_{k=1}^{n} f\left(\frac{k T}{n}\right) \Delta B_{k}^{H} \quad \text { in } \quad L_{2}(\Omega) \tag{1.8.9}
\end{equation*}
$$

where

$$
\Delta B_{k}^{H}=B_{\frac{k T}{n}}^{H}-B_{\frac{(k-1) T}{n}}^{H} .
$$

But

$$
\begin{equation*}
\sum_{k=1}^{n} f\left(\frac{k T}{n}\right) \Delta B_{k}^{H}=f(T) B_{T}^{H}-\sum_{k=1}^{n} B_{\frac{k T}{n}} \Delta f_{k} \rightarrow f(T) B_{T}^{H}-\int_{0}^{T} B_{t}^{H} d f(t) \tag{1.8.10}
\end{equation*}
$$

We obtain from (1.8.9) and (1.8.10) that $I_{T}^{H}(f)=f(T) B_{T}^{H}-\int_{0}^{T} B_{t}^{H} d f(t)$ for any $f \in B V[0, T] \cap C[0, T]$.
2) Evidently, for any fixed $t>0$ the kernel $l_{H}(t, \cdot) \in B V[0, t] \cap C[0, t]$, if $H \in\left(0, \frac{1}{2}\right)$. Therefore,

$$
\begin{aligned}
I_{t}^{H}\left(l_{H}\right) & =\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}=\int_{0}^{t} B_{s}^{H} d l_{H}(t, s)=\int_{0}^{t} B_{s}^{H}\left(l_{H}\right)_{s}^{\prime}(t, s) d s \\
& =-\alpha C_{H}^{(5)} \int_{0}^{t} B_{s}^{H} s^{-\alpha-1}(t-s)^{-\alpha-1}(t-2 s) d s
\end{aligned}
$$

and this integral is obviously a Gaussian random variable. By using the fact that $l_{H}$ vanishes at the endpoints, we can easily show that $E I_{t}^{H}\left(l_{H}\right) I_{t^{\prime}}^{H}\left(l_{H}\right)=t^{1-2 \alpha}$ for any $0<t<t^{\prime}:$

$$
\begin{align*}
& \mathbf{E} I_{t}^{H}\left(l_{H}\right) I_{t^{\prime}}^{H}\left(l_{H}\right) \\
&= \frac{1}{2} \int_{0}^{t} \int_{0}^{t^{\prime}}\left(u^{2 H}+s^{2 H}-|u-s|^{2 H}\right)\left(l_{H}\right)_{s}^{\prime}(t, s)\left(l_{H}\right)_{u}^{\prime}\left(t^{\prime}, u\right) d u d s \\
&=-\frac{1}{2} \int_{0}^{t} \int_{0}^{t^{\prime}}|u-s|^{2 H}\left(l_{H}\right)_{s}^{\prime}(t, s)\left(l_{H}\right)_{u}^{\prime}\left(t^{\prime}, u\right) d u d s \\
&=-\frac{1}{2} \int_{0}^{t}\left(l_{H}\right)_{s}^{\prime}(t, s)\left(\int_{0}^{s}(s-u)^{2 H}\left(l_{H}\right)_{u}^{\prime}\left(t^{\prime}, u\right) d u\right) d s \\
&-\frac{1}{2} \int_{0}^{t}\left(l_{H}\right)_{s}^{\prime}(t, s)\left(\int_{s}^{t^{\prime}}(u-s)^{2 H}\left(l_{H}\right)_{u}^{\prime}\left(t^{\prime}, u\right) d u\right) d s  \tag{1.8.11}\\
&=-H \int_{0}^{t} l_{H}(t, s)\left(\int_{0}^{s}(s-u)^{2 \alpha}\left(l_{H}\right)_{u}^{\prime}\left(t^{\prime}, u\right) d u\right) d s \\
&+H \int_{0}^{t} l_{H}(t, s)\left(\int_{s}^{t^{\prime}}(u-s)^{2 \alpha}\left(l_{H}\right)_{u}^{\prime}\left(t^{\prime}, u\right) d u\right) d s \\
&=-\alpha H C_{H}^{(5)} \int_{0}^{t} l_{H}(t, s) \\
& \times \int_{0}^{t^{\prime}}|u-s|^{2 \alpha} \operatorname{sign}(u-s) u^{-\alpha-1}\left(t^{\prime}-u\right)^{-\alpha-1}\left(t^{\prime}-2 u\right) d u d s
\end{align*}
$$

From (NVV99, Proposition 2.1), we can obtain that

$$
\begin{aligned}
& \int_{0}^{t^{\prime}}|u-s|^{2 \alpha} \operatorname{sign}(u-s) u^{-\alpha-1}\left(t^{\prime}-u\right)^{-\alpha-1}\left(t^{\prime}-2 u\right) d u \\
& =-2 / \alpha \cdot \Gamma(1-\alpha) \Gamma(1+\alpha)
\end{aligned}
$$

Therefore, $\mathbf{E} I_{t}^{H}\left(l_{H}\right) I_{t^{\prime}}^{H}\left(l_{H}\right)=t^{1-2 \alpha}$. We can conclude, similarly to part (i), that $I_{t}^{H}\left(l_{H}\right)$ is a martingale w.r.t. its natural filtration, and

$$
\begin{equation*}
I_{t}^{H}\left(l_{H}\right)=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s} \tag{1.8.12}
\end{equation*}
$$

for some Wiener process $B$. Thus, we have proved the following result.
Theorem 1.8.1. Let $B^{H}$ be an $f B m$ with $H \in(0,1)$, and let

$$
\begin{equation*}
M_{t}^{H}:=I_{t}^{H}\left(l_{H}\right)=\int_{0}^{t} l_{H}(t, s) d B_{s}^{H} \tag{1.8.13}
\end{equation*}
$$

Then there exists a Wiener process $B$ such that (1.8.12) holds. Moreover, $\sigma\left\{B_{s}^{H}, 0 \leq s \leq t\right\}=\sigma\left\{B_{s}, 0 \leq s \leq t\right\}$.

The inverse relation can be obtained for any $H \in(0,1)$ in the following way: evidently, for any $t>0$ the random variable $Y_{t}:=\int_{0}^{t} s^{-\alpha} d B_{s}^{H}$ is well
defined. It can be proved similarly (but more easily) as the existence of $I_{t}^{H}\left(l_{H}\right)$. Furthermore, $\widehat{f}(s):=s^{-\alpha} \in B V[0, t] \cap C[0, t]$ for any $t>0$ and $H \in\left(0, \frac{1}{2}\right)$. Therefore, it holds that

$$
\begin{equation*}
Y_{t}=t^{-\alpha} B_{t}^{H}+\alpha \int_{0}^{t} B_{s}^{H} s^{-\alpha-1} d s \tag{1.8.14}
\end{equation*}
$$

Now, let $H \in\left(\frac{1}{2}, 1\right), f \in B V[0, t] \cap C[0, t]$ and

$$
I_{t}(f):=\int_{0}^{t} f(s) d B_{s}^{H}
$$

Then

$$
E\left|I_{t}(f)\right|^{2}=2 H \alpha \int_{0}^{t} \int_{0}^{t} f(u) f(s)|u-s|^{2 \alpha-1} d u d s<\infty
$$

and it is easy to see, similarly to (1.8.10) that

$$
I_{t}(f)=B_{t}^{H} f(t)-\int_{0}^{t} B_{s}^{H} d f(s)
$$

Let $\widehat{f}_{\varepsilon}(s)=\widehat{f}(s) \mathbf{1}_{\{\varepsilon<s<\infty\}}$ for some $\varepsilon>0$. Then

$$
\begin{aligned}
& \int_{0}^{t} f_{\varepsilon}(s) d B_{s}^{H}=\int_{\varepsilon}^{t} s^{-\alpha} d B_{s}^{H} \\
& =B_{t}^{H} t^{-\alpha}-B_{\varepsilon}^{H} \varepsilon^{-\alpha}-\alpha \int_{0}^{t} B_{s}^{H} s^{-\alpha-1} d s .
\end{aligned}
$$

Note that the trajectories of $B^{H}$ belong to $C^{H-\rho}[0, T]$ for any $0<\rho<H$, (see Section 1.16). Therefore $B_{\varepsilon}^{H} \varepsilon^{-\alpha} \rightarrow 0, \varepsilon \rightarrow 0$ a.s. By similar reasoning, $\int_{\varepsilon}^{t} B_{s}^{H} s^{-\alpha} d s \rightarrow \int_{0}^{t} B_{s}^{H} s^{-\alpha} d s, \varepsilon \rightarrow 0$ a.s.

Evidently, $E\left|\int_{0}^{\varepsilon} f(s) d B_{s}^{H}\right|^{2} \rightarrow 0, \varepsilon \rightarrow 0$, and we obtain (1.8.14) for $H \in$ $\left(\frac{1}{2}, 1\right)$. But (1.8.14) is an integral equation with respect to $\left\{B_{s}^{H}, 0 \leq s \leq t\right\}$ and its solution has the form

$$
\begin{equation*}
B_{t}^{H}=t^{\alpha} Y_{t}-\alpha \int_{0}^{t} s^{\alpha-1} Y_{s} d s=\int_{0}^{t} s^{\alpha} d Y_{s} . \tag{1.8.15}
\end{equation*}
$$

Let $M_{t}^{H}:=I_{t}^{H}\left(l_{H}\right)$ be the Molchan martingale. Then, for $H \in\left(0, \frac{1}{2}\right)$, integration by parts leads to the equality

$$
M_{t}^{H}=C_{H}^{(5)} \int_{0}^{t}(t-s)^{-\alpha} s^{-\alpha} d B_{s}^{H}=-\alpha C_{H}^{(5)} \int_{0}^{t}(t-s)^{-\alpha-1} Y_{s} d s
$$

whence

$$
\begin{aligned}
\int_{0}^{t}(t-u)^{\alpha} M_{u}^{H} d u & =-\alpha C_{H}^{(5)} \int_{0}^{t} Y_{s}\left(\int_{s}^{t}(t-u)^{\alpha}(u-s)^{-1-\alpha} d u\right) d s \\
& =-\alpha C_{H}^{(5)} B(\alpha+1,-\alpha) \int_{0}^{t} Y_{s} d s
\end{aligned}
$$

and

$$
\begin{equation*}
Y_{t}=C_{H}^{(6)} \widehat{\alpha} \int_{0}^{t}(t-u)^{\alpha} d M_{u}^{H} \tag{1.8.16}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
B_{t}^{H}=\widehat{\alpha} & C_{H}^{(6)} \\
& \left(t^{\alpha} \int_{0}^{t}(t-u)^{\alpha} d M_{u}^{H}\right.  \tag{1.8.17}\\
& \left.-\alpha \int_{0}^{t} s^{\alpha-1}\left(\int_{0}^{s}(s-u)^{\alpha} d M_{u}^{H}\right) d s\right)=\int_{0}^{t} m_{H}(t, s) d B_{s}
\end{align*}
$$

Let $H \in\left(\frac{1}{2}, 1\right)$. Then, by using Theorem 1.8.1, we obtain that

$$
\begin{align*}
& \int_{0}^{t}(t-u)^{\alpha} d M_{u}^{H}=\alpha \int_{0}^{t}(t-u)^{\alpha-1} M_{u}^{H} d u \\
& =C_{H}^{(5)} \alpha \int_{0}^{t}(t-u)^{\alpha-1} \int_{0}^{u}(u-s)^{-\alpha} s^{-\alpha} d B_{s}^{H} d u  \tag{1.8.18}\\
& =C_{H}^{(5)} \alpha \int_{0}^{t}\left(\int_{s}^{t}(t-u)^{\alpha-1}(u-s)^{-\alpha} d u\right) s^{-\alpha} d B_{s}^{H} \\
& =C_{H}^{(5)} \alpha B(\alpha, 1-\alpha) Y_{t}=\left(C_{H}^{(6)}\right)^{-1} \widetilde{\alpha} Y_{t}
\end{align*}
$$

i.e. we have (1.8.16) and obtain (1.8.17). In this case the kernel $m_{H}(t, s)$ can be simplified to $m_{H}(t, s)=\alpha C_{H}^{(6)} s^{-\alpha} \int_{s}^{t} u^{\alpha}(u-s)^{\alpha-1} d u$.
Remark 1.8.2. It easily follows from (1.8.17) and (1.8.18) that the process $B^{H}$ satisfying (1.8.17) is an fBm . Indeed, it is a Gaussian process with zero mean and covariance

$$
E B_{t}^{H} B_{s}^{H}=\int_{0}^{t \wedge s} m_{H}(t, u) m_{H}(s, u) d u=\frac{1}{2}\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right)
$$

Now we state a result of Le Breton (LeB98), see also (KLeBR00), demonstrating how the Wiener integral $\int_{0}^{t} f(s) d B_{s}^{H}$ can be presented as an integral with respect to fundamental martingale $M^{H}$ :

Theorem 1.8.3. Let $f \in L_{2}^{H}(\mathbb{R})$ vanish outside $[0, T]$, where $H \in\left(\frac{1}{2}, 1\right)$. Furthermore, let

$$
K_{H}^{f}(t, s):=C_{H}^{(7)} \int_{s}^{t} f(u) u^{\alpha}(u-s)^{\alpha-1} d u
$$

where $C_{H}^{(7)}=\left(\frac{2 H \alpha}{(1-2 \alpha) B(1-2 \alpha, \alpha)}\right)^{1 / 2}$.
Then,

$$
\begin{equation*}
\int_{0}^{t} f(s) d B_{s}^{H}=\int_{0}^{t} K_{H}^{f}(t, s) d M_{s}^{H} \tag{1.8.19}
\end{equation*}
$$

Proof. Note that

$$
\begin{align*}
& \int_{0}^{t}\left(K_{H}^{f}(t, s)\right)^{2} d\left\langle M^{H}\right\rangle_{s}=\left(C_{H}^{(7)}\right)^{2}(1-2 \alpha) \int_{0}^{t}\left(K_{H}^{f}(t, s)\right)^{2} s^{-2 \alpha} d s \\
& =\left(C_{H}^{(7)}\right)^{2}(1-2 \alpha) \int_{0}^{t} \int_{0}^{t} f(u) f(v) u^{\alpha} v^{\alpha}  \tag{1.8.20}\\
& \quad \times \int_{0}^{u \wedge v}(u-s)^{\alpha-1}(v-s)^{\alpha-1} s^{-2 \alpha} d s d u d v
\end{align*}
$$

Further, Lemma 2.2 from (NVV99) states that

$$
\int_{0}^{1} t^{\mu-1}(1-t)^{\nu-1}(c-t)^{-\mu-\nu} d t=c^{-\nu}(c-1)^{-\mu} B(\mu, \nu)
$$

for $\mu, \nu>0, c>1$. Hence for $u<v, \mu=1-2 \alpha, \nu=\alpha$ we have that

$$
\begin{aligned}
& \int_{0}^{u}(u-s)^{\alpha-1}(v-s)^{\alpha-1} s^{-2 \alpha} d s \\
& =u^{-1}\left(\frac{v}{u}\right)^{-\alpha}\left(\frac{v}{u}-1\right)^{2 \alpha-1} B(1-2 \alpha, \alpha) \\
& =B(1-2 \alpha, \alpha)(u v)^{-\alpha}(v-u)^{2 \alpha-1}
\end{aligned}
$$

Moreover, for $v<u$ it holds that

$$
\int_{0}^{v}(v-s)^{\alpha-1}(u-s)^{\alpha-1} s^{-2 \alpha} d s=B(1-2 \alpha, \alpha)(u v)^{-\alpha}(u-v)^{2 \alpha-1}
$$

By substituting these equalities into (1.8.20), we obtain for the integral on the right-hand side that

$$
\begin{aligned}
& \left(C_{H}^{(7)}\right)^{2}(1-2 \alpha) B(1-2 \alpha, \alpha) \int_{0}^{t} \int_{0}^{t} f(u) f(v)|u-v|^{2 \alpha-1} d u d v \\
& =2 H \alpha \int_{0}^{t} \int_{0}^{t} f(u) f(v)|u-v|^{2 \alpha-1} d u d v=E\left|I_{H}(f)\right|^{2}<\infty
\end{aligned}
$$

Moreover, the system $\left(I_{s}(f), M_{s}^{H}, 0 \leq s \leq T\right)$ is Gaussian and $M^{H}$ is Gaussian martingale. Therefore it follows from Theorem 7.16 (LS01) that

$$
I_{t}(f)=\int_{0}^{t}\left(\frac{d}{d\left\langle M^{H}\right\rangle_{u}} E\left(M_{u}^{H} I_{t}(f)\right)\right) d M_{u}^{H}, t \in[0, T] .
$$

For $u \leq t$, we have that

$$
\begin{align*}
& E\left(M_{u}^{H} I_{t}(f)\right) \\
& =C_{H}^{(5)} 2 H \alpha \int_{0}^{t} \int_{0}^{t} f(v) s^{-\alpha}(u-s)^{-\alpha} \mathbf{1}_{\{s<u\}}|v-s|^{2 \alpha-1} d v d s \\
& =C_{H}^{(5)} 2 H \alpha \int_{0}^{t} f(v) \int_{0}^{u} s^{-\alpha}(u-s)^{-\alpha}|v-s|^{2 \alpha-1} d s  \tag{1.8.21}\\
& \quad \times\left(\mathbf{1}_{\{v<u\}}+\mathbf{1}_{\{v \geq u\}}\right) d v .
\end{align*}
$$

The first integral on the right-hand side of (1.8.21) equals, according to (1.8.1), $2 C_{H}^{(5)} H \alpha B(\alpha, 1-\alpha) \int_{0}^{u} f(v) d v$. Moreover, according to the equality ((NVV99)):

$$
\begin{aligned}
& \int_{0}^{1} t^{\mu-1}(1-t)^{\nu-1}(c-t)^{-\mu-\nu+1} d t \\
& =(\mu+\nu-1) B(\mu, \nu) c^{-\nu+1} \int_{0}^{1} s^{\mu+\nu-2} \cdot(c-s)^{-\mu} d s, c>1, \mu>0, \nu>0
\end{aligned}
$$

the second integral equals, for $\mu=1-\alpha$ and $\nu=1-\alpha$, to

$$
C_{H}^{(5)} 2 H \alpha(1-\alpha) B(1-\alpha, 1-\alpha) \int_{u}^{t} f(v) v^{\alpha} \int_{0}^{u} z^{1-2 H}(v-z)^{\alpha-1} d z d v
$$

Therefore, the derivative in $u$ of the right-hand side of (1.8.21) equals

$$
\begin{aligned}
& C(H) B(\alpha, 1-\alpha) f(u)-C(H)(1-2 \alpha) B(1-\alpha, 1-\alpha) f(u) B(1-2 \alpha, \alpha) \\
& +C(H)(1-\alpha) B(1-\alpha, 1-\alpha) u^{-2 \alpha} \int_{u}^{t} f(v) v^{\alpha}(v-u)^{\alpha-1} d v
\end{aligned}
$$

where $C(H)=2 H \alpha C_{H}^{(5)}$. It is easy to check that

$$
(1-2 \alpha) B(1-\alpha, 1-\alpha) B(1-2 \alpha, \alpha)=B(\alpha, 1-\alpha)
$$

Therefore,

$$
\begin{aligned}
& \frac{d E\left(M_{u}^{H} I_{t}(f)\right)}{d u}=C(H) B(1-\alpha, 1-\alpha) \cdot(1-2 \alpha) u^{-2 \alpha} \\
& \quad \times \int_{u}^{t} f(v) v^{\alpha} \cdot(v-u)^{\alpha-1} d v \\
& =C_{H}^{(7)}(1-2 \alpha) u^{-2 \alpha} \int_{u}^{t} f(v) v^{\alpha} \cdot(v-u)^{\alpha-1} d v
\end{aligned}
$$

Hence $\frac{d E\left(M_{u}^{H} I_{t}(f)\right)}{d\left\langle M^{H}\right\rangle_{u}}=K_{H}^{f}(t, u)$, and the theorem is proved.

### 1.9 The Inequalities for the Moments of the Wiener Integrals with Respect to fBm

These inequalities were originated with paper (MMV01). Indeed, the HardyLittlewood theorem has an immediate consequence, namely, the estimates for the moments of the Wiener integrals with respect to fBm .

Theorem 1.9.1. (i) Let $H \in\left(0, \frac{1}{2}\right)$. Then $L_{2}^{H}(\mathbb{R}) \subset L_{\frac{1}{H}}(\mathbb{R})$ and there exists a constant $C_{H}>0$ such that for any $f \in L_{2}^{H}(\mathbb{R})$, it holds that

$$
\begin{equation*}
\|f\|_{L_{\frac{1}{H}}(\mathbb{R})} \leq C_{H}\|f\|_{L_{2}^{H}(\mathbb{R})} \tag{1.9.1}
\end{equation*}
$$

(ii) Let $H \in\left(\frac{1}{2}, 1\right)$. Then $L_{\frac{1}{H}}(\mathbb{R}) \subset L_{2}^{H}(\mathbb{R})$ and there exists a constant $C_{H}>0$ such that for any $f \in L_{\frac{1}{H}}(\mathbb{R})$ it holds that

$$
\begin{equation*}
\|f\|_{L_{2}^{H}(\mathbb{R})} \leq C_{H}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})} \tag{1.9.2}
\end{equation*}
$$

Proof. (i) Let $f \in L_{2}^{H}(\mathbb{R})$. This means that $M_{-}^{H} f=C_{H}^{(3)} D_{-}^{-\alpha} f \in L_{2}(\mathbb{R})$. Evidently, $f=I_{-}^{-\alpha} D_{-}^{-\alpha} f$ and from the Hardy-Littlewood theorem (Theorem 1.1.1 with $q=\frac{1}{H}, p=2$ and $\left.\alpha=\frac{1}{2}-H\right)$, it follows that
$\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}=\left\|I_{-}^{-\alpha} D_{-}^{-\alpha} f\right\|_{L_{\frac{1}{H}}(\mathbb{R})} \leq C_{2, \frac{1}{H},-\alpha}\left\|D_{-}^{-\alpha} f\right\|_{L_{2}(\mathbb{R})}=C_{H}\|f\|_{L_{2}^{H}(\mathbb{R})}$.
(ii) We directly apply the Hardy-Littlewood theorem with $p=\frac{1}{H}, \alpha=H-\frac{1}{2}$ and $q=2$ :

$$
\|f\|_{L_{2}^{H}(\mathbb{R})}=\left\|M_{-}^{H} f\right\|_{L_{2}(\mathbb{R})} \leq C_{H}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})} .
$$

Corollary 1.9.2. Let $f \in L_{2}^{H}(\mathbb{R})$. Then there exists $I(f)=\int_{\mathbb{R}} f(s) d B_{s}^{H}$ and $E|I(f)|^{2}=\|f\|_{L_{2}^{H}(\mathbb{R})}^{2}$. Therefore, we have for $H \in\left(0, \frac{1}{2}\right)$ that $E|I(f)|^{2} \geq$ $C_{H}^{-2}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}^{2}$ and, for $H \in\left(\frac{1}{2}, 1\right)$, it holds that $\mathbf{E}|I(f)|^{2} \leq C_{H}^{2}\|f\|_{L_{\frac{1}{H}}}^{2}(\mathbb{R})$. Since $I(f)$ is a Gaussian random variable, we obtain the following inequalities for the moments of the Wiener integrals with respect to fBm: for any $r>0$, there exists a constant $C(H, r)$, such that for $H \in\left(\frac{1}{2}, 1\right)$

$$
\mathbf{E}|I(f)|^{r} \leq C(H, r)\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}^{r}
$$

and such that for $H \in\left(0, \frac{1}{2}\right)$, we have that

$$
\|f\|_{L_{\frac{1}{H}}^{r}(\mathbb{R})}^{r} \leq C(H, r) \mathbf{E}|I(f)|^{r}
$$

Corollary 1.9.3. Let $H \in\left(\frac{1}{2}, 1\right)$ and $f \in L_{\frac{1}{H}}(\mathbb{R})$. Then it follows from Theorem 1.9.1, (ii), (1.6.7) and (1.6.14), that

$$
\|f\|_{\left|R_{H}\right|, 2} \leq C\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}
$$

Corollary 1.9.4. Let $f \in L_{\frac{1}{H}}[a, b]$ and $f=0$ outside $(a, b)$. Then we obtain the following estimates: for any $r>0$, there exists a constant $C(H, r)$, such that for $H \in\left(\frac{1}{2}, 1\right)$, it holds that

$$
\mathbf{E}\left|\int_{a}^{b} f(s) d B_{s}^{H}\right|^{r} \leq C(H, r)\|f\|_{L_{\frac{1}{H}}[a, b]}^{r}
$$

and

$$
\mathbf{E}\left|\int_{a}^{b} f(s) d B_{s}^{H} \int_{a}^{b} g(s) d B_{s}^{H}\right|^{r} \leq C(H, r)\|f\|_{L_{\frac{1}{H}}[a, b]}^{r}\|g\|_{L_{\frac{1}{H}}^{r}[a, b]}^{r} .
$$

Furthermore, for $H \in\left(0, \frac{1}{2}\right)$ the opposite inequality holds:

$$
\|f\|_{L_{\frac{1}{H}}^{r}[a, b]}^{r} \leq C(H, r) \mathbf{E}\left|\int_{a}^{b} f(s) d B_{s}^{H}\right|^{r}
$$

Remark 1.9.5. Let $H \in\left(\frac{1}{2}, 1\right)$ and $f \in\left|R_{H}\right|$. Then, from Hölder inequality, we obtain the estimate

$$
\begin{gathered}
\|f\|_{\left|R_{H}\right|, 2}^{2}=\int_{\mathbb{R}}|f(s)|\left(\int_{\mathbb{R}}|f(u)||s-u|^{2 \alpha-1} d u\right) d s \\
\leq\left(\int_{\mathbb{R}}|f(s)|^{\frac{1}{H}} d s\right)^{H}\left(\int_{\mathbb{R}} d s\left(\int_{\mathbb{R}}|f(u)||s-u|^{2 \alpha-1} d u\right)^{\frac{1}{1-H}}\right)^{1-H}
\end{gathered}
$$

Further, from the Hardy-Littlewood theorem with $\alpha=2 H-1, q=\frac{1}{1-H}$ and $p=\frac{1}{H}$, we obtain that

$$
\left(\int_{\mathbb{R}} d s\left(\int_{\mathbb{R}}|f(u)||s-u|^{2 \alpha-1} d u\right)^{\frac{1}{1-H}}\right)^{1-H} \leq C_{H}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}
$$

Therefore,

$$
\|f\|_{\left|R_{H}\right|, 2} \leq C_{H}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}
$$

Remark 1.9.6. Next, we show that the lower inequality in the case $H \in\left(\frac{1}{2}, 1\right)$ fails. Indeed, let $f(u)=\operatorname{sign} u \cdot|u|^{-p} \sin u$ with $\frac{1}{2}<p<H$. Then according to the proof of Lemma 1.6.9, it holds that $f \in L_{2}^{H}(\mathbb{R})$. Nevertheless,

$$
\int_{0}^{\infty}|f(u)|^{\frac{1}{H}} d u=\int_{0}^{\infty} \frac{|\sin u|^{\frac{1}{H}}}{|u|^{\frac{p}{H}}} d u=\infty, \quad \text { since } \quad \frac{p}{H}<1
$$

Therefore, the inclusion $L_{\frac{1}{H}}(\mathbb{R}) \subset L_{2}^{H}(\mathbb{R})$ is proper. Moreover, consider the function $f_{\varepsilon}(u)=u^{\varepsilon-H}, 0 \leq u \leq 1,0<\varepsilon<H$. Then

$$
\left\|f_{\varepsilon}\right\|_{\frac{1}{H}}^{2}=\left(\frac{H}{\varepsilon}\right)^{2 H},\left\|f_{\varepsilon}\right\|_{L_{2}^{H}(\mathbb{R})}^{2}=\frac{1}{\varepsilon} \frac{\Gamma(1-H+\varepsilon) \Gamma(2 \alpha)}{\Gamma(H-\varepsilon)} \sim \frac{C_{0}}{\varepsilon}, \varepsilon \rightarrow 0,
$$

where $C_{0}=B(1-H, 2 \alpha)$. Since $\frac{\frac{1}{\varepsilon}}{\frac{1}{\varepsilon^{2 H}}}=\varepsilon^{2 \alpha}$ and we can let $\varepsilon$ tend to 0 , it follows that the inequality

$$
\|f\|_{L_{2}^{H}(\mathbb{R})} \geq C_{H}\|f\|_{L_{\frac{1}{H}}(\mathbb{R})}
$$

is impossible for $H \in\left(\frac{1}{2}, 1\right)$.
Remark 1.9.7. It is very easy to check that the function $f(u)=u^{-H} \notin\left|R_{H}\right|$ for any $H \in\left(\frac{1}{2}, 1\right)$. Indeed,

$$
\int_{0}^{T} \int_{0}^{T} u^{-H} s^{-H}|u-s|^{2 \alpha-1} d u d s=\int_{0}^{1} \int_{0}^{1} u^{-H} s^{-H}|u-s|^{2 \alpha-1} d u d s
$$

for any $T>0$, and this is possible only in the case when these integrals are infinite.

Now, let $H \in\left(0, \frac{1}{2}\right)$. As mentioned in (SKM93), the domain of the operator $D_{-}^{-\alpha}$ does not coincide with any space $L_{r}(\mathbb{R}), 1 \leq r \leq+\infty$. Therefore, the inclusion $L_{\frac{1}{H}}(\mathbb{R}) \subset L_{2}^{H}(\mathbb{R})$ is strict. Moreover, let $f\left(\overline{u)}=u^{\varepsilon-H}\right.$ with $\varepsilon>\alpha$ (note that $\varepsilon$ can be negative). By direct computations, we get

$$
\|f\|_{L_{2}(\mathbb{R})}=(2 \varepsilon-2 \alpha)^{-\frac{1}{2}}
$$

and

$$
\left\|I_{-}^{-\alpha} f\right\|_{L_{\frac{1}{H}}(\mathbb{R})}=K_{\varepsilon, H}(2 \varepsilon-2 \alpha)^{-H}
$$

where

$$
K_{\varepsilon, H}=\frac{\Gamma(\varepsilon-\alpha)}{\Gamma\left(\varepsilon-2 \alpha+\frac{1}{2}\right)}(2 H)^{H}, \quad \alpha=H-\frac{1}{2} .
$$

Therefore,

$$
\frac{\|f\|_{L_{2}(\mathbb{R})}}{\left\|I_{-}^{-\alpha} f\right\|_{L_{\frac{1}{H}}(\mathbb{R})}} \uparrow+\infty, \quad \varepsilon \downarrow(\alpha)
$$

Set $g=I_{-}^{-\alpha} f, f=D_{-}^{\alpha} g$, then $\|f\|_{L_{2}(\mathbb{R})}=\|g\|_{L_{2}^{H}(\mathbb{R})}$ and

$$
\frac{\|g\|_{L_{2}^{H}(\mathbb{R})}}{\|g\|_{L_{\frac{1}{H}}(\mathbb{R})}} \uparrow+\infty, \quad \varepsilon \downarrow \alpha .
$$

So, we cannot obtain the inverse inequality to (1.9.1).
Consider now the upper bound for the moments of $I(f)$ with $H \in\left(0, \frac{1}{2}\right)$. As always, $\alpha=H-\frac{1}{2}$.

Let $W_{2}^{2}(\mathbb{R})$ be the standard Sobolev space

$$
W_{2}^{2}(\mathbb{R})=\left\{f: \mathbb{R} \rightarrow \mathbb{R} \mid\|f\|_{L_{2}(\mathbb{R})}+\left\|f^{\prime}\right\|_{L_{2}(\mathbb{R})}<\infty\right\} .
$$

Theorem 1.9.8. Let $f \in C^{1}(\mathbb{R}) \bigcap W_{2}^{2}(\mathbb{R})$ and $|f(x)|+\left|f^{\prime}(x)\right| \leq C_{0}|x|^{\alpha-1-\varepsilon}$ for some $\varepsilon>0$, as $|x| \rightarrow \infty$. Then $f \in L_{2}^{H}(\mathbb{R})$, and there exists a constant $C(H)$ depending only on $H$, such that

$$
\|f\|_{L_{2}^{H}(\mathbb{R})} \leq C(H)\|f\|_{W_{2}^{2}(\mathbb{R})} .
$$

Proof. Now, we have that

$$
\begin{align*}
&\|f\|_{L_{2}^{H}(\mathbb{R})}=\left(\int_{\mathbb{R}}\left|\left(M_{-}^{H} f\right)(t)\right|^{2} d t\right)^{1 / 2}=C_{H}^{(3)}\left(\int_{\mathbb{R}}\left|\left(I_{-}^{\alpha} f\right)(t)\right|^{2} d t\right)^{1 / 2} \\
&=C_{H}^{(3)}\left(\int_{\mathbb{R}}\left|\left(D_{-}^{\frac{1}{2}-H} f\right)(t)\right|^{2} d t\right)^{1 / 2} \\
&= C_{H}^{(2)}\left(\int_{\mathbb{R}}\left|\frac{d}{d x} \int_{-\infty}^{0} f(x-u)(-u)^{\alpha} d u\right|^{2} d x\right)^{1 / 2} \\
&= C_{H}^{(2)}\left(\int_{\mathbb{R}}\left|\int_{0}^{\infty} f^{\prime}(x+u) u^{\alpha} d u\right|^{2} d x\right)^{1 / 2} \\
& \leq \sqrt{2} C_{H}^{(2)}\left(\left(\int_{\mathbb{R}}\left|\int_{x}^{x+1} f^{\prime}(u)(u-x)^{\alpha} d u\right|^{2} d x\right)^{1 / 2}\right.  \tag{1.9.3}\\
&+\left.\left(\int_{\mathbb{R}}\left|\int_{x+1}^{\infty} f^{\prime}(u)(u-x)^{\alpha} d u\right|^{2} d x\right)^{1 / 2}\right) .
\end{align*}
$$

Further, it holds that

$$
\begin{align*}
& \left(\int_{\mathbb{R}}\left|\int_{x}^{x+1} f^{\prime}(u)(u-x)^{\alpha} d u\right|^{2} d x\right)^{1 / 2}  \tag{1.9.4}\\
& \leq(2 H)^{-1 / 2}\left(\int_{\mathbb{R}} \int_{x}^{x+1}\left|f^{\prime}(u)\right|^{2} d u d x\right)^{1 / 2}=(2 H)^{-1 / 2}\left\|f^{\prime}\right\|_{L_{2}(\mathbb{R})},
\end{align*}
$$

and

$$
\begin{align*}
& \left(\int_{\mathbb{R}}\left|\int_{x+1}^{\infty} f^{\prime}(u)(u-x)^{\alpha} d u\right|^{2} d x\right)^{1 / 2} \\
& =\left(\int_{\mathbb{R}}\left|f(x+1)-\alpha \int_{x+1}^{\infty} f(u)(u-x)^{\alpha-1} d u\right|^{2} d x\right)^{1 / 2}  \tag{1.9.5}\\
& \leq \sqrt{2}\|f\|_{L_{2}(\mathbb{R})}+\sqrt{2}|\alpha|\left(\int_{\mathbb{R}}\left|\int_{x+1}^{\infty} f(u)(u-x)^{\alpha-1} d u\right|^{2} d x\right)^{1 / 2} .
\end{align*}
$$

From the generalized Minkowsky inequality, we obtain that

$$
\begin{align*}
& \left(\int_{\mathbb{R}}\left|\int_{x+1}^{\infty} f(u)(u-x)^{\alpha-1} d u\right|^{2} d x\right)^{1 / 2}=\left(\int_{\mathbb{R}}\left|\int_{1}^{\infty} f(u+x) u^{\alpha-1} d u\right|^{2} d x\right)^{1 / 2} \\
& \leq \int_{1}^{\infty} u^{\alpha-1} d u\left(\int_{\mathbb{R}}|f(u+x)|^{2} d x\right)^{1 / 2} \leq-1 / \alpha\|f\|_{L_{2}(\mathbb{R})}^{2} \tag{1.9.6}
\end{align*}
$$

The claim follows now immediately from (1.9.3)-(1.9.6).
Now we turn to the case when $f=0$ outside some interval $[0, T]$. In this case the conditions on $f$ can be much less restrictive. Indeed, then

$$
\left(I_{-}^{\alpha} f\right)(x)= \begin{cases}0, & x \geq T  \tag{1.9.7}\\ -\frac{1}{\Gamma\left(H+\frac{1}{2}\right)} \frac{d}{d x} \int_{x}^{T} f(t)(t-x)^{\alpha} d t, & x \in(0, T) \\ -\frac{\alpha}{\Gamma\left(H+\frac{1}{2}\right)} \int_{0}^{T} f(t)(t-x)^{\alpha-1} d t, & x \leq 0\end{cases}
$$

Consider some partial cases. Let $f \in I_{-}^{-\alpha}\left(L_{p}[0, T]\right)$, for some $p>1$, i.e. we can present $f$ as a fractional integral $f(x)=\frac{1}{\Gamma(-\alpha)} \int_{x}^{T} \varphi(t)(t-x)^{-1-\alpha} d t$, $\varphi \in L_{p}[0, T]$. Then, according to (SKM93), for any $x \in(0, T)$ it holds that

$$
\begin{equation*}
-\frac{d}{d x} \int_{x}^{T} f(t)(t-x)^{\alpha} d t=f(x)(T-x)^{\alpha}+\alpha \int_{x}^{T}(f(x)-f(t))(t-x)^{\alpha-1} d t \tag{1.9.8}
\end{equation*}
$$

The same equality holds for $f \in C^{\beta}[0, T]$ for $\alpha+\beta>0$.
From (1.9.7) and (1.9.8) it follows immediately that for $f \in I_{-}^{-\alpha}\left(L_{p}[0, T]\right)$, in particular, for $f \in C^{\beta}[0, T]$ with $\alpha+\beta>0$ we have that

$$
\begin{align*}
& E\left|\int_{0}^{T} f(t) d B_{t}^{H}\right|^{2}=\alpha^{2}\left(C_{H}^{(2)}\right)^{2} \int_{-\infty}^{0}\left|\int_{0}^{T} f(t)(t-x)^{\alpha-1} d t\right|^{2} d x \\
& +\left(C_{H}^{(2)}\right)^{2} \int_{0}^{T}\left|f(x)(T-x)^{\alpha}+\alpha \int_{x}^{T}(f(t)-f(x))(t-x)^{\alpha-1} d t\right|^{2} d x \tag{1.9.9}
\end{align*}
$$

Introduce now some classes of functions vanishing outside $[0, T]$ :

$$
L_{2}^{H}[0, T]=\left\{f:\left.[0, T] \rightarrow \mathbb{R}\left|\int_{\mathbb{R}}\right|\left(M_{-}^{H} f\right)(x)\right|^{2} d x<\infty\right\}
$$

and

$$
\begin{aligned}
D_{H}[0, T] & :=\{f:[0, T] \rightarrow \mathbb{R} \mid \\
& \left.\|f\|_{D_{H}[0, T]}^{2}:=\int_{0}^{T}\left(\int_{x}^{T}|f(x)-f(t)|(t-x)^{\alpha-1} d t\right)^{2} d x<\infty\right\}
\end{aligned}
$$

Theorem 1.9.9. (i) The following inclusion holds: for any $p>\frac{1}{H}$ it holds that

$$
E_{p}^{H}[0, T]:=I_{-}^{-\alpha}\left(L_{p}[0, T]\right) \bigcap D_{H}[0, T] \subset L_{2}^{H}[0, T] .
$$

Moreover, there exists a constant $C(H, p)$, such that for any $f \in E_{p}^{H}[0, T]$ we have that

$$
\begin{equation*}
\left(E\left|\int_{0}^{T} f(t) d B_{t}^{H}\right|^{2}\right)^{1 / 2} \leq C(H, p)\left(\|f\|_{L_{p}[0, T]} T^{H-\frac{1}{p}}+\|f\|_{D_{H}[0, T]}\right) \tag{1.9.10}
\end{equation*}
$$

(ii) $C^{\beta}[0, T] \subset L_{2}^{H}[0, T]$ and there exists a constant $C(H, \beta)$ such that for any $f \in C^{\beta}[0, T]$

$$
\begin{equation*}
\left(E\left|\int_{0}^{T} f(t) d B_{t}^{H}\right|^{2}\right)^{1 / 2} \leq C(H, \beta)\|f\|_{C^{\beta}[0, T]}\left(T^{H}+T^{H+\beta}\right) \tag{1.9.11}
\end{equation*}
$$

Proof. (i) Let $f \in E_{p}^{H}[0, T]$. Then $E\left|\int_{0}^{T} f(t) d B_{t}^{H}\right|^{2}$ equals the right-hand side of (1.9.9) and also $f \in L_{p}[0, T]$. We have the following estimate:

$$
\begin{align*}
\mathcal{I}_{f}:= & \int_{0}^{T} \int_{0}^{T}|f(t)||f(s)| \int_{-\infty}^{0}\left((t-x)(s-x)^{\alpha-1}\right) d x d s d t \\
\leq & \int_{0}^{T} \int_{0}^{T}|f(t)||f(s)| \int_{-\infty}^{0}(\sqrt{s t}-x)^{2 \alpha-2} d x d s d t \\
& \leq \frac{1}{2(1-H)}\left(\int_{0}^{T}|f(t)| t^{H-1} d t\right)^{2} \\
\leq & \frac{1}{2(1-H)}\left(\frac{p-1}{H p-1}\right)^{\frac{2(p-1)}{p}}\|f\|_{L_{p}[0, T]}^{2} T^{2 H-\frac{2}{p}} . \tag{1.9.12}
\end{align*}
$$

Therefore, for $f \in L_{p}[0, T]$ it holds that $\mathcal{I}_{f}<\infty$. Then the Fubini theorem implies that the first term on the right-hand side of (1.9.9) equals, up to a constant

$$
\int_{0}^{T} \int_{0}^{T} f(t) f(s) \int_{-\infty}^{0}(t-x)(s-x)^{\alpha-1} d x d s d t
$$

and can be estimated by the right-hand side of (1.9.12). Moreover, the Hölder inequality implies that

$$
\begin{equation*}
\int_{0}^{T}|f(x)|^{2}(T-x)^{2 \alpha} d x \leq\|f\|_{L_{p}[0, T]}^{2} T^{2 H-\frac{2}{p}} \frac{(p-2)^{\frac{p-2}{p}}}{(2 \alpha p+p-2)^{\frac{p-2}{p}}} \tag{1.9.13}
\end{equation*}
$$

From (1.9.12) and (1.9.13) we obtain (1.9.10) with

$$
\begin{aligned}
& C(H, p)=C_{H}^{(2)}\left(\left((2(1-H))^{-1 / 2} \alpha\left(\frac{p-1}{H p-1}\right)^{\frac{(p-1)}{p}}\right.\right. \\
&\left.\left.\quad+\sqrt{2}\left(\frac{p-2}{2 \alpha p+p-2}\right)^{\frac{p-2}{2 p}}\right) \vee \sqrt{2} \alpha\right)
\end{aligned}
$$

(ii) In this case,

$$
\begin{gather*}
\mathcal{I}_{f} \leq \frac{1}{2(1-H)}\left(\int_{0}^{T} f(t) t^{H-1} d t\right)^{2} \leq \frac{1}{2(1-H) H^{2}}\|f\|_{C^{\beta}[0, T]}^{2} T^{2 H}  \tag{1.9.14}\\
\int_{0}^{T}|f(x)|^{2}(T-x)^{2 \alpha} d x \leq \frac{T^{2 H}}{2 H}\|f\|_{C^{\beta}[0, T]}^{2} T^{2 H} \tag{1.9.15}
\end{gather*}
$$

and

$$
\int_{0}^{T}\left(\int_{x}^{T}|f(x)-f(t)|(t-x)^{\alpha-1} d t\right)^{2} d x \leq \frac{T^{2 H+2 \beta}}{2(\alpha+\beta)^{2}(H+\beta)}\|f\|_{C^{\beta}[0, T]}^{2}
$$

Thus, we obtain (1.9.11) with

$$
C_{H}=\left(\frac{1}{H^{2}(1-H)}+\frac{1}{2 H}\right) \vee\left(\frac{1}{2(\alpha+\beta)^{2}(H+\beta)}\right)
$$

### 1.10 Maximal Inequalities for the Moments of Wiener Integrals with Respect to fBm

For any fixed $T>0$, denote $\zeta_{T}^{*}=\sup _{0 \leq t \leq T}\left|\zeta_{t}\right|$, where $\zeta_{t}$ is any function on $[0, T]$. If $B^{H}=\left\{B_{t}^{H}, t \geq 0\right\}$ is a fractional Brownian motion, then from its self-similar properties we obtain that $\mathbf{E}\left(\left(B^{H}\right)_{T}^{*}\right)^{p}=\widehat{C}(H, p) T^{p H}$, where $\widehat{C}(H, p)=\mathbf{E}\left(\left(B^{H}\right)_{1}^{*}\right)^{p}$. (It is an interesting and open problem how to compute this maximal moment.) Now, let $f \in L_{2}^{H}(\mathbb{R})$. We try to find possible bounds for the process $I_{t}=I_{t}(f):=\int_{0}^{t} f(s) d B_{s}^{H}$ both on random and nonrandom intervals. Denote $\left\|I_{T}^{*}\right\|_{p}:=\left(E\left(I_{T}^{*}\right)^{p}\right)^{1 / p}$.
(i) Upper bound on nonrandom interval, $H \in\left(\frac{1}{2}, 1\right)$. Note that the process $I_{t}(f)$ is Gaussian, therefore it admits entropy maximal estimates. In this context, suppose that $f \in\left|R_{H}\right|$ and consider on $[0, T]$ the semi-metric $\rho_{I}$ generated by the process $I$, i.e.

$$
\rho_{I}^{2}(s, t):=\mathbf{E}\left(I_{t}-I_{s}\right)^{2}=E\left|\int_{s}^{t} f(u) d B_{u}^{H}\right|^{2}
$$

For any $\varepsilon>0$ denote by $\mathcal{N}([0, T], \varepsilon)$ the metric $\varepsilon$-capacity of $([0, T], \rho)$, or the minimal number of points in the $\varepsilon$-net of the interval $[0, T]$ in the semimetric $\rho_{I}$, i.e. the minimal number of centers of closed $\varepsilon$-balls covering $[0, T]$.

Also, let $\mathcal{H}([0, T], \varepsilon):=\log \mathcal{N}([0, T], \varepsilon)$ be the metric $\varepsilon$-entropy of this interval in the semi-metric $\rho_{I}$, and let $D(T, \varepsilon)=\int_{0}^{\varepsilon} \mathcal{H}([0, T], u)^{\frac{1}{2}} d u$ be the Dudley integral.

Lemma 1.10.1. Let $\rho(s, t)$ be some semi-metric on $[0, T]$ and let $\varphi(x), x>0$, be a continuous increasing function, such that $\varphi(0)=0$. Also, let $g$ be a function with $g(v) \geq 0, g \in L_{1}[0, T]$, such that for any $0 \leq s<t \leq T$, it holds that $\varphi(\rho(s, t)) \leq \int_{s}^{t} g(v) d v$. Then

$$
\mathcal{N}([0, T], u) \leq 1+\frac{\int_{0}^{T} g(v) d v}{\varphi(2 u)}
$$

Proof. Consider $0=s_{0}<s_{1}<\ldots<s_{M}<T$, where $\left|s_{k+1}-s_{k}\right|=2 u, 0 \leq k \leq$ $M-1,\left|T-S_{M}\right| \leq 2 u$. Such a partition exists, because our condition ensures the continuity of $\rho(s, t)$. Evidently, $\varphi(2 u) \leq \int_{s_{k}}^{s_{k+1}} g(v) d v, 0 \leq k \leq M-1$, and $\mathcal{N}([0, T], u) \leq M+1$. So,

$$
M \varphi(2 u) \leq \sum_{k=0}^{M-1} \int_{s_{k}}^{s_{k+1}} g(v) d v=\int_{a}^{s_{M}} g(u) d u \leq \int_{0}^{T} g(v) d v
$$

i.e. $M \leq \int_{0}^{T} g(v) d v \cdot(\varphi(2 u))^{-1}$.

Lemma 1.10.2. The Dudley integral admits the estimate

$$
D(T, \varepsilon) \leq \int_{0}^{\varepsilon}\left[\log \left(1+u^{-\frac{1}{H}} \widetilde{C}_{H} \int_{0}^{T}|f(v)|^{\frac{1}{H}} d v\right)\right]^{\frac{1}{2}} d u
$$

where $\widetilde{C}_{H}$ is some constant.
Proof. According to (1.9.2) and Corollary 1.9.2, it holds that

$$
\mathbf{E}\left|\int_{s}^{t} f(u) d B_{u}^{H}\right|^{2} \leq C(H, 2)\|f\|_{L_{\frac{1}{H}}[s, t]}^{2} .
$$

If we choose $\varphi(u)=u^{\frac{1}{H}}$ and $g(v)=|f(v)|^{\frac{1}{H}}$, then $\varphi\left(\rho_{I}(s, t)\right) \leq \int_{s}^{t} g(v) d v$. We obtain from Lemma 1.10.1, that for any $u>0$ the metric $u$-entropy of the interval $[0, T]$ does not exceed $\log \left(1+u^{-\frac{1}{H}}(C(H, 2))^{\frac{1}{2 H}} \cdot 2^{-\frac{1}{H}} \int_{0}^{T}|f(v)|^{\frac{1}{H}} d v\right)$. From here the claim follows with $\widetilde{C}_{H}=2^{-\frac{1}{H}}(C(H, 2))^{\frac{1}{2 H}}$.

Theorem 1.10.3. For any $p>0$, there exists a constant $C_{p}(H)$ such that

$$
\left\|I_{T}^{*}\right\|_{p} \leq C_{p}(H)\|f\|_{L_{\frac{1}{H}}[0, T]}
$$

## Proof. Denote

$$
\sigma^{2}:=\sup _{0 \leq t \leq T} \mathbf{E} I_{t}^{2}
$$

Then according to (Lif95, Theorem 1, p. 141) and its corollary, for any $r>4 \sqrt{2} D\left(T, \frac{\sigma}{2}\right)$, we have the inequality

$$
\begin{equation*}
P\left\{I_{T}^{*}>r\right\} \leq 2\left(1-\Phi\left(\frac{r-4 \sqrt{2} D\left(T, \frac{\sigma}{2}\right)}{\sigma}\right)\right) \tag{1.10.1}
\end{equation*}
$$

where $\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{\frac{-y^{2}}{2}} d y$. Since

$$
\mathbf{E}\left(I_{T}^{*}\right)^{p} \leq p \int_{0}^{\infty} x^{p-1}(1-F(x)) d x
$$

where $F(x)=P\left\{I_{T}^{*}<x\right\}$, we obtain from (1.10.1) that for $D=D\left(T, \frac{\sigma}{2}\right)$ it holds that

$$
\begin{align*}
& \mathbf{E}\left(I_{T}^{*}\right)^{p} \leq p \int_{0}^{4 \sqrt{2} D} x^{p-1}(1-F(x)) d x \\
& \quad+p \int_{4 \sqrt{2} D}^{\infty} x^{p-1}(1-F(x)) d x \leq(4 \sqrt{2} D)^{p} \\
& \quad+2 p \int_{0}^{\infty}(x+4 \sqrt{2} D)^{p-1}\left(1-\Phi\left(\frac{x}{\sigma}\right)\right) d x  \tag{1.10.2}\\
& \leq(4 \sqrt{2} D)^{p}+p 2^{p} \int_{0}^{\infty} x^{p-1}\left(1-\Phi\left(\frac{x}{\sigma}\right)\right) d x \\
& \quad+p 2^{p}(4 \sqrt{2} D)^{p-1} \int_{0}^{\infty}\left(1-\Phi\left(\frac{x}{\sigma}\right)\right) d x \\
& \leq(4 \sqrt{2} D)^{p}+p 2^{p} \sigma^{p} C_{1}(p)+2^{p} p(4 \sqrt{2} D)^{p-1} \sigma C_{1}(1)
\end{align*}
$$

where $C_{1}(p)=\int_{0}^{\infty} x^{p-1}(1-\Phi(x)) d x$. Now we estimate $D=D\left(T, \frac{\sigma}{2}\right)$. From Lemma 1.10.2 and Corollary 1.9.4,

$$
\begin{align*}
& D \leq \int_{0}^{\frac{\sigma}{2}}\left[\log \left(1+u^{-\frac{1}{H}} \widetilde{C}_{H} \int_{0}^{T}|f(v)|^{\frac{1}{H}} d v\right)\right]^{\frac{1}{2}} d u \\
& \leq H\left(\widehat{C}_{H}\right)^{H} \int_{\log 2}^{\infty} z^{\frac{1}{2}} \frac{\exp z d z}{(\exp z-1)^{H+1}} \tag{1.10.3}
\end{align*}
$$

where $\widehat{C}_{H}=\widetilde{C}_{H} \int_{0}^{T}|f(v)|^{\frac{1}{H}} d v$. Therefore, $D \leq \bar{C}_{H}\|f\|_{L_{\frac{1}{H}}[0, T]}$, where $\bar{C}_{H}=\left(\widetilde{C}_{H}\right)^{H} H \int_{\log 2}^{\infty} z^{\frac{1}{2}} \frac{\exp z d z}{(\exp z-1)^{H+1}}$. Evidently, $\sigma \leq(C(H, 2))^{\frac{1}{2}}\|f\|_{L_{\frac{1}{H}}[0, T]}$. By substituting these two estimates into (1.10.2), we obtain the proof.
(ii) Lower bound on nonrandom interval, $H \in\left(\frac{1}{2}, 1\right)$. According to Remark 1.9.6, the reverse inequality of (1.9.2) fails. Therefore, we obtain the lower bound under stronger assumptions. We suppose here that $f=f(s)>0$ on $[0, \mathrm{~T}]$. Denote $g(t)=\frac{1}{f(t)}, g_{T}^{*}=\operatorname{ess}_{\sup }^{0 \leq s \leq T} g g(s)$ and assume that $g_{T}^{*}<\infty$.
Theorem 1.10.4. For any $p>0$, we have an estimate

$$
\left\|I_{T}^{*}\right\|_{p} \geq c_{p}(H) T^{H}\left(g_{T}^{*}\right)^{-1}
$$

Proof. According to the lower bound obtained by Sudakov (Lif95, Theorem 5 , p. 152), for any $\varepsilon>0$ it holds that

$$
\mathbf{E}\left(I_{T}^{*}\right)^{p} \geq\left(\mathbf{E} I_{T}^{*}\right)^{p} \geq C_{p} H([0, T], \varepsilon)^{\frac{p}{2}} \varepsilon^{p}
$$

where $H([0, T], \varepsilon)=\log N([0, T], \varepsilon)$. Evidently, $N([0, T], \varepsilon) \geq 1 \vee T\left(2 g_{T}^{*} \varepsilon\right)^{-\frac{1}{H}}$. Therefore,

$$
H([0, T], \varepsilon) \geq \log \left(1 \vee T\left(2 g_{T}^{*} \varepsilon\right)^{-\frac{1}{H}}\right)
$$

Indeed, take an arbitrary partition $\pi=\left\{0=s_{0}<s_{1}<\cdots<s_{n}=T\right\}$ such that $\left(E\left|\int_{s_{k-1}}^{s_{k}} f(s) d B_{s}^{H}\right|^{2}\right)^{\frac{1}{2}} \leq 2 \varepsilon$. Then

$$
\begin{aligned}
& E\left|\int_{s_{k-1}}^{s_{k}} f(s) d B_{s}^{H}\right|^{2}=\left\|M_{-}^{H}\left(\mathbf{1}_{\left(s_{k-1}, s_{k}\right)} f\right)\right\|_{L_{2}(\mathbb{R})}^{2} \geq\left(g_{T}^{*}\right)^{-2} E\left|B_{s_{k}}-B_{s_{k-1}}\right|^{2} \\
& =\left(g_{T}^{*}\right)^{-2}\left(s_{k}-s_{k-1}\right)^{2 H}
\end{aligned}
$$

so, $\left(g_{T}^{*}\right)^{-\frac{1}{H}}\left(s_{k}-s_{k-1}\right) \leq(2 \varepsilon)^{\frac{1}{H}}$. Hence $N([0, T], \varepsilon) \geq 1 \vee T\left(2 g_{T}^{*} \varepsilon\right)^{-1 / H}$.
For the function $\varphi(\varepsilon)=\left(\log \left(1 \vee T\left(2 g_{T}^{*} \varepsilon\right)\right)^{-\frac{1}{H}}\right)^{\frac{1}{2}} \cdot \varepsilon$, with $\varepsilon>0$, it holds that

$$
\max _{\varepsilon<T^{H}\left(2 g_{T}^{*}\right)^{-1}} \varphi(\varepsilon)=\frac{1}{2} e^{-\frac{1}{2}} T^{H}\left(2 g_{T}^{*}\right)^{-1}
$$

whence the claim follows.
(iii) Lower bound on nonrandom interval, $H \in\left(0, \frac{1}{2}\right)$. This case is very simple, due to inequality (1.9.1). As an immediate consequence, we obtain the following statement (see also Corollary 1.9.3). Let $f:[0, T] \rightarrow \mathbb{R}$ be a measurable function.

Theorem 1.10.5. For any $p>0$, there exists a constant $C(H, p)$ such that

$$
\left\|I_{T}^{*}\right\|_{p} \geq C(H, p)\|f\|_{L_{\frac{1}{H}}[0, T]}
$$

(iv) Upper bound on nonrandom interval, $H \in\left(0, \frac{1}{2}\right)$.

Theorem 1.10.6. Let $f:[0, T] \rightarrow \mathbb{R}, f \in L_{p}[0, T] \cap D_{p}^{H}[0, T]$ for some $p>\frac{1}{H}$, where $D_{p}^{H}[0, T]=\left\{f:[0, T] \rightarrow \mathbb{R} \mid \int_{0}^{T}\left(\int_{x}^{T} \varphi(x, t) d t\right)^{p} d x<\infty\right\}$ and $\varphi(x, t)=\frac{|f(t)-f(x)|}{(t-x)^{1-\alpha}} \cdot \mathbf{1}_{\{0<x<t \leq T\}}$. Then there exists a constant $C_{1}(H, p)$, such that

$$
\begin{equation*}
\left\|I_{T}^{*}\right\|_{p} \leq C_{1}(H, p) G_{p}^{1}(0, T, f) \tag{1.10.4}
\end{equation*}
$$

where

$$
G_{p}^{1}(0, T, f):=\left(\|f\|_{L_{p}[0, T]} \cdot T^{H-\frac{1}{p}}+T^{\frac{1}{2}-\frac{1}{p}}\left(\int_{0}^{T}\left(\int_{x}^{T} \varphi(x, t) d t\right)^{p} d x\right)^{\frac{1}{p}}\right)
$$

Proof. According to (1.10.2), it holds that

$$
\begin{equation*}
\mathbf{E}\left(I_{T}^{*}\right)^{p} \leq(4 \sqrt{2} D)^{p}+p 2^{p} \sigma^{p} C_{1}(p)+p 2^{p}(4 \sqrt{2} D)^{p-1} \sigma C_{1}(1) \tag{1.10.5}
\end{equation*}
$$

where $\sigma^{2}=\sup _{0 \leq t \leq T} \mathbf{E} I_{t}^{2}, D=D\left(T, \frac{\sigma}{2}\right)=\int_{0}^{\frac{\sigma}{2}} \mathcal{H}([0, T], u)^{1 / 2} d u$ and $C_{1}(p)=$ $\int_{0}^{\infty} x^{p-1}(1-\Phi(x)) d x$. Further, from (1.9.10), we have that

$$
\begin{align*}
\sigma & \leq C(H, p)\left(\|f\|_{L_{p}[0, T]} \cdot T^{H-1 / p}+\left(\int_{0}^{T}\left(\int_{x}^{T} \varphi(x, t) d t\right)^{2} d x\right)^{1 / 2}\right) \\
& \leq C(H, p)\left(\|f\|_{L_{p}[0, T]} T^{H-1 / p}+T^{1 / 2-1 / p}\left(\int_{0}^{T}\left(\int_{x}^{T} \varphi(x, t) d t\right)^{p} d x\right)^{1 / p}\right) \tag{1.10.6}
\end{align*}
$$

From Lemma 1.10.1 it follows that

$$
\begin{aligned}
\left(\rho_{I}(s, t)\right)^{p} \leq 2^{p-1} C^{p}(H, p) & \left(\int_{s}^{t}|f(u)|^{p} d u \cdot T^{p H-1}\right. \\
& \left.+\int_{s}^{t}\left(\int_{x}^{T} \varphi(x, t) d t\right)^{p} d x \cdot T^{p / 2-1}\right)
\end{aligned}
$$

So, we can put $\varphi(x)=x^{p}$,

$$
g(u)=2^{p} C^{p}(H, p)\left(|f(u)|^{p} \cdot T^{p H-1}+\left(\int_{u}^{T} \varphi(u, t) d t\right)^{p} \cdot T^{p / 2-1}\right)
$$

and obtain the estimate

$$
\begin{aligned}
& \mathcal{N}([0, T], u) \leq 1+\frac{\int_{0}^{T} g(v) d v}{\varphi(2 u)}+C^{p}(H, p) u^{-p}\left(\int_{0}^{T}|f(v)|^{p} d v \cdot T^{p H-1}\right. \\
& \left.\quad+\int_{0}^{T}\left(\int_{v}^{T} \varphi(v, t) d t\right)^{p} d v \cdot T^{p / 2-1}\right)=: 1+u^{-p}\left(G_{p}^{1}(0, T, f)\right)^{p}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
D \leq \int_{0}^{\frac{\sigma}{2}}\left(\log \left(1+u^{-p}\left(G_{p}^{1}(0, T, f)\right)^{p}\right)\right)^{1 / 2} d u=p^{-1} G_{p}^{1}(0, T, f) \cdot C_{p} \tag{1.10.7}
\end{equation*}
$$

where $C_{p}=\int_{\log 2}^{\infty} z^{1 / 2} \frac{e^{z}}{\left(e^{z}-1\right)^{1 / p+1}} d z$. By substituting (1.10.6) and (1.10.7) into (1.10.5), we obtain the proof.

Remark 1.10.7. 1. Let $f \in C^{\beta}[0, T]$ with $\beta>-\alpha$. Then

$$
\begin{aligned}
& \|f\|_{L_{p}[0, T]} \leq\|f\|_{C^{\beta}[0, T]} T^{1 / p} \\
& \left(\int_{0}^{T}\left(\int_{x}^{T} \varphi(x, t) d t\right)^{p} d x\right)^{\frac{1}{p}} \leq C\|f\|_{C \beta[0, T]} T^{\alpha+\beta+\frac{1}{p}},
\end{aligned}
$$

and

$$
\left\|I_{T}^{*}\right\|_{p} \leq C_{2}(H, p)\|f\|_{C^{\beta}[0, T]}\left(T^{H}+T H+\beta\right),
$$

where $I_{t}^{*}:=\sup _{0 \leq s \leq t}\left|I_{s}\right|$.
2. Similarly to Theorem 1.10.6, we can suppose that $f \in L_{p}[0, T] \cap D_{p}^{H}[0, T]$ and obtain the estimate for $\left\|I_{T}^{*}\right\|_{r}, r>0$. Indeed, the estimate (1.10.5) holds for any $r>0$, and we obtain from (1.10.6) and (1.10.7) that

$$
\begin{aligned}
E\left(I_{T}^{*}\right)^{r} \leq & \left(4 \sqrt{2} C_{p} p^{-1} G_{p}^{1}(0, T, f)\right)^{r}+r 2^{r}\left(C(H, p) G_{p}^{1}(0, T, f)\right)^{r} C_{1}(r) \\
& +r 2^{r}\left(C_{p} p^{-1} G_{p}^{1}(0, T, f)\right)^{r-1} \cdot C_{1}(1) \cdot C(H, p) G_{p}^{1}(0, T, f) \\
\leq & (C(H, p, r))^{r}\left(G_{p}^{1}(0, T, f)\right)^{r} .
\end{aligned}
$$

From here $\left\|I_{T}^{*}\right\|_{r} \leq C(H, p, r) G_{p}^{1}(0, T, f)$, where $C(H, p, r) \leq 4 \sqrt{2} C_{p} \cdot p^{-1}+$ $2 C(H, p) \cdot \frac{2^{1 / 2-1 / r}}{\pi^{1 / 2 r}} \cdot\left(\Gamma\left(\frac{r+1}{2}\right)\right)^{1 / r}+r^{1 / r} 2 \cdot C_{p}^{\frac{r-1}{r}} \cdot p^{-\frac{r-1}{r}}\left(C_{1}(1) C(H, p)\right)^{1 / r}$.
Evidently, $C(H, p, r)$ can be estimated as $C(H, p, r) \leq C(H, p)\left(\Gamma\left(\frac{r+1}{2}\right)\right)^{1 / r}$ for some constant $C(H, p)$ depending only on $H$ and $p$.

We continue now with random intervals. Let $\mathcal{F}=\left\{\mathcal{F}_{t}, t \geq 0\right\}$ be the natural filtration generated by the $\mathrm{fBm} B^{H}$ and let $\tau$ be any stopping time with respect to this filtration, i.e., the event $\{\tau \leq t\} \in \mathcal{F}_{t}$ for any $t \geq 0$.
(v) Upper bound on random interval, $H \in\left(\frac{1}{2}, 1\right)$. Let $f$ be a measurable positive function on $\mathbb{R}, \alpha=H-\frac{1}{2}$.
Theorem 1.10.8. Let the function $s^{\alpha} f(s)$ be nondecreasing on $\mathbb{R}$. Then, for any $p>0$, there exists a constant $C(H, p)$ such that for any stopping time $\tau$ we have that

$$
\left\|I_{\tau}^{*}\right\|_{p} \leq C(H, p)\left(E\left((f(\tau))^{\frac{p H}{2 \alpha}} \tau^{p H}\right)\right)^{\frac{2 \alpha}{p H}}\left(E\left(\tau^{p H}\right)\right)^{\frac{1-H}{p H}} .
$$

Remark 1.10.9. For a bounded positive function $f$ with $f(x) \leq f^{*}<\infty$, $x \in \mathbb{R}$, we obtain that

$$
\left\|I_{\tau}^{*}\right\|_{p} \leq C(p, H) f^{*}\left(E \tau^{p H}\right)^{1 / p}
$$

In particular, for $f(s) \equiv 1$, we obtain the upper bound from (NV98, Theorem 1.2).

Proof. Denote $Y_{t}=\int_{0}^{t} s^{-\alpha} d B_{s}^{H}$. Then $B_{t}^{H}=\int_{0}^{t} s^{\alpha} d Y_{s}$ and $I_{t}=\int_{0}^{t} s^{\alpha} f(s) d Y_{s}$. Integration by parts gives the following upper bound for $I_{t}^{*}$ :

$$
I_{t}^{*}=\sup _{0 \leq s \leq t}\left|I_{s}\right|=\sup _{0 \leq s \leq t}\left|t^{\alpha} f(t) Y_{t}-\int_{0}^{t} Y_{s} d\left(s^{\alpha} f(s)\right)\right| \leq 2 f(t) t^{\alpha} Y_{t}^{*}
$$

Now we use the representation (1.8.16) for $Y_{t}$,

$$
\begin{equation*}
Y_{t}=\widehat{C}_{H} \int_{0}^{t}(t-s)^{\alpha} d M_{s}^{H}=\alpha \widehat{C}_{H} \int_{0}^{t}(t-s)^{\alpha-1} M_{s}^{H} d s \tag{1.10.8}
\end{equation*}
$$

whence $Y_{t}^{*} \leq \widehat{C}_{H} t^{\alpha}\left(M_{t}^{H}\right)^{*}$. Here $\widehat{C}_{H}=C_{H}^{(6)} \widehat{\alpha}, \widehat{\alpha}=(1-\alpha)^{-1 / 2}$.
From these two estimates, we obtain for any $t>0$ that
$I_{t}^{*} \leq 2 \widehat{C}_{H} t^{2 \alpha} f(t)\left(M_{t}^{H}\right)^{*}$, and for the random stopping time $\tau$ it holds that

$$
I_{\tau}^{*} \leq 2 \widehat{C}_{H} \tau^{2 \alpha} f(\tau)\left(M_{\tau}^{H}\right)^{*}
$$

Therefore, for any $p>0$

$$
\begin{equation*}
E\left(I_{\tau}^{*}\right)^{p} \leq\left(2 \widehat{C}_{H}\right)^{p} E\left(\tau^{2 \alpha p}(f(\tau))^{p}\left(\left(M_{\tau}^{H}\right)^{*}\right)^{p}\right) \tag{1.10.9}
\end{equation*}
$$

From the Hölder inequality it follows that

$$
\begin{equation*}
E\left(\tau^{2 \alpha p}(f(\tau))^{p}\left(\left(M_{\tau}^{H}\right)^{*}\right)^{p}\right) \leq\left(E\left(\tau^{2 \alpha p q}(f(\tau))^{p q}\right)^{\frac{1}{q}}\left(E\left(\left(M_{\tau}^{H}\right)^{*}\right)^{p r}\right)^{\frac{1}{r}}\right. \tag{1.10.10}
\end{equation*}
$$

where $q=\frac{H}{2 \alpha}>1$ and $r=\frac{H}{1-H}$.
From the Burkholder-Davis-Gundy inequalities for martingales, it follows that for any $p>0$ there exist constants $c_{p}, C_{p}>0$, such that

$$
c_{p} E\left\langle M^{H}\right\rangle_{\tau}^{\frac{p}{2}} \leq E\left(\left(M_{\tau}^{H}\right)^{*}\right)^{p} \leq C_{p} E\left\langle M^{H}\right\rangle_{\tau}^{\frac{p}{2}}
$$

But $\left\langle M^{H}\right\rangle_{t}=t^{1-2 \alpha}$, and

$$
E\left(\left(M_{\tau}^{H}\right)^{*}\right)^{p} \leq C_{p} E \tau^{p(1-H)}
$$

Therefore,

$$
\begin{equation*}
E\left(\left(M_{\tau}^{H}\right)^{*}\right)^{p r} \leq C_{p r} E \tau^{p H} \tag{1.10.11}
\end{equation*}
$$

and the proof follows from (1.10.8)-(1.10.11) with

$$
C(H, p)=\left(2 \widehat{C}_{H}\right)^{p} C_{p r}^{\frac{1}{p}}, \quad r=\frac{H}{1-H}
$$

(vi) Lower bound on random interval, $H \in\left(\frac{1}{2}, 1\right)$. Let $f$ be, as before, a positive measurable function, $T>0$ be fixed, $g(t)=\frac{1}{f(t)}$ and $g_{T}^{*}=\sup _{0 \leq s \leq T} g(s)$. In order to proceed, we need the following auxiliary result from (NV98). Denote $\xi_{t}:=t^{2 \alpha}\left|M_{t}^{H}\right|$.

Lemma 1.10.10. For any $p>0$ there exists a constant $c_{p}>0$, such that for any stopping time $\tau$, it holds that

$$
\begin{equation*}
E\left(\xi_{\tau}^{*}\right)^{p} \geq c_{p} E \tau^{p H} \tag{1.10.12}
\end{equation*}
$$

Proof. Let $p=2$. From the Itô formula we obtain that $\xi_{t}^{2}=\int_{0}^{t}\left(s^{2 \alpha}+\right.$ $\left.4 \alpha s^{4 \alpha-1}\left(M_{s}^{H}\right)^{2}\right) d s+2 \int_{0}^{t} s^{4 \alpha} M_{s}^{H} d M_{s}^{H}$.

Therefore, for any bounded stopping time $\tau$, it holds that

$$
\begin{equation*}
E \xi_{\tau}^{2} \geq E \int_{0}^{\tau} s^{2 \alpha} d s=(2 H)^{-1} E \tau^{2 H} \tag{1.10.13}
\end{equation*}
$$

For arbitrary stopping time $\tau$, we obtain by applying (1.10.13) to bounded stopping time $\tau \wedge n$, that

$$
E \xi_{\tau \wedge n}^{2} \geq(2 H)^{-1} E(\tau \wedge n)^{2 H}
$$

and the Fatou lemma gives (1.10.12) with $p=2$. Let $p<2$. Inequality (1.10.12) with $p=2$ means that continuous and hence predictable process $\left(\xi_{t}^{*}\right)^{2}$ dominates the (nonrandom) process $\varphi(t)=t^{2 H}$. Then, from the Lenglart inequality, for $p<2$, we obtain that

$$
E\left(\xi_{\tau}^{*}\right)^{p} \geq c_{p} E \tau^{p H}
$$

with $c_{p}=\frac{(2 H)^{-p}(4-p)}{2-p}$ (DM82, VI, p. 113).
Finally, let $p>2$. Set $k>0, \delta>0$ and define a process with positive values by

$$
\eta_{t}=\delta+k t^{2 H}+\xi_{t}^{2}
$$

Then, from the Itô formula, for $p>2$, we obtain that

$$
\begin{aligned}
& \eta_{t}^{\frac{p}{2}}=\delta^{\frac{p}{2}}+\int_{0}^{t}\left(\frac{p}{2} \eta_{s}^{\frac{p}{2}-1}\left((1+2 k H) s^{2 \alpha}+4 \alpha s^{2 H-3}\left(M_{s}^{H}\right)^{2}\right)\right. \\
& \left.+\frac{1}{2} p(p-2) \eta_{s}^{\frac{p}{2}-2} s^{6 \alpha}\left(M_{s}^{H}\right)^{2}\right) d s+\int_{0}^{t} p \eta^{\frac{p}{2}-1} s^{4 \alpha} M_{s}^{H} d M_{s}^{H}
\end{aligned}
$$

Therefore, for any bounded stopping time $\tau$

$$
\begin{align*}
E \eta_{\tau}^{\frac{p}{2}} & \geq \frac{p}{2} E \int_{0}^{\tau} \eta_{s}^{\frac{p}{2}-1}(1+2 k H) s^{2 \alpha} d s \\
& \geq \frac{p}{2} E \int_{0}^{\tau} k^{\frac{p}{2}-1} s^{2 H\left(\frac{p}{2}-1\right)} s^{2 \alpha} d s \cdot(1+2 k H)  \tag{1.10.14}\\
& \geq \frac{k^{\frac{p}{2}-1}}{2 H}(1+2 k H) E \tau^{p H}
\end{align*}
$$

From the Fatou lemma, applied, for any stopping time $\tau$, to $\tau \wedge n$, we obtain (1.10.14) for $\tau \wedge n$ and for $\delta=0$.

So,

$$
E\left(k \tau^{2 H}+\xi_{\tau}^{2}\right)^{\frac{p}{2}} \geq \frac{k^{\frac{p}{2}-1}(1+2 k H)}{2 H} E \tau^{p H} .
$$

From the inequality

$$
\left(k \tau^{2 H}+\xi_{\tau}^{2}\right)^{\frac{p}{2}} \leq 2^{\frac{p}{2}-1}\left(k^{\frac{p}{2}} \tau^{p H}+\xi_{\tau}^{p}\right)
$$

we obtain that

$$
E \xi_{\tau}^{p} \geq\left(2^{1-\frac{p}{2}} \frac{k^{\frac{p}{2}-1}(1+2 k H)}{2 H}-k^{\frac{p}{2}}\right) E \tau^{p H}
$$

This means that (1.10.12) holds with

$$
c_{p}=k^{\frac{p}{2}}\left(2^{1-\frac{p}{2}} \frac{\left(\frac{1}{k}+2 H\right)}{2 H}-1\right)>0
$$

for $k<\frac{1}{H\left(2^{\frac{p}{2}}-2\right)}$.
Now we are in a position to establish the lower bound on a random interval for $H \in\left(\frac{1}{2}, 1\right)$.

Theorem 1.10.11. Let, for any $t \in[0, T]$, the function $\varphi(s):=s^{-\alpha}(t-s)^{-\alpha} g(s)$ be nondecreasing on $[0, t]$. Then, for any $p>0$, there exists a constant $c(H, p)>0$, such that for any stopping time $\tau \leq T$ it holds that

$$
\left\|I_{\tau}^{*}\right\|_{p} \geq c(H, p)\left(g_{T}^{*}\right)^{-1}\left(E \tau^{p H}\right)^{1 / p}
$$

Remark 1.10.12. Either of the following conditions (a) and (b) is sufficient for Theorem 1.10.11:
(a) $g \in C^{1}[0, T]$ and for any $s \in(0, T)$, it holds that $g^{\prime}(s) \geq g(s)\left(\frac{\alpha}{s}-\frac{\alpha}{T-s}\right)$.
(b) The function $g(s) s^{-\alpha}$ is nondecreasing on $[0, T]$ (or the function $f(s) s^{\alpha}$ is nonincreasing on $[0, \mathrm{~T}]$; compare with the condition of Theorem 1.10.8).
Remark 1.10.13. The class of functions satisfying the condition of Theorem 1.10 .11 is nonempty. For example, $f(s)=s^{-\gamma} e^{-\beta s}$ with $\gamma \geq \alpha$ and $\beta \geq 0$ belongs to this class. (In this case assumption (b) is satisfied.)
Proof. Let $0<a<b<1$. Then the martingale $M_{t}^{H}$ can be represented as

$$
\begin{align*}
& M_{t}^{H}=\int_{0}^{a t} l_{H}(t, s) d B_{s}^{H}+\int_{a t}^{b t} l_{H}(t, s) d B_{s}^{H}+\int_{b t}^{t} l_{H}(t, s) d B_{s}^{H} \\
&:=M_{t}^{H}(a)+\int_{a t}^{b t} l_{H}(t, s) g(s) d I_{s}+M_{t}^{H}(1-b) \tag{1.10.15}
\end{align*}
$$

The middle term can be integrated by parts, and we obtain from the condition of the theorem that

$$
\begin{align*}
& \left|\int_{a t}^{b t} l_{H}(t, s) g(s) d I_{s}\right| \\
& =\left|l_{H}(t, b t) g(b t) I_{b t}-l_{H}(t, a t) g(a t) I_{a t}-\int_{a t}^{b t} I_{s} d\left(l_{H}(t, s) g(s)\right)\right|  \tag{1.10.16}\\
& \leq C_{H}^{(5)} I_{t}^{*} g_{t}^{*} t^{-2 \alpha}\left((1-b)^{-\alpha} b^{-\alpha}+(1-a)^{-\alpha} a^{-\alpha}\right) .
\end{align*}
$$

Therefore, the process $\xi_{t}=t^{2 \alpha}\left|M_{t}^{H}\right|$ can be estimated as $\xi_{t} \leq t^{2 \alpha} \mid M_{t}^{H}(a)+$ $M_{t}^{H}(1-b) \mid+C_{H} I_{t}^{*} g_{t}^{*}$, where $C_{H}=2 C_{H}^{(5)}\left(\left((1-b)^{-\alpha}\right) b^{-\alpha}+(1-a)^{-\alpha} a^{-\alpha}\right)$. Now we use Lemma 1.10.10 and obtain

$$
\begin{align*}
& C_{p} E \tau^{p H} \leq E\left(\xi_{\tau}\right)^{p} \\
& \quad \leq 2^{p-1} E \tau^{2 p \alpha}\left|M_{\tau}^{H}(a)+M_{\tau}^{H}(1-b)\right|^{p}+2^{p-1} C_{H}^{p-1} E\left(I_{\tau}^{*}\right)^{p}\left(g_{\tau}^{*}\right)^{p} . \tag{1.10.17}
\end{align*}
$$

Further, from (1.10.8) we have that

$$
\begin{aligned}
& \left|M_{t}^{H}(a)\right| \leq C_{H}^{(5)}\left|(t(1-a))^{-\alpha} Y_{a t}-\int_{0}^{a t} Y_{s} d(t-s)^{-\alpha}\right| \\
& \leq C_{H}^{(5)} Y_{a t}^{*} \cdot 2(t(1-a))^{-\alpha} \leq 2 C_{H}^{(5)} \widehat{C}_{H} \frac{a^{\alpha}}{(1-a)^{\alpha}}\left(M_{a t}^{H}\right)^{*}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left|M_{\tau}^{H}(a)\right| \leq C_{H} \frac{a^{\alpha}}{(1-a)^{\alpha}}\left(M_{\tau}^{H}\right)^{*} \tag{1.10.18}
\end{equation*}
$$

where $C_{H}=2 C_{H}^{(5)} \widehat{C}_{H}$.
In order to estimate $M_{t}^{H}(1-b)$, note at first that for fixed $t$, the process $\widetilde{B}_{s}^{H}:=B_{t}^{H}-B_{t-s}^{H}, 0 \leq s \leq t$, is a fractional Brownian motion with Hurst index $H$. Therefore,

$$
M_{t}^{H}(1-b)=C_{H}^{(5)} \int_{t b}^{t}(t-s)^{-\alpha} s^{-\alpha} d B_{s}^{H}=C_{H}^{(5)} \int_{0}^{t(1-b)} u^{-\alpha}(t-u)^{-\alpha} d \widetilde{B}_{u}^{H}
$$

and similarly as in the above estimates (1.10.15), we obtain that

$$
\begin{equation*}
\left|M_{\tau}^{H}(1-b)\right| \leq C_{H}\left(\frac{1-b}{b}\right)^{\alpha}\left(\widetilde{M}_{\tau}^{H}\right)^{*} \tag{1.10.19}
\end{equation*}
$$

where $\widetilde{M}^{H}$ is the Molchan martingale for $\widetilde{B}_{H}$. But the symmetry of the kernel $l_{H}(t, s)$ leads to the equality $\widetilde{M}_{t}^{H}=\int_{0}^{t} l_{H}(t, s) d B_{t-s}^{H}=\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}=M_{t}^{H}$. Hence,

$$
\begin{equation*}
\left|M_{\tau}^{H}(1-b)\right| \leq C_{H}\left(\frac{1-b}{b}\right)^{\alpha}\left(M_{\tau}^{H}\right)^{*} . \tag{1.10.20}
\end{equation*}
$$

From (1.10.7), (1.10.18), (1.10.20), (1.10.10) and (1.10.11) with $f \equiv 1$ we obtain that

$$
\begin{aligned}
& 2^{p-1} C_{H}^{p-1} E\left(I_{\tau}^{*}\right)^{p} \cdot\left(g_{\tau}^{*}\right)^{p} \\
& \geq C_{p} E \tau^{p H}-2^{p-1} C_{H} E \tau^{2 p \alpha} \cdot\left(M_{\tau}^{*}\right)^{p}\left(\frac{a^{\alpha}}{(1-a)^{\alpha}}+\frac{(1-b)^{\alpha}}{b^{\alpha}}\right) E \tau^{p H} \cdot c_{p} .
\end{aligned}
$$

By choosing $a$ sufficiently small and $b$ close to 1 , we obtain that

$$
E\left(I_{\tau}^{*}\right)^{p} \geq\left(g_{T}^{*}\right)^{-p} E \tau^{p H} \cdot C_{p, H}
$$

where

$$
C_{p, H}=2^{1-p} C_{H}^{1-p}\left[C_{p}-2^{p-1} C_{H} c_{p}\left(\frac{a^{\alpha}}{(1-a)^{\alpha}}+\frac{(1-b)^{\alpha}}{b}\right)\right]>0
$$

(vii) Upper and lower bounds for power functions and $H \in\left(\frac{1}{2}, 1\right)$.

The function $f(s) \equiv 1$ does not satisfy the condition of Theorem 1.10.11. To cover this case, we consider the power functions $f(s)=s^{\gamma}, \gamma>-2 \alpha$, and obtain a better result than in Theorems 1.10.11 and 1.10.6:

Theorem 1.10.14. Let $f(s)=s^{\gamma}$ with $\gamma>-2 \alpha$. Then, for any $p>0$, there exist constants $c_{p, H}$ and $C_{p, H}$, such that for any stopping time $\tau$ it holds that

$$
c_{p, H}\left(E \tau^{p(H+\gamma)}\right)^{1 / p} \leq\left\|I_{\tau}^{*}\right\|_{p} \leq C_{p, H}\left(E \tau^{p(H+\gamma)}\right)^{1 / p}
$$

Proof. Consider the upper bound. Now inequality (1.10.4) has the form

$$
E\left(I_{\tau}^{*}\right)^{p} \leq\left(2 C_{H}^{(6)}\right)^{p} E\left(\tau^{(2 \alpha+\gamma) p} M_{\tau}^{*}\right)^{p}
$$

By applying Hölder's inequality with $q=\frac{1+2 \alpha+2 \gamma}{4 \alpha+2 \gamma}>1$ and $r=\frac{1+2 \alpha+2 \gamma}{1-2 \alpha}=$ $\frac{H+\gamma}{1-H}$, and the Burkholder-Davis-Gundy inequalities, we obtain that

$$
\begin{aligned}
& E\left(I_{\tau}^{*}\right)^{p} \leq\left(2 C_{H}^{(6)}\right)^{p}\left(E \tau^{\frac{1+2 \alpha+2 \gamma}{2} p}\right)^{\frac{1}{q}}\left(E\left(M_{\tau}^{*}\right)^{p r}\right)^{\frac{1}{r}} \\
& \leq\left(2 C_{H}^{(6)}\right)^{p} C_{p, H}\left(E \tau^{(H+\gamma) p}\right)^{\frac{1}{q}}\left(E \tau^{(H+\gamma) p}\right)^{\frac{1}{r}}=C_{p, H} E \tau^{(H+\gamma) p} .
\end{aligned}
$$

Consider the lower bound. We use expansion (1.10.15) and estimate its middle term similarly to the first part of (1.10.16) with $g(s)=s^{-\gamma}$ :

$$
\begin{aligned}
& \left|\int_{a t}^{b t} l_{H}(t, s) g(s) d I_{s}\right| \\
& =\left|l_{H}(t, b t) g(b t) I_{b t}\right|+\left|l_{H}(t, a t) g(a t) I_{a t}\right|+\left|\int_{a t}^{b t} I_{s} d\left(P_{H}(t, s) g(s)\right)\right| \\
& \leq C_{H}^{(5)} b^{-\gamma-\alpha}(1-b)^{-\alpha} t^{-2 \alpha-\gamma} I_{t}^{*}+C_{H}^{(5)} a^{-\gamma-\alpha}(1-a)^{-\alpha} I_{t}^{*} \cdot t^{-2 \alpha-\gamma} \\
& \quad+C_{H}^{(5)} I_{t}^{*} \int_{a t}^{b t}\left|d\left((t-s)^{-\alpha} s^{-\alpha-\gamma}\right)\right|
\end{aligned}
$$

The function $\varphi(s):=(t-s)^{-\alpha} s^{-\alpha-\gamma}$ has the following derivative on $(a t, b t)$ :

$$
\varphi^{\prime}(s)=s^{-\alpha-\gamma-1}(t-s)^{-\alpha-1}((\gamma+2 \alpha) s-(\gamma+\alpha) t)
$$

For $\gamma>-\alpha$, on the interval $[0, t]$, the function $\varphi(s)$ has an extremal point $s_{\max }=\rho t$, where $\rho=\frac{\gamma+\alpha}{\gamma+2 \alpha}$, and for $-2 \alpha<\gamma<-\alpha$, no extremal point exists. Therefore, the variation of $\varphi(s)$ on the interval $[a t, b t]$ can be estimated as

$$
\begin{aligned}
& \int_{a t}^{b t}\left|d\left((t-s)^{-\alpha} s^{-\alpha-\gamma}\right)\right| \\
& \leq t^{-2 \alpha-\gamma}\left(b^{-\gamma-\alpha}(1-b)^{-\alpha}+2|\rho|^{-\gamma-\alpha}(1-\rho)^{-\alpha}+a^{-\gamma-\alpha}(1-a)^{-\alpha}\right)
\end{aligned}
$$

From here,

$$
\left|\int_{a t}^{b t} l_{H}(t, s) s^{-\gamma} d I_{s}\right| \leq C(a, b, H, \gamma) t^{-2 \alpha-\gamma} I_{t}^{*}
$$

where
$C(a, b, H, \gamma)=2 C_{H}^{(5)}\left(b^{-\gamma-\alpha}(1-b)^{-\alpha}+a^{-\gamma-\alpha}(1-a)^{-\alpha}+|\rho|^{-\gamma-\alpha}(1-\rho)^{-\alpha}\right)$.
Therefore, for the process $\widetilde{\xi}_{t}:=t^{2 \alpha+\gamma}\left|M_{t}^{H}\right|$, we have that

$$
\widetilde{\xi}_{t} \leq t^{2 \alpha+\gamma}\left|M_{t}^{H}(a)+M_{t}^{H}(1-b)\right|+C(a, b, H, \gamma) I_{t}^{*}
$$

whence for any stopping time $\tau$ and $p>0$, it holds that

$$
\begin{equation*}
E\left(\widetilde{\xi}_{\tau}\right)^{p} \leq(C(a, b, H, \gamma))^{p} E\left(I_{\tau}^{*}\right)^{p}+E\left(\tau^{2 \alpha+\gamma}\left|M_{\tau}^{H}(a)+M_{\tau}^{H}(1-b)\right|\right)^{p} \tag{1.10.21}
\end{equation*}
$$

Similarly to Lemma 1.10 .10 , we can establish the following bound for $\widetilde{\xi}_{\tau}$ :

$$
E\left(\widetilde{\xi}_{\tau}\right)^{p} \geq c_{p} E \tau^{p(H+\gamma)}
$$

Further, we apply (1.10.11), the bounds (1.10.15) and (1.10.17), and Hölder's inequality with $q=\frac{1+2 \alpha+2 \gamma}{4 \alpha+2 \gamma}>1$ and $r=\frac{1+2 \alpha+2 \gamma}{1-2 \alpha}>1$, where $\frac{1}{q}+\frac{1}{r}=1$, and obtain the bounds of the $p$ th moment of $\tau^{2 \alpha+\gamma} M_{\tau}^{H}(a)$ and $\tau^{2 \alpha+\gamma} M_{\tau}^{H}(1-b):$

$$
\begin{align*}
& E\left(\tau^{2 \alpha+\gamma} M_{\tau}^{H}(a)\right)^{p} \leq\left(C_{H}\right)^{p} \frac{a^{\alpha p}}{(1-a)^{\alpha p}} E\left((\tau)^{2 \alpha+\gamma}\left(M_{\tau}^{H}\right)^{*}\right)^{p}  \tag{1.10.22}\\
& \leq \widetilde{C}_{H}\left(E \tau^{(2 \alpha+\gamma) p q}\right)^{\frac{1}{q}}\left(E\left(\left(M_{\tau}^{H}\right)^{*}\right)^{p r}\right)^{\frac{1}{r}} \leq \widetilde{C}_{H} E \tau^{p(H+\gamma)}
\end{align*}
$$

where $\widetilde{C}_{H}=\left(C_{H}\right)^{p}\left(\frac{\alpha}{1-\alpha}\right)^{\alpha p}$. Similarly,

$$
\begin{equation*}
E\left(\tau^{2 \alpha+\gamma} M_{\tau}^{H}(1-b)\right)^{p} \leq \widehat{C}_{H} E \tau^{p(H+\gamma)} \tag{1.10.23}
\end{equation*}
$$

$$
\widehat{C}_{H}=\left(C_{H}\right)^{p}\left(\frac{1-b}{b}\right)^{\alpha p}
$$

From (1.10.21)-(1.10.23)

$$
E\left(I_{\tau}^{*}\right)^{p} \geq c_{p, H} E \tau^{p(H+\gamma)}
$$

where

$$
c_{p, H}=\left(\frac{c_{p}-\left(C_{H}\right)^{p}\left(\left(\frac{a}{1-a}\right)^{\alpha p}+\left(\frac{1-b}{b}\right)^{\alpha p}\right)}{(C(a, b, H, \gamma))^{p}}\right)^{\frac{1}{p}}>0
$$

for sufficiently small $a$ and $1-b$.
(viii) Lower bound on random interval, $H \in\left(0, \frac{1}{2}\right)$.

Here, we consider only power functions $f(s)=s^{\gamma}, s>0$. According to (1.8.6), the integral $\int_{0}^{t} s^{\gamma} d B_{s}^{H}$ exists, if

$$
\int_{0}^{t} \int_{0}^{t} u^{\gamma} s^{\gamma}\left(\int_{-\infty}^{0}(u-x)^{\alpha-1}(s-x)^{\alpha-1} d x\right) d u d s<\infty
$$

and

$$
\int_{0}^{t} \int_{0}^{t} u^{\gamma-1} s^{\gamma-1}\left(\int_{0}^{s \wedge u}(u-x)^{\alpha}(s-x)^{\alpha} d x\right) d u d s<\infty
$$

If we choose $\gamma>-H$, then both of these inequalities hold.
Theorem 1.10.15. Let $H \in\left(0, \frac{1}{2}\right)$ and $f(s)=s^{\gamma}$ with $\gamma \in(-H,-\alpha)$. Then, for any $p>0$, there exists a constant $c(H, p)$ such that

$$
\left\|I_{t}^{*}\right\|_{p} \geq c(H, p)\left(E \tau^{p(H+\gamma)}\right)^{1 / p}
$$

Proof. We estimate the Molchan martingale from above:

$$
\left(M_{t}^{H}\right)^{*}=C_{H}^{(5)}\left(\int_{0}^{t} s^{-\alpha-\gamma}(t-s)^{-\alpha} d I_{s}\right)^{*} \leq C_{H}^{(5)} I_{t}^{*} \int_{0}^{t}\left|d\left(s^{-\alpha-\gamma}(t-s)^{-\alpha}\right)\right|
$$

The last integral exists when $-\alpha-\gamma>-1$ or $\gamma<1-\alpha$. As before, the derivative of the function $\varphi(s)=s^{-\alpha-\gamma}(t-s)^{-\alpha}, s \in(0, t)$, equals

$$
\varphi^{\prime}(s)=s^{-\alpha-\gamma-1}(t-s)^{-\alpha-1}((\gamma+2 \alpha) s-(\gamma+\alpha) t)
$$

So, for $\gamma \in(-H,-\alpha)$, the function $\varphi(s)$ has the unique extremal point $s=\frac{\gamma+\alpha}{\gamma+2 \alpha} t$, and $\int_{0}^{t}\left|d\left(s^{-\alpha-\gamma}(t-s)^{-\alpha}\right)\right| \leq C_{\alpha} t^{-2 \alpha-\gamma}$, where

$$
C_{\alpha}:=\left(\frac{\alpha}{\gamma+2 \alpha}\right)^{-\alpha}\left(\frac{\gamma+\alpha}{\gamma+2 \alpha}\right)^{-\alpha-\gamma}
$$

Hence, for any stopping time $\tau$ and any $\widetilde{p}>0$ it holds that

$$
\left(\left(M_{\tau}^{H}\right)^{*}\right)^{\widetilde{p}} \leq\left(C_{H}^{(5)} C_{\alpha}\right)^{\widetilde{p}}\left(I_{\tau}^{*}\right)^{\widetilde{p}} \tau^{(-2 \alpha-\gamma) \widetilde{p}}
$$

Further, from the Burkholder-Davis-Gundy inequalities we obtain that

$$
E\left(M_{\tau}^{*}\right)^{\widetilde{p}} \geq \widetilde{C}_{\widetilde{p}} E \tau^{\widetilde{p}(1-H)}
$$

Hence,

$$
\widetilde{C}_{\widetilde{p}} E \tau^{\widetilde{p}(1-H)} \leq \widetilde{C}(H, \widetilde{p})\left(E\left(I_{\tau}^{*}\right)^{\widetilde{p} q}\right)^{\frac{1}{q}} \cdot\left(E \tau^{(-2 \alpha-\gamma) \widetilde{p} r}\right)^{\frac{1}{r}},
$$

where $\widetilde{C}(H, \widetilde{p})=\left(C_{H}^{(5)} C_{\alpha}\right)^{\widetilde{p}}$.
Now, we choose $r=\frac{1-H}{1-2 H-\gamma}>1, q=\frac{1-H}{H+\gamma}>1$ and $\widetilde{p}=\frac{p(H+\gamma)}{1-H}$, and obtain for

$$
c(H, p)=\left(\frac{\widetilde{C}_{\widetilde{p}}}{\widetilde{C}(H, \widetilde{p})}\right)^{q}
$$

that $c(H, p) E \tau^{p(H+\gamma)} \leq E\left(I_{\tau}^{*}\right)^{p}$.

### 1.11 The Conditions of Continuity of Wiener Integrals with Respect to fBm

Consider the case $H \in\left(\frac{1}{2}, 1\right)$. Let $f \in L_{\frac{1}{H}}[0, t], t \in[0, T]$. Then in particular, the integral $I_{t}(f)=\int_{0}^{t} f(s) d B_{s}^{H}$ exists on $[0, T]$ and $E\left(I_{t}(f)\right)^{2}=\|f\|_{L_{2}^{H}[0, t]}^{2} \leq$ $C_{H}\|f\|_{L_{\frac{1}{H}}[0, t]}$. According to (Lif95), a sufficient condition for the continuity of separable modification of $I_{t}(f)$ on $[0, T]$ is the finiteness of the Dudley integral $\int_{0}^{\varepsilon} H([0, T], u)^{\frac{1}{2}} d u$. But in our case, from (1.10.3) with $\varepsilon$ instead of $\frac{\sigma}{2}$, it follows that

$$
\begin{gathered}
\int_{0}^{\varepsilon} \mathcal{H}([0, T], u)^{\frac{1}{2}} d u \leq \int_{0}^{\varepsilon}\left(\log \left(1+u^{-\frac{1}{H}} \widetilde{C}_{H} \int_{0}^{T}|f(u)|^{\frac{1}{H}} d u\right)\right)^{\frac{1}{2}} d u \\
\leq \int_{0}^{\varepsilon} u^{-\frac{1}{2 H}} d u \cdot\left(\widetilde{C}_{H} \int_{0}^{t}|f(u)|^{\frac{1}{H}} d u\right)^{\frac{1}{2}}<\infty
\end{gathered}
$$

for $H \in\left(\frac{1}{2}, 1\right)$.
This means that the separable modification of the Wiener integral w.r.t. fBm with $H \in\left(\frac{1}{2}, 1\right)$ is continuous if $f \in L_{\frac{1}{H}}[0, T]$.

Now, let $H \in(0,1 / 2)$. Then, according to (1.10.7) with $\varepsilon$ instead of $\frac{\sigma}{2}$, we have that $\int_{0}^{\varepsilon} \mathcal{H}([0, T], u)^{1 / 2} d u$ is finite for any $f \in L_{p}[0, T] \cap D_{p}^{H}[0, T], p>\frac{1}{H}$. So, for such $f$, a separable modification of $I_{t}(f)$ is continuous on $[0, T]$.

### 1.12 The Estimates of Moments of the Solution of Simple Stochastic Differential Equations Involving fBm

(i) Let $H \in\left(\frac{1}{2}, 1\right)$ and $\mathcal{F}_{t}=\sigma\left\{B_{s}^{H}, 0 \leq s \leq t\right\}$.

Consider a stochastic differential equation of the form

$$
\begin{equation*}
d X_{t}=b\left(t, X_{t}\right) d t+f(t) d B_{t}^{H}, \quad t \geq 0 \tag{1.12.1}
\end{equation*}
$$

Here, $X_{0}$ is $\mathcal{F}_{0}$-measurable random variable, $E\left|X_{0}\right|^{p_{0}}<\infty$ for some $p_{0}>1$ and $b(t, x): \mathbb{R}_{+} \times \mathbb{R} \longrightarrow \mathbb{R}$ is a measurable Lipschitz function, i.e.

$$
\begin{equation*}
|a(t, x)-a(t, y)| \leq C|x-y| \tag{1.12.2}
\end{equation*}
$$

with some constant $C$. Furthermore, $b$ is of linear growth, meaning that

$$
\begin{equation*}
|b(t, x)| \leq C(1+|x|) \tag{1.12.3}
\end{equation*}
$$

and

$$
\begin{equation*}
f \in L_{\frac{1}{H}}[0, T] . \tag{1.12.4}
\end{equation*}
$$

Theorem 1.12.1. Let b satisfy (1.12.2), (1.12.3) and f satisfy (1.12.4). Then equation (1.12.1) has a unique solution.

Proof. We establish now that for any $p \leq p_{0}$ the map

$$
(A X)_{t}:=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+I_{t}(f)
$$

is a contraction in the space

$$
S_{p}:=\left\{\xi(t, \omega), t \in\left[0, T_{p}\right] \mid \xi(t, \cdot) \text { is } \mathcal{F}_{t} \text {-measurable, } \sup _{t \in\left[0, T_{p}\right]} E\left|\xi_{t}\right|^{p}<\infty\right\}
$$

with the norm

$$
\|\xi\|_{S_{p}}:=\sup _{t \in\left[0, T_{p}\right]}\left(E\left|\xi_{t}\right|^{p}\right)^{\frac{1}{p}},
$$

where $T_{p}$ is a number such that $T_{p}<C^{-1}$.
Indeed, from (1.12.2)-(1.12.4) it follows that

$$
E\left|(A X)_{t}\right|^{p} \leq 3^{p}\left(E\left|X_{0}\right|^{p}+E\left|I_{t}(f)\right|^{p}+2^{p} t^{p-1} C\left(1+\int_{0}^{t} E\left|X_{s}\right|^{p} d s\right)\right)
$$

This means that $A X \in S_{p}$ if $X \in S_{p}$. Further, for $t \leq T_{p}$

$$
\begin{aligned}
& E\left|(A X)_{t}-(A Y)_{t}\right|^{p} \leq E \mid \int_{0}^{t}\left(b\left(s, X_{s}\right)-\left.b\left(s, Y_{s}\right) d s\right|^{p}\right. \\
& \leq C^{p} E\left(\int_{0}^{t}\left|X_{s}-Y_{s}\right| d s\right)^{p} \leq C^{p} T_{p}^{p-1} E \int_{0}^{t}\left|X_{s}-Y_{s}\right|^{p} d s
\end{aligned}
$$

i.e., $\|A X-A Y\|_{S_{p}} \leq L\|X-Y\|_{S_{p}}$, where $L=C^{p} T_{p}^{p}<1$. Therefore, on the interval $\left[0, T_{p}\right]$ equation (1.12.1) has unique solution. If we obtain this solution $X_{t}$ by the method of successive approximations, and the initial process is some continuous process $X_{s}^{(0)} \in S_{p}$, then by the continuity of the process $I(b)$ and the equicontinuity of the integral $\int_{0}^{t} b(s, \cdot) d s$, the solution $X_{t}$ is continuous on $\left[0, T_{p}\right]$. The proof of the theorem is obtained by extension of the solution from $\left[0, k T_{p}\right]$ to $\left[0,(k+1) T_{p}\right]$ via the relation

$$
\begin{equation*}
X_{t}=X_{k T_{p}}+\int_{k T_{p}}^{t} b\left(s, X_{s}\right) d s+\left(I_{t}-I_{k T_{p}}\right) \tag{1.12.5}
\end{equation*}
$$

where $k \in N$ and $X_{k T_{p}}$ is the solution of the "previous" equation taken at the point $t=k T_{p}$. Existence, uniqueness and continuity of the solution of (1.12.5) is established similarly to previous estimates.

Now we establish the upper bound for the solution of equation (1.12.1) on a random interval.
Theorem 1.12.2. Let the functions $b$ and $f$ satisfy the conditions of Theorem 1.12.1, $E\left|X_{0}\right|^{p}<\infty$ for any $p>0$ and the function $s^{\alpha} f(s)$ be nondecreasing on $\mathbb{R}$. Then,
(a) for any $T>0, p>0$ and stopping time $\tau \in[0, T]$, we have the estimate

$$
\begin{gathered}
E\left(X_{\tau}^{*}\right)^{p} \leq 4^{p} e^{4^{p} C^{p} T^{p-1}}\left(E\left|X_{0}\right|^{p}+C^{p} E \tau^{p}\right. \\
\left.+(C(H, p))^{p}\left(E\left((f(\tau))^{\frac{p H}{2 \alpha}} \tau^{p H}\right)\right)^{\frac{2 \alpha}{H}}\left(E \tau^{p H}\right)^{\frac{1-H}{H}}\right),
\end{gathered}
$$

where a constant $C(H, p)$ appeared in Theorem 1.10.8.
(b) If, in addition, the function $f$ is bounded, i.e. $|f(x)| \leq f^{*}<\infty$, then

$$
E\left(X_{\tau}^{*}\right)^{p} \leq 4^{p} e^{4^{p} C^{p} T^{p-1}}\left(E\left|X_{0}\right|^{p}+C^{p} E \tau^{p}+(C(H, p))^{p}\left(b^{*}\right)^{p} E \tau^{p H}\right)
$$

Proof. Let $\tau \in[0, T]$ and $\tau_{n}=\tau \wedge \inf \left\{t>0:\left|X_{t}\right| \geq n\right\}$. Then

$$
\begin{aligned}
& \left(X_{\tau_{n}}^{*}\right)^{p} \leq\left(\left|X_{0}\right|+C \tau_{n}+C \int_{0}^{\tau_{n}} X_{s}^{*} d s+I_{\tau_{n}}^{*}(f)\right)^{p} \\
& \leq 4^{p}\left(\left|X_{0}\right|^{p}+C^{p} \tau_{n}^{p}+C^{p} \int_{0}^{\tau_{n}}\left(X_{s}^{*}\right)^{p} d s \cdot \tau_{n}^{p-1}+\left(I_{\tau_{n}}^{*}(f)\right)^{p}\right)
\end{aligned}
$$

Therefore, by Gronwall's inequality, we obtain that

$$
\left(X_{\tau_{n}}^{*}\right)^{p} \leq 4^{p} e^{4^{p} C^{p} \tau_{n}^{p-1}}\left(\left|X_{0}\right|^{p}+C^{p} \tau_{n}^{p}+\left(I_{\tau_{n}^{*}}(f)\right)^{p}\right)
$$

Hence,

$$
E\left(X_{\tau_{n}}^{*}\right)^{p} \leq 4^{p} e^{4^{p} C^{p} T^{p-1}}\left(E\left|X_{0}\right|^{p}+C^{p} E \tau_{n}^{p}+E\left(I_{\tau_{n}}^{*}(f)\right)^{p}\right)
$$

By applying Theorem 1.10.6, we obtain (a) and (b) for $\tau=\tau_{n}, n \geq 1$. By taking $n \rightarrow \infty$, we obtain the proof.

Remark 1.12.3. Exponential estimates for the solution of the more simple version of equation (1.12.1), were obtained in (TV03). We shall return to this problem in Section 3.5.

### 1.13 Stochastic Fubini Theorem for the Wiener Integrals w.r.t fBm

We consider now only the case $H \in(1 / 2,1)$. Let $\mathcal{P}_{T}=[0, T]^{2}$.
Theorem 1.13.1. Let the measurable function $f=f(t, s): \mathcal{P}_{T} \rightarrow \mathbb{R}$ satisfy the conditions

$$
\begin{equation*}
\int_{[0, T]^{3}}|f(t, u)||f(t, s)||s-u|^{2 \alpha-1} d s d u d t<\infty \tag{1.13.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{[0, T]^{4}}\left|f\left(t_{1}, u\right)\right|\left|f\left(t_{2}, s\right)\right||s-u|^{2 \alpha-1} d s d u d t_{1} d t_{2}<\infty \tag{1.13.2}
\end{equation*}
$$

Then both the repeated integrals $I_{1}:=\int_{0}^{T}\left(\int_{0}^{T} f(t, s) d t\right) d B_{s}^{H}$ and $I_{2}:=\int_{0}^{T}\left(\int_{0}^{T} f(t, s) d B_{s}^{H}\right) d t$ exist and $I_{1}=I_{2}$ with probability 1.
Proof. The existence of the integral $I_{1}$ is evident, due to (1.13.2). As to $I_{2}$, $\int_{0}^{T} f(t, s) d B_{s}^{H}$ exists a.e. $(\bmod \lambda)$, where $\lambda$ is the Lebesgue measure, and according to (1.13.1), it holds that

$$
\begin{aligned}
& E \int_{0}^{T}\left|\int_{0}^{T} f(t, s) d B_{s}^{H}\right| d t \leq T^{1 / 2}\left(E \int_{0}^{T}\left|\int_{0}^{T} f(t, s) d B_{s}^{H}\right|^{2} d t\right)^{1 / 2} \\
& \leq\left(T 2 \alpha H \int_{[0, T]^{3}}|f(t, s)||f(t, u) \| s-u|^{2 \alpha-1} d u d s d t\right)^{1 / 2}<\infty
\end{aligned}
$$

We consider at first only the measurable and bounded functions. Let $f^{*}:=\sup _{(t, s) \in[0, T]^{2}}|f(t, s)|<\infty$. Then there exists the sequence of simple and totally bounded functions $f_{n}=f_{n}(t, s)$, such that $f_{n} \rightarrow f$ uniformly on $\mathcal{P}_{T}$. The statement of the theorem is evident for $f_{n}$. Further, denote $g_{n}(t, s):=f(t, s)-f_{n}(t, s)$ and obtain the estimate

$$
\begin{gathered}
\left|I_{1}-I_{2}\right| \leq\left|\int_{0}^{T}\left(\int_{0}^{T} g_{n}(t, s) d t\right) d B_{s}^{H}\right|+\left|\int_{0}^{T}\left(\int_{0}^{T} g_{n}(t, s) d B_{s}^{H}\right) d t\right| \\
=: I_{1 n}+I_{2 n}
\end{gathered}
$$

Furthermore,

$$
\begin{aligned}
& E\left|I_{1 n}\right|^{2}=2 \alpha H \int_{\mathcal{P}_{T}}\left(\int_{0}^{T} g_{n}\left(t_{1}, s\right) d t_{1}\right)\left(\int_{0}^{T} g_{n}\left(t_{2}, u\right) d t_{2}\right)|s-u|^{2 \alpha-1} d s d u \\
& \leq 2 \alpha H T^{2} \sup _{(t, s) \in[0, T]^{2}}\left|g_{n}(t, s)\right|^{2} \int_{\mathcal{P}_{T}}|s-u|^{2 \alpha-1} d s d u \\
& =T^{2 H+2} \sup _{(t, s) \in \mathcal{P}_{T}}\left|g_{n}(t, s)\right|^{2} \rightarrow 0,
\end{aligned}
$$

and

$$
E\left|I_{2 n}\right|^{2} \leq T \int_{0}^{T} E\left|\int_{0}^{T} g_{n}(t, s) d B_{s}^{H}\right|^{2} d t \leq \sup _{(t, s) \in \mathcal{P}_{T}}\left|g_{n}(t, s)\right|^{2} T^{2 H+2} \rightarrow 0,
$$

as $n \rightarrow \infty$, and we obtain the proof for bounded $f$. Now, let $f$ satisfy (1.13.1) and (1.13.2). For $f_{n}(t, s):=f(t, s) \mathbf{1}_{\{|f(t, s)| \leq n\}}, n \geq 1$ the theorem is already proved. Define

$$
C_{n}:=\left\{(t, s, u) \in[0, T]^{3}| | f(t, s)|\geq n,|f(t, u)| \geq n\}, \quad \bar{f}_{n}=f-f_{n} .\right.
$$

Then for any $n \geq 1$ we have that

$$
\begin{aligned}
\left|I_{1}-I_{2}\right| \leq \mid \int_{0}^{T}( & \left.\int_{0}^{T} f(t, s) \mathbf{1}_{\{|f(t, s)|>n\}} d t\right) d B_{s}^{H} \mid \\
& +\left|\int_{0}^{T}\left(\int_{0}^{T} f(t, s) \mathbf{1}_{\{|f(t, s)|>n\}} d B_{s}^{H}\right) d t\right|=: I_{1 n}^{\prime}+I_{2 n}^{\prime} .
\end{aligned}
$$

Furthermore, we have that

$$
\begin{aligned}
& E\left|I_{1 n}^{\prime}\right|^{2}=2 \alpha H \int_{[0, T]^{2}}\left(\int_{0}^{T} \bar{f}_{n}\left(t_{1}, s\right) d t_{1}\right)\left(\int_{0}^{T} \bar{f}_{n}\left(t_{2}, s\right) d t_{2}\right)|s-u|^{2 \alpha-1} d s d u \\
& \leq 2 \alpha H \int_{[0, T]^{4}}\left|\bar{f}_{n}\left(t_{1}, s\right)\right|\left|\bar{f}_{n}\left(t_{2}, s\right) \| s-u\right|^{2 \alpha-1} d s d u d t_{1} d t_{2} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$, according to (1.13.2), and

$$
E\left|I_{2 n}^{\prime}\right|^{2} \leq T 2 \alpha H \int_{[0, T]^{3}}\left|\bar{f}_{n}(t, s) \| \bar{f}_{n}(t, u)\right||s-u|^{2 \alpha-1} d s d u d t \rightarrow 0
$$

as $n \rightarrow \infty$, according to (1.13.1).

### 1.14 Martingale Transforms and Girsanov Theorem for Long-memory Gaussian Processes

According to Section 1.8, the process

$$
M_{t}^{H}:=C_{H}^{(5)} \int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha} d B_{s}^{H}
$$

is a square integrable martingale, and $B_{t}:=\widehat{\alpha} \int_{0}^{t} s^{\alpha} d M_{s}^{H}$ is a Wiener process. In turn, $B_{t}^{H}=C_{H}^{(6)} \int_{0}^{t} m_{H}(t, s) d B_{s}$. Moreover, the process

$$
\begin{equation*}
Y_{t}=C_{H}^{(6)} \int_{0}^{t}(t-s)^{\alpha} s^{-\alpha} d B_{s} \tag{1.14.1}
\end{equation*}
$$

has the property that $M_{t}^{H}=C_{H}^{(5)} \int_{0}^{t}(t-s)^{-\alpha} d Y_{s}$ is square-integrable martingale. All these processes are Gaussian. Therefore, in some sense, it is more convenient to consider the processes of a form similar to $Y_{t}$ and $M_{t}$, and to avoid fractional Brownian motion itself. In this section we consider long-memory Gaussian processes that can be presented as integrals $V_{t}=\int_{0}^{t} h(t-s) \varphi(s) d W_{s}$ with some Wiener process $W_{t}$ and establish the conditions allowing us to transform these processes, similarly to $Y_{t}$, into square-integrable martingales.

Let $\left\{W_{t}, \mathcal{F}_{t}^{W}, t \geq 0\right\}$ be the standard Wiener process on a complete probability space $(\Omega, \mathcal{F}, P)$ with $\mathcal{F}=\mathcal{F}_{\infty}:=\bigvee_{t \geq 0} \mathcal{F}_{t}^{W}$. Define the convolution of two measurable integrable functions $\varphi_{1}$ and $\varphi_{2}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ by $\left(\varphi_{1} * \varphi_{2}\right)(t)=\int_{0}^{t} \varphi_{1}(t-s) \varphi_{2}(s) d s, t \in \mathbb{R}_{+}$. Let $h$ and $\varphi$ satisfy the assumption

$$
\begin{equation*}
\varphi \in L_{2}(0, t), \quad\left(h^{2} * \varphi^{2}\right)_{t}<\infty, \quad t>0 \tag{1.14.2}
\end{equation*}
$$

Define the Gaussian process $V_{t}=\int_{0}^{t} h(t-s) \varphi(s) d W_{s}$. Evidently, $E V_{t}=0$. In the case when $h(s)=s^{\alpha}, \varphi(s)=s^{-\alpha}$ and $H \in(1 / 2,1)$, the covariance function between distant increments of the process $V_{t}$ vanishes at a power rate. More precisely,

$$
\begin{aligned}
& E V_{t}\left(V_{t+k}-V_{k}\right)=\int_{0}^{t}(t-s)^{\alpha}\left((t+k-s)^{\alpha}-(k-s)^{\alpha}\right) s^{-2 \alpha} d s \\
& \geq \alpha t \int_{0}^{t}(t-s)^{\alpha}(t+k-s)^{\alpha-1} s^{-2 \alpha} d s \\
& \geq \alpha t^{2-\alpha} B(\alpha+1, \alpha) k^{\alpha-1}
\end{aligned}
$$

and the series $\sum_{k=1}^{\infty} k^{\alpha-1}$ diverges for $H \in(1 / 2,1)$. Due to this reason, according to the generally accepted terminology (CCM03; Ber94; WTT99), such processes are said to have a long memory. Compare this to the notion of longrange dependence from Section 1.2.

Denote by $\mathbb{R}_{u v}=E V_{u} V_{v}$ the correlation function. Then we have that

$$
\mathbb{R}_{u v}=\int_{0}^{u \wedge v} h(u-s) h(v-s) \varphi^{2}(s) d s
$$

Let $\mathcal{F}_{t}^{X}=\sigma\left\{X_{s}, 0 \leq s \leq t\right\}$ and $\mathcal{H}_{t}^{X}=\mathcal{H}\left\{X_{s}, 0 \leq s \leq t\right\}$ be, correspondingly, $\sigma$-fields and Gaussian subspaces, generated by the process $X$
on the interval $(0, t], \quad X=W, V$. It follows from (CCM03, Proposition 15) that $\mathcal{F}_{t}^{V}=\mathcal{F}_{t}^{W}, t \in \mathbb{R}_{+}$if and only if $\mathcal{H}_{t}^{V}=\mathcal{H}_{t}^{W}$. A necessary and sufficient condition for this coincidence can be formulated as
the only function $f$ such that $\forall t \in \mathbb{R}_{+}$ $f \in L_{2}(0, t)$ and $((f \cdot \varphi) * h)_{t}=0$ is the zero function.

Evidently, in this case $\mathcal{F}_{\infty}^{V}=\mathcal{F}_{\infty}^{W}$. We give one sufficient condition for the latter relation. Denote by

$$
F_{f}(\lambda):=\int_{0}^{\infty} e^{-\lambda s} f(s) d s, \lambda>0
$$

the Laplace transform of $f$. The following result is a direct consequence of (CCM03, Proposition 17).

Lemma 1.14.1. Let the following condition hold

$$
\begin{equation*}
0<\left|F_{h}(\lambda)\right|<\infty, \quad F_{|\varphi|}(\lambda)<\infty, \quad F_{\varphi}(\lambda) \neq 0 \tag{1.14.4}
\end{equation*}
$$

on some interval $\lambda \in(a, b) \subset(0, \infty)$. Then $\mathcal{F}_{\infty}^{V}=\mathcal{F}_{\infty}^{W}$.
Now, let (1.14.3) hold. Denote by $L_{2}(V)=L_{2}(W)=L_{2}\left(\Omega, \mathcal{F}_{\infty}, P\right)$ the space of $\mathcal{F}_{\infty}$-measurable $\xi$ with $E \xi^{2}<\infty$. Let $\mathcal{H}(V)$ be the closed subspace of $L_{2}(V)$ consisting of linear functionals of $V$. Suppose that the function $R: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}$ has a bounded variation $|R|_{t}:=\operatorname{var}_{\mathcal{P}_{t}} R$ on any rectangle $\mathcal{P}_{t}$, $t \in \mathbb{R}_{+}^{2}$, and consider the measurable function $g: \mathbb{R}_{+} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\int_{\mathcal{P}_{(s, t)}}|g(s-u)||g(t-v)| d|R|_{u v}<\infty, \quad s, t \in \mathbb{R}_{+} \tag{1.14.5}
\end{equation*}
$$

As stated by (HC78), we have an isomorphism $I$ between $\Lambda_{2}(R)$ and $\mathcal{H}(V)$. Here $\Lambda_{2}(R)$ is the completion of the space $\Lambda$ of step functions $f(t)=\sum_{k=1}^{N} \alpha_{k} \mathbf{1}_{\left[t_{k+1}, t_{k}\right)}(t)$ in the norm generated by a scalar product

$$
\langle f, g\rangle=\int_{\mathbb{R}} f(u) g(v) d R_{u v}, \quad I(f)=\sum_{k=1}^{N} \alpha_{k}\left(V_{t_{k+1}}-V_{t_{k}}\right) .
$$

Denote by $I(f)=\int_{\mathbb{R}} f d V \in \mathcal{H}(V)$ the image of $f \in \Lambda_{2}(\mathbb{R})$ and let

$$
M_{t}:=\int_{0}^{t} g(t-u) d V_{u}:=I(\tilde{g})
$$

where $\tilde{g}(s)=g(t-s) \mathbf{1}_{\{s \leq t\}}, \quad t \geq 0$. Then $\left\{M_{t}, \mathcal{F}_{t}^{W}, t \geq 0\right\}$ is a Gaussian process and

$$
E M_{s} M_{t}=\int_{\mathcal{P}_{(s, t)}} g(s-u) g(t-v) d R_{u v}
$$

Moreover, under the condition:
the double Riemann integral $\int_{\mathcal{P}_{(s, t)}} g(s-u) g(t-v) d R_{u v} \quad$ exists, (1.14.6)
the process $M_{t}$ can be considered for any $t \geq 0$ as a limit of Riemann sums in the mean-square sense. Note that the following condition is sufficient for (1.14.6): the derivative $h^{\prime}(s), s>0$, exists, $h(0)=0$, and $R_{u v}$ admits a representation

$$
\begin{equation*}
R_{u v}=\int_{\mathcal{P}_{(u, v)}}\left[\int_{0}^{u_{1} \wedge v_{1}} h^{\prime}\left(u_{1}-z\right) h^{\prime}\left(v_{1}-z\right) \varphi^{2}(z) d z\right] d u_{1} d v_{1} \tag{1.14.7}
\end{equation*}
$$

and

$$
\int_{\mathcal{P}_{(s, t)}}|g(s-u)||g(t-v)|\left[\int_{0}^{u \wedge v}\left|h^{\prime}(u-z) h^{\prime}(v-z)\right| \varphi^{2}(z) d z\right] d u d v<\infty
$$

Now we are in a position to study conditions on $\varphi, h$ and $g$ supplying martingale properties of $M_{t}$.
Definition 1.14.2. Gaussian process $V$ is called $(g)$-transformable if the process

$$
M_{t}:=\int_{0}^{t} g(t-s) d V_{s}
$$

is a martingale.
Remark 1.14.3. Since $M_{t}$ is a Gaussian process, it is a square-integrable martingale if $V$ is $(g)$-transformable.

Denote $U=\left\{f: \mathbb{R}_{+} \rightarrow \mathbb{R} \mid(f * q)_{t}=0, t \in \mathbb{R}_{+}\right.$, for such $q: \mathbb{R}_{+} \rightarrow \mathbb{R}$ that $(|f| *|q|)_{t}<\infty, t \geq 0$, if and only if $\left.q=0\right\}$, $A C[0, t]=\left\{f: \mathbb{R}_{+} \rightarrow \mathbb{R} \mid f(s)=\int_{0}^{s} f^{\prime}(u) d u ; 0 \leq s \leq t\right.$ with $\int_{0}^{t}\left|f^{\prime}(u)\right| d u<$ $\infty\}$. Theorems 1.14.4 and 1.14.5 contain two groups of sufficient conditions on the functions $\varphi, h, g$ ensuring ( $g$ )-transformability of $V_{t}$ (statements 1 ) and 3)). Statements 2) and 4) demonstrate that these conditions are, in some sense, necessary.
Theorem 1.14.4. 1) Let $\varphi, h, g$ satisfy conditions (1.14.2), (1.14.3),
(1.14.7) and

$$
\begin{gather*}
\quad\left(|g| *\left|h^{\prime}\right|\right)_{t}<\infty, \quad t>0  \tag{1.14.8}\\
\left(g * h^{\prime}\right)_{t}=C_{0}, \quad t>0 \quad \text { for some } \quad C_{0} \in \mathbb{R} \tag{1.14.9}
\end{gather*}
$$

Then $V_{t}$ is (g)-transformable and $\langle M\rangle_{t}=C_{0}^{2} \int_{0}^{t} \varphi^{2}(s) d s$.
2) Let $\varphi, h, g$ satisfy conditions (1.14.2), (1.14.3), (1.14.7) and (1.14.8), $h \in U, \varphi \neq 0(\bmod \lambda)(\lambda$ is the Lebesgue measure $),\left(g * h^{\prime}\right)_{t} \in C(0, \infty)$, $V_{t}$ be (g)-transformable.
Then $\left(g * h^{\prime}\right)_{t}=C_{0}, t>0$, for some $C_{0} \in \mathbb{R}$.
Theorem 1.14.5. 3) Let $\varphi$ and $h$ satisfy (1.14.2) and (1.14.3), $\varphi \neq 0$ $(\bmod \lambda), g$ satisfies $(1.14 .6)$ and

$$
\begin{array}{r}
g \in A C[0, t], \quad t \geq 0, \quad g(0)=0 \\
\left(\left|g^{\prime}\right| *\left(h^{2} * \varphi^{2}\right)^{1 / 2}\right)_{t}<\infty, \quad t>0 \\
\left(g^{\prime} * h\right)_{t}=C_{0}, \quad t>0 \quad \text { for some } \quad C_{0} \in \mathbb{R} \tag{1.14.12}
\end{array}
$$

Then $V_{t}$ is (g)-transformable and $\langle M\rangle_{t}=C_{0}^{2} \int_{0}^{t} \varphi^{2}(s) d s$.
4) Let $\varphi$ and $h$ satisfy $(1.14 .2),(1.14 .3), \varphi \neq 0$ a.e. $(\bmod \lambda)$, the process $V_{t}$ is $(g)$-transformable with $g$ satisfying (1.14.10), (1.14.11), $\left(g^{\prime} * h\right)_{t} \in C(0, \infty)$.
Then $\left(g^{\prime} * h\right)_{t}=C_{0}, t>0$, for some $C_{0} \in \mathbb{R}$.
Remark 1.14.6. Conditions (1.14.9) and (1.14.12) mean, in particular, that corresponding convolutions have jumps at zero, so at least one of the functions involved is singular at 0 .
Remark 1.14.7. Let $h(s)=s^{\alpha}, \varphi(s)=s^{-\alpha}, g(s)=s^{-\alpha}$. Then statement 1) holds for $H \in(1 / 2,1)$ and statement 3$)$ holds for $H \in(0,1 / 2)$.

Proof of Theorem 1.14.4. 1) It follows from (1.14.7) that

$$
f_{t}(z):=\int_{0}^{t} g(t-v)\left[\int_{0}^{z \wedge v} h^{\prime}(v-r) h^{\prime}(z-r) \varphi^{2}(r) d r\right] d v, \quad 0 \leq z \leq t
$$

is defined for a.a. $z \leq t$ for any $t \in \mathbb{R}_{+}$fixed. Condition (1.14.7) ensures the Fubini theorem for $f_{t}$, and from (1.14.8)-(1.14.9) we obtain that

$$
\begin{aligned}
f_{t}(z)= & \int_{0}^{z} g(t-v)\left(\int_{0}^{v} h^{\prime}(v-r) h^{\prime}(z-r) \varphi^{2}(r) d r\right) d v \\
& +\int_{z}^{t} g(t-v)\left(\int_{0}^{z} h^{\prime}(v-r) h^{\prime}(z-r) \varphi^{2}(r) d r\right) d v \\
= & \int_{0}^{z} h^{\prime}(z-r) \varphi^{2}(r)\left(\int_{r}^{t} h^{\prime}(v-r) g(t-v) d v\right) d r \\
= & C_{0} \int_{0}^{z} h^{\prime}(z-r) \varphi^{2}(r) d r,
\end{aligned}
$$

i.e. $f_{t}$ does not depend on $t \geq z$. Further, for any $0 \leq s \leq t$ we have that

$$
E\left(M_{t}-M_{s}\right) M_{s}=\int_{0}^{s} g(s-u)\left(f_{t}(u)-f_{s}(u)\right) d u=0 .
$$

It means that the Gaussian process $M_{t}$ with $E M_{t}=0$ has uncorrelated, thus independent, increments. Hence, $M_{t}$ is a Gaussian martingale, and it holds that

$$
\begin{gathered}
\langle M\rangle_{t}=\int_{0}^{t} g(t-u)\left(\int_{0}^{t} g(t-v) \int_{0}^{u \wedge v} h^{\prime}(u-r) h^{\prime}(v-r) \varphi^{2}(r) d r\right) d u \\
\quad=C_{0} \int_{0}^{t} g(t-u)\left(\int_{0}^{v} h^{\prime}(v-r) \varphi^{2}(r) d r\right) d v=C_{0}^{2} \int_{0}^{t} \varphi^{2}(r) d r
\end{gathered}
$$

2) Let $M_{t}=\int_{0}^{t} g(t-s) d V_{s}$ be a square integrable martingale with $g$ satisfying (1.14.7) and (1.14.8). Then

$$
E\left(M_{t}-M_{s}\right) V_{s}=0, \quad 0 \leq s<t
$$

or

$$
\begin{aligned}
0= & \int_{0}^{s}\left(\int _ { 0 } ^ { v } h ^ { \prime } ( v - r ) \varphi ^ { 2 } ( r ) \left(\int_{r}^{t} h^{\prime}(u-r) g(t-u) d u\right.\right. \\
& \left.\left.-\int_{r}^{s} h^{\prime}(u-r) g(s-u) d u\right) d r\right) d v=\left(h *\left(\varphi^{2} \cdot \zeta\right)\right)_{s},
\end{aligned}
$$

where

$$
\zeta(r)=\int_{0}^{t-r} h^{\prime}(u) g(t-r-u) d u-\int_{0}^{s-r} h^{\prime}(u) g(s-r-u) d u
$$

Since $h \in U$, we obtain $\varphi^{2} \cdot \zeta=0$, and, taking into account that $\varphi \neq 0$, we derive that $\zeta(r)=0(\bmod \lambda), r \leq s \leq t$. Together with continuity of $h^{\prime} * g \in C(0, \infty)$ it means that $\left(h^{\prime} * g\right)_{t}=C_{0}, t>0$, for some $C_{0} \in \mathbb{R}$.

Proof of Theorem 1.14.5. 3) Under condition (1.14.6) the integral $M_{t}$ is a mean-square limit of Riemann sums, and condition (1.14.10) permits us to transform the sum:

$$
\begin{aligned}
M_{t} & =\underset{\left|\lambda_{N}\right| \rightarrow 0}{\operatorname{li.m.}} \sum_{i=0}^{N-1} g\left(t-s_{i}\right)\left(V_{s_{i+1}}-V_{s_{i}}\right) \\
& =\underset{\left|\lambda_{N}\right| \rightarrow 0}{\operatorname{li.m.}} \sum_{i=0}^{N-1} V\left(s_{i+1}\right)\left(g\left(s_{i+1}\right)-g\left(s_{i}\right)\right) \\
& =\int_{0}^{t} g^{\prime}(t-s) V_{s} d s=\int_{0}^{t} g^{\prime}(t-s)\left(\int_{0}^{s} h(s-z) \varphi(z) d W_{z}\right) d s
\end{aligned}
$$

where $\left|\lambda_{N}\right|=\max _{0 \leq i \leq N-1}\left|g\left(s_{i+1}\right)-g\left(s_{i}\right)\right|$, and the last integral is the limit of Riemann sums in the mean-square sense. Further, condition (1.14.11), according to (Pro90, p. 160) or (Leb95), permits to apply to $M_{t}$ the stochastic Fubini theorem, and we obtain from (1.14.12) that

$$
\begin{equation*}
M_{t}=\int_{0}^{t} \varphi(z)\left(\int_{z}^{t} g^{\prime}(t-u) h(u-z) d u\right) d W_{s}=C_{0} \int_{0}^{t} \varphi(z) d W_{z} \tag{1.14.13}
\end{equation*}
$$

4) If the process $M_{t}$ is a square-integrable martingale, then from (1.14.13) it follows that for any $0 \leq s \leq t$

$$
0=E\left(M_{t}-M_{s} / \mathcal{F}_{s}^{W}\right)=\int_{0}^{s} \varphi(z) \eta(z) d W_{z}
$$

where

$$
\eta(z)=\left(g^{\prime} * h\right)_{t-z}-\left(g^{\prime} * h\right)_{s-z}
$$

Hence $\int_{0}^{s} \varphi^{2}(z) \eta^{2}(z) d z=0$, and, arguing similarly to the completion of the proof of Theorem 1.14.4, part 2), we obtain that $\left(g^{\prime} * h\right)_{t}=C_{0}$ for some $C_{0} \in \mathbb{R}$.

Consider some examples of the functions $\varphi, h$ satisfying conditions 1) or 3). (One example is contained in Remark 1.14.7.)
Example 1.14.8. Let

$$
\begin{gathered}
g(x)=x^{-1 / 2} \cosh \left(a x^{1 / 2}\right) \\
h^{\prime}(x)=\int_{0}^{x} s^{\nu / 2} I_{\nu}\left(a s^{1 / 2}\right)(x-s)^{\gamma} d s
\end{gathered}
$$

where $-1<\nu<-\frac{1}{2}$,

$$
I_{\nu}(y)=\frac{y^{\nu}}{2^{\nu}} \sum_{k=0}^{\infty} \frac{(-1)^{k} y^{2 k} 2^{-2 k}}{k!\Gamma(\nu+k+1)}
$$

is the Bessel function of the first kind, $\gamma+\nu=-\frac{3}{2}$.
The Laplace transforms of these functions equal

$$
\begin{gathered}
F_{g}(\lambda)=(\pi / \lambda)^{1 / 2} \exp \left(a^{2} / 4 \lambda\right), F_{h^{\prime}}(\lambda)=\Gamma(\gamma+1) 2^{-\nu-1} a^{\nu} \lambda^{-\nu-1} \\
\times \exp \left(-a^{2} / 4 \lambda\right) \lambda^{-\gamma-1}=\Gamma(\gamma+1) 2^{-\nu-1} a^{\nu} \lambda^{-1 / 2} \exp \left(-a^{2} / 4 \lambda\right), \\
F_{g}(\lambda) F_{h^{\prime}}(\lambda)=\Gamma(\gamma+1) 2^{-\nu-1} \pi a^{\nu} \lambda^{-1}, \lambda>0,
\end{gathered}
$$

whence $\left(g * h^{\prime}\right)_{t}=\Gamma(\gamma+1) 2^{-\nu-1} \pi a^{\nu}, \quad t>0$, and condition (1.14.9) holds. (For the details of the theory of Bessel functions of the first kind and their Laplace transforms see (Wat95) and (GR80).)

Condition (1.14.8) is fulfilled since $\left|h^{\prime}(x)\right| \leq C x^{\nu+\gamma+1}$ on any interval $(0, t)$, where $C$ depends on $t$.

Conditions (1.14.2) and (1.14.7) hold for any $\varphi \in L_{2}(0, t), t>0$; condition (1.14.3), according to Lemma 1.14.1, holds for any $\varphi$ such that $F_{|\varphi|}(\lambda)<$ $\infty, F_{\varphi}(\lambda) \neq 0$ for $\lambda \in(a, b) \subset(0, \infty)$. In this case $V_{t}$ is $(g)$-transformable, according to part 1 ) of Theorem 1.14.4.

Example 1.14.9. Let $g(x)=x^{-1 / 2} \cosh \left(a x^{1 / 2}\right), \quad h(x)=\int_{0}^{x} t^{-1 / 2} \cos \left(a t^{1 / 2}\right) d t$. Then $F_{g}(\lambda)=(\pi / \lambda)^{1 / 2} \exp \left(a^{2} / 4 \lambda\right), \quad F_{h^{\prime}}(\lambda)=(\pi / \lambda)^{1 / 2} \exp \left(-a^{2} / 4 \lambda\right)$, $F_{g}(\lambda) F_{h^{\prime}}(\lambda)=\pi / \lambda, \quad \lambda>0$, so $\left(g * h^{\prime}\right)_{t}=\pi, \quad t>0$. Since $|h(x)| \leq C x^{1 / 2}$, we can conclude as in Example 1.14.8.
Example 1.14.10. Let $g^{\prime}(x)=\int_{0}^{x} t^{-1 / 2} \cosh \left(a t^{1 / 2}\right)(x-t)^{\gamma} d t, \quad h(x)=$ $x^{\nu / 2} I_{\nu}\left(a x^{1 / 2}\right)$ with $\gamma \in\left(-1,-\frac{1}{2}\right), \nu \in(-1,0), \gamma+\nu=-\frac{3}{2}$. Then $F_{g^{\prime}}(\lambda)=$ $\pi^{1 / 2} \lambda^{-\gamma-3 / 2} \exp \left(a^{2} / 4 \lambda\right), \quad F_{h}(\lambda)=\lambda^{-\nu-1} \exp \left(-a^{2} / 4 \lambda\right), \quad F_{g^{\prime}}(\lambda) F_{h}(\lambda)=$ $\pi^{1 / 2} \lambda^{-1}$.

Conditions (1.14.2), (1.14.3) and (1.14.11) hold for $\varphi \in L_{2}(0, t), t>0$, $F_{|\varphi|}(\lambda)<\infty, F_{\varphi}(\lambda) \neq 0$ for some interval $(a, b) \subset(0, \infty),(1.14 .10)$ is evident, (1.14.6) is fulfilled at least for $\varphi \in C\left(\mathbb{R}_{+}\right)$. So, if $\varphi>0, \varphi \in C\left(\mathbb{R}_{+}\right)$and $F_{|\varphi|}(\lambda)<\infty$ we have part 3) of Theorem 1.14.5.
Remark 1.14.11. According to Proposition 7 from (HC78), under the condition $h^{\prime} \in L_{2}(0, t), t>0, \varphi \equiv 1, V_{t}$ is a semimartingale. In this case we transform semimartingale into martingale by $(g)$-transformation. For example, let $h(x)=x^{\varepsilon}, 1 / 2<\varepsilon<1, \varphi(x)=1$. Then

$$
V_{t}=\int_{0}^{t} h(t-s) d W_{s}=\varepsilon \int_{0}^{t}\left(\int_{0}^{s}(s-u)^{\varepsilon-1} d W_{u}\right) d s
$$

is a semimartingale, more precisely, a process of bounded variation. Put $g(x)=$ $x^{-\varepsilon}$. Then $M_{t}=\varepsilon \int_{0}^{t}(t-s)^{-\varepsilon}\left(\int_{0}^{s}(s-u)^{\varepsilon-1} d W_{u}\right) d s=\varepsilon B(\varepsilon, 1-\varepsilon) W_{t}$, where $B(\cdot, \cdot)$ is the beta-function.

Now, let $V_{t}$ be equal to $Y_{t}$ from (1.14.1). Recall that $B_{t}^{H}=\int_{0}^{t} s^{\alpha} d V_{s}$ is an fBm with Hurst index $H$, and in this case $B_{t}^{H}$ can be presented as $B_{t}^{H}=\int_{0}^{t} m_{H}(t, s) d B_{s}$, where $B$ is a Wiener process and the kernel $m_{H}(t, s)$ is defined in Section 1.8. Consider general conditions on function $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ for the process $N_{t}:=\int_{0}^{t} \psi_{s} d V_{s}$ to be presented in a similar way.
Theorem 1.14.12. Let conditions (1.14.2), (1.14.3) hold and also

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0} \psi^{2}(\varepsilon) \int_{0}^{\varepsilon} h^{2}(\varepsilon-u) \varphi^{2}(u) d u=0 \tag{1.14.14}
\end{equation*}
$$

the Riemann integral $\int_{[0,(s, t)]} \psi(u) \psi(v) d R_{u v} \quad$ exists, $s, t>0 ;$
there exists a derivative $\psi^{\prime}(s), s>0$ and

$$
\begin{equation*}
\left(h^{2} * \varphi^{2}\right)^{1 / 2} \psi^{\prime} \in L_{1}(0, t), \quad\left(|h| *\left|\psi^{\prime}\right|\right)_{t}<\infty, \quad t>0 . \tag{1.14.16}
\end{equation*}
$$

Then

$$
\int_{0}^{t} \psi(s) d V_{s}=\int_{0}^{t} m(t, s) \varphi(s) d W_{s}, t>0, \text { a.s. }
$$

where

$$
m(t, s)=\psi(t) h(t-s)-\int_{s}^{t} h(u-s) \psi^{\prime}(u) d u
$$

$W$ is a Wiener process.
If (1.14.16) is strengthened to

$$
\begin{equation*}
\left(h^{2} * \varphi^{2}\right)^{1 / 2} \psi^{\prime} \in L_{2}(0, t), t>0 \tag{1.14.17}
\end{equation*}
$$

then $E\left(\int_{0}^{t} \psi(s) d V_{s}\right)^{2}<\infty$.
Proof. Under (1.14.14)-(1.14.16), we can consider the integral $\int_{0}^{t} \psi(u) d V_{u}$ as a mean-square limit of Riemann sums, and integrating by parts, we obtain the following limits in the mean-square sense

$$
\begin{aligned}
\int_{0}^{t} \psi(u) d V_{u} & =\lim _{\varepsilon \downarrow 0} \int_{\varepsilon}^{t} \psi(u) d V_{u} \\
& =\psi(t) V(t)-\lim _{\varepsilon \downarrow 0} \psi(\varepsilon) V(\varepsilon)-\int_{0}^{t} \psi^{\prime}(u) V(u) d u \\
& =\psi(t) V(t)-\int_{0}^{t} \psi^{\prime}(u)\left(\int_{0}^{u} h(u-s) \varphi(s) d W_{s}\right) d u
\end{aligned}
$$

Due to (1.14.16), the stochastic Fubini theorem can be applied to the last integral, and we obtain

$$
\begin{aligned}
\int_{0}^{t} \psi(u) d V_{u}=\int_{0}^{t} \psi(t) h(t & -s) \varphi(s) d s-\int_{0}^{t} \varphi(s)\left(\int_{s}^{t} h(u-s) \psi^{\prime}(u) d u\right) d W_{s} \\
& =\int_{0}^{t} m(t, s) \varphi(s) d W_{s}
\end{aligned}
$$

The second statement is evident.
Now let $P$ and $\widehat{P}$ be two probability measures on $(\Omega, \mathcal{F})$. Denote by $P_{t}\left(\widehat{P}_{t}\right)$ the restriction of $P(\widehat{P})$ on $\mathcal{F}_{t}$ and suppose that $\widehat{P} \stackrel{\text { loc }}{\ll} P$ (it means that $\left.\widehat{P}_{t} \ll P_{t}, t \in \mathbb{R}_{+}\right)$. Consider the density process $Z_{t}=\mathcal{E}\left(X_{t}\right):=$ $\exp \left\{X_{t}-\frac{1}{2}\left\langle X^{c}\right\rangle_{t}\right\} \prod_{0 \leq s \leq t}\left(1+\Delta X_{s}\right) e^{-\Delta X_{s}}, \mathrm{X}$ is a local martingale.

As before, we consider the Gaussian process $V_{t}=\int_{0}^{t} h(t-s) \varphi(s) d W_{s}$ and suppose that $V_{t}$ is $(g)$-transformable by the function $g$; moreover, the conditions (1.14.8)-(1.14.9) or (1.14.10)-(1.14.12) hold. Let $M_{t}=C_{0} \int_{0}^{t} \varphi(s) d W_{s}$ with $C_{0}$ depending on $g$. Since $M_{t}$ has continuous modification, the process $[M, X]$ has $P$-locally bounded variation (see (JS87, Lemma 3.14)).

Denote by $A_{t}:=\langle M, X\rangle_{t}$ the $P$-compensator of $[M, X]$. Suppose further that the function $\psi$ satisfies conditions (1.14.14)-(1.14.16) of Theorem 1.14.12.
Lemma 1.14.13. The integral $\int_{0}^{t} m(t, s) d A_{s}$ exists for any $t>0 P$ - and $\widehat{P}$ a.s.

Proof. Since $m(t, s)=\psi(t) h(t-s)-\int_{s}^{t} h(u-s) \psi^{\prime}(u) d u$, we consider $\int_{0}^{t} h(t-s) d A_{s}$ and $\int_{0}^{t}\left(\int_{s}^{t} h(u-s) \psi^{\prime}(u) d u\right) d A_{s}$ individually. From Kunita's inequality and (1.14.2),

$$
\begin{aligned}
& \int_{0}^{t}|h(t-s)| d|A|_{s} \leq\left(\int_{0}^{t}|h(t-s)|^{2} d\langle M\rangle_{s} \cdot\langle X\rangle_{t}\right)^{\frac{1}{2}} \\
& =C_{0}\left(\int_{0}^{t}|h(t-s)|^{2} \varphi^{2}(s) d s\langle X\rangle_{t}\right)^{\frac{1}{2}}<\infty
\end{aligned}
$$

$P$ - and $\widehat{P}$-a.s.
Similarly,

$$
\begin{gathered}
\int_{0}^{t}\left|\int_{s}^{t} \psi^{\prime}(u) h(u-s) d u\right| d|A|_{s} \\
\leq C_{0}\left(\int_{0}^{t}\left|\int_{s}^{t} \psi^{\prime}(u) h(u-s) d u\right|^{2} \varphi^{2}(s) d s \cdot\langle X\rangle_{t}\right)^{\frac{1}{2}} \\
\leq C_{0}\left(\int_{0}^{t}\left(h^{2} * \varphi^{2}\right)_{u}\left|\psi^{\prime}(u)\right|^{2} d u \cdot\langle X\rangle_{t}\right)^{\frac{1}{2}}<\infty
\end{gathered}
$$

$P$ and $\widehat{P}$-a.s.
Theorem 1.14.14. Let $V_{t}$ be ( $g$ )-transformable with $g$ satisfying (1.14.8)(1.14.9) or (1.14.10)-(1.14.12), $\psi$ satisfying (1.14.14)-(1.14.16), $\varphi \neq 0$ a.e. $(\bmod \lambda)$. Then $\widehat{N}_{t}:=N_{t}-C_{0}^{-1} \int_{0}^{t} m(t, s) d A_{s}$ is a Gaussian process w.r.t. $\widehat{P}$ and admits the representation $\widehat{N}_{t}=\int_{0}^{t} m(t, s) \varphi(s) d \widehat{W}_{s}$, where $\widehat{W}_{t}$ is a Wiener process w.r.t. $\widehat{P}$.

Remark 1.14.15. Consider the case where $\varphi(s)=s^{-\alpha}, h(s)=C_{1} s^{\alpha}$, $g(s)=C_{2} s^{-\alpha}, V_{t}$ is defined by $V_{t}=C_{1} \int_{0}^{t}(t-s)^{\alpha} s^{-\alpha} d W_{s}, \psi(s)=s^{\alpha}$, and $B_{t}^{H}=\int_{0}^{t} s^{\alpha} d V_{s}$ is an fBm with Hurst index $H$. Then we obtain that $\widehat{B}_{t}^{H}:=$ $B_{t}^{H}-C_{0}^{-1} \int_{0}^{t} m_{H}(t, s) d\langle X, M\rangle_{s}$ is an fBm w.r.t. $\widehat{P}, M_{t}=C_{4} \int_{0}^{t} s^{-\alpha} d W_{s}=$ $C_{1} C_{2} \int_{0}^{t}(t-s)^{-\alpha} d V_{s}, C_{0}=C_{4}=\pi|\alpha||\cos \pi H|^{-1} C_{1} \cdot C_{2}$.
Proof. According to the classical Girsanov theorem, $\widehat{M}_{t}:=M_{t}-\langle M, X\rangle_{t}$ is a $\widehat{P}$-local martingale with the angle bracket $\langle\widehat{M}\rangle_{t}=\langle M\rangle_{t}=$ $C_{0}^{2} \int_{0}^{t} \varphi^{2}(s) d s$. Therefore, $\widehat{M}_{t}$ is a continuous square-integrable $\widehat{P}$-martingale. Since $\varphi \neq 0$ a.e. $(\bmod \lambda)$, we obtain from the Lévy theorem that $\widehat{M}_{t}=$ $C_{0} \int_{0}^{t} \varphi_{s} d \widehat{W}_{s}, \widehat{W}$ is $\widehat{P}$-Wiener process. According to Theorem 1.14.12, $\widehat{B}_{t}=$ $C_{0}^{-1} \int_{0}^{t} z(t, s) d\left(M_{s}-\langle M, X\rangle_{s}\right)=C_{0}^{-1} \int_{0}^{t} m(t, s) d \widehat{M}_{s}=\int_{0}^{t} m(t, s) \varphi(s) d \widehat{W}_{s}$.

According to the Theorem 1.14.14, we obtain that the drift has the form $D_{t}:=C_{0}^{-1} \int_{0}^{t} m(t, s) d A_{s}$ in the case when the density process $Z_{t}$ is known. Consider also the question: what "drifts" are admissible?

Theorem 1.14.16. Let (1.14.14)-(1.14.16) and one of the following sets of conditions hold:

1) conditions (1.14.2), (1.14.3), (1.14.7)-(1.14.9) and $\varphi \neq 0$ a.e. $(\bmod \lambda)$;
2) $\int_{s}^{t}\left|h^{\prime}(v-s)\right|\left|\psi^{\prime}(v)\right| d v<\infty, \quad 0 \leq s \leq t$ a.s;
3) a process $\left\{D_{t}, \mathcal{F}_{t}^{W}, t \geq 0\right\}$ has a.s. bounded variation $|D|_{t}=\operatorname{var}_{[0, t]} D$, $t>0, D_{0}=0$;
4) $\psi \neq 0$, the integral $\int_{0}^{t}|g(t-s)|\left|\psi^{-1}(s)\right| d|D|_{s}<\infty$ a.s., $t>0$, and we have a representation

$$
\begin{aligned}
& \int_{0}^{t} g(t-s) \psi^{-1}(s) d D_{s}=\int_{0}^{t} \delta_{s} d s, \quad \text { where } \int_{0}^{t}\left|\delta_{s}\right| d s<\infty \text { a.s. } \\
& E \int_{0}^{t} \varphi_{s}^{-2} \delta_{s}^{2} d s<\infty, \quad t>0
\end{aligned}
$$

5) $E \mathcal{E}\left(X_{t}\right)=1$, where

$$
X_{t}=C_{0}^{-1} \int_{0}^{t} \varphi_{s}^{-1} \delta_{s} d W_{s}, \quad \mathcal{E}\left(X_{t}\right)=\exp \left\{X_{t}-\frac{1}{2}\langle X\rangle_{t}\right\} ;
$$

or:
6) conditions (1.14.2), (1.14.3), (1.14.6), (1.14.10)-(1.14.12);
7) conditions 3)-5);
8) a process $E_{t}=\int_{0}^{t} m(t, s) \delta_{s} d s$ has bounded variation and

$$
\int_{0}^{t}|g(t-s)|\left|\psi^{-1}(s)\right| d|E|_{s}<\infty, \text { a.s., } \quad t>0
$$

9) $g^{\prime} \in U$.

Then the process $\widehat{B}_{t}=B_{t}-D_{t}$ is Gaussian and admits the representation $\widehat{B}_{t}=\int_{0}^{t} m(t, s) \varphi(s) d \widehat{W}_{s}$ under the measure $\widehat{P} \stackrel{\text { loc }}{\ll P}$ such that $\left.\frac{d \widehat{P}}{d P}\right|_{\mathcal{F}_{t}^{W}}=\mathcal{E}\left(X_{t}\right)$.

Proof. In our case $A_{t}=\langle M, X\rangle_{t}=\int_{0}^{t} \delta_{s} d s$, therefore from Theorem 1.14.14 the "drift" equals $C_{0}^{-1} E_{t}$.

It is enough to establish that $D_{t}=C_{0}^{-1} E_{t}$. If conditions 1)-5) hold, then

$$
\begin{gathered}
\int_{0}^{t} m(t, s) \delta_{s} d s=\int_{0}^{t}(\psi(t) h(t-s) \\
\left.-\int_{0}^{t} h(u-s) \psi^{\prime}(u) d u\right) d\left(\int_{0}^{t} g(t-s) \psi^{-1}(s) d D_{s}\right) \\
=\int_{0}^{t} \psi(t) h^{\prime}(t-s)\left(\int_{0}^{s} g(s-u) \psi^{-1} d D_{u}\right) d s-\int_{0}^{t}\left(\int_{s}^{t} h^{\prime}(v-s) \psi^{\prime}(v) d v\right)
\end{gathered}
$$

$$
\begin{gathered}
\times\left(\int_{0}^{s} g(s-u) \psi^{-1}(u) d D_{u}\right) d s \\
=\psi(t) \int_{0}^{t}\left(\int_{u}^{t} h^{\prime}(t-s) g(s-u) d s\right) \psi^{-1}(u) d D_{u} \\
-\int_{0}^{t} \int_{0}^{t} \int_{0}^{t} h^{\prime}(v-s) \psi^{\prime}(v) g(s-u) \psi^{-1}(u) I\{u \leq s \leq v \leq t\} d v d s d D_{u} \\
=C_{0} \psi(t) \int_{0}^{t} \psi^{-1}(u) d D_{u}-C_{0} \int_{0}^{t} \int_{0}^{t} \psi^{\prime}(v) \psi^{-1}(u) I\{u \leq v \leq t\} d v d D_{u} \\
=C_{0} \psi(t) \int_{0}^{t} \psi^{-1}(u) d D_{u}-C_{0} \int_{0}^{t}(\psi(t)-\psi(u)) \psi^{-1}(u) d D_{u}=C_{0} D_{t} .
\end{gathered}
$$

If conditions 6)-9) hold, then for any $t>0$

$$
\begin{align*}
& \int_{0}^{t} g(t-s) \psi^{-1}(s) d E_{s}=\int_{0}^{t}\left(g^{\prime}(t-s) \psi^{-1}(s)+g(t-s) \psi^{\prime}(s) \psi^{-2}(s)\right) \\
& \quad \times\left(\psi(s) \int_{0}^{s} h(s-u) \delta_{u} d u-\int_{0}^{s}\left(\int_{u}^{s} h(v-u) \psi^{\prime}(v) d v\right) \delta_{u} d u\right) d s \tag{1.14.18}
\end{align*}
$$

The right-hand side of (1.14.18) contains four integrals. Consider them separately. From (1.14.12),

$$
\int_{0}^{t} g^{\prime}(t-s) \int_{0}^{s} h(s-u) \delta_{u} d u d s=C_{0} \int_{0}^{t} \delta_{u} d u
$$

Further,

$$
\begin{aligned}
& \int_{0}^{t} g(t-s) \frac{\psi^{\prime}(s)}{\psi^{2}(s)}\left(\psi(s) \int_{0}^{s} h(s-u) \delta_{u} d u\right. \\
&\left.-\int_{0}^{s}\left(\int_{u}^{s} h(v-u) \psi^{\prime}(v) d v\right) \delta_{u} d u\right) d s \\
&=\int_{0}^{t} g^{\prime}(t-s)\left(\int _ { 0 } ^ { s } \frac { \psi ^ { \prime } ( z ) } { \psi ^ { 2 } ( z ) } \left(\psi(z) \int_{0}^{z} h(z-u) \delta_{u} d u\right.\right. \\
&\left.\left.-\int_{0}^{z}\left(\int_{0}^{z} h(v-u) \psi^{\prime}(v) d v\right) \delta_{u} d u\right) d z\right) d s .
\end{aligned}
$$

It is sufficient to prove that

$$
\begin{align*}
\sigma_{s}:=\int_{0}^{s} \frac{\psi^{\prime}(z)}{\psi^{2}(z)} & \left(\psi(z) \int_{0}^{z} h(z-u) \delta_{u} d u\right. \\
& \left.-\int_{0}^{z}\left(\int_{u}^{z} h(v-u) \psi^{\prime}(v) d v\right) \delta_{u} d u\right) d z \\
= & \psi^{-1}(s) \int_{0}^{s}\left(\int_{u}^{s} h(v-u) \psi^{\prime}(v) d v\right) \delta_{u} d u=: \bar{\sigma}_{s}, \tag{1.14.19}
\end{align*}
$$

and then it follows that the right-hand side of (1.14.18) equals $C_{0} \int_{0}^{t} \delta_{u} d u$.
But $\sigma_{0}=\bar{\sigma}_{0}$, and the derivative

$$
\begin{aligned}
\bar{\sigma}_{s}^{\prime}= & -\frac{\psi^{\prime}(s)}{\psi^{2}(s)} \int_{0}^{s}\left(\int_{u}^{s} h(v-u) \psi^{\prime}(v) d v\right) \delta_{u} d u \\
& +\psi^{-1}(s) \int_{0}^{s} h(s-u) \delta_{u} d u \cdot \psi^{\prime}(s)=\sigma_{s}^{\prime} .
\end{aligned}
$$

We obtain that

$$
\int_{0}^{t} g(t-s) \psi^{-1}(s) d D_{s}=\int_{0}^{t} g(t-s) \psi^{-1}(s) d\left(C_{0}^{-1} \int_{0}^{s} z(s, u) \delta_{u} d u\right),
$$

or

$$
\int_{0}^{t} g^{\prime}(t-s) \int_{0}^{s} \psi^{-1}(u) d D_{u} d s=C_{0}^{-1} \int_{0}^{t} g^{\prime}(t-s)\left(\int_{0}^{s} \psi^{-1}(u) d E_{u}\right) d s
$$

If $g^{\prime} \in U$ then $\int_{0}^{s} \psi^{-1}(u) d(D-E)_{u}=0$, whence $D_{t}=\int_{0}^{t} \psi_{s} \cdot \psi_{s}^{-1} d D_{s}=$ $\psi_{t} \cdot \int_{0}^{t} \psi_{s}^{-1} d E_{s}-\int_{0}^{t} \psi_{s}^{\prime} \cdot \int_{0}^{s} \psi_{u}^{-1} d E_{u} d s=E_{t}$.

Theorem 1.14.16 permits us to calculate the Hellinger process for $P$ and $\widehat{P}$.

Let $\widehat{P} \ll P$ and $Y_{t}=\mathcal{E}\left(X_{t}\right), \quad X_{t}$ be a continuous square-integrable martingale. According to (JS87, Corollary 1.37) the Hellinger process in a narrow sense of order $\beta$ equals $h_{t}(\beta)=\frac{1}{2} \beta(1-\beta)\langle X\rangle_{t}$.
Theorem 1.14.17. Let one of conditions 1)-5) or 6)-9) hold, then

$$
\begin{aligned}
h_{t}(\beta)=\frac{\beta(1-\beta)}{2 C_{0}^{2}} & \int_{0}^{t} \varphi_{s}^{-2} \delta_{s}^{2} d s \\
& =\frac{\beta(1-\beta)}{2 C_{0}^{2}} \int_{0}^{t} \varphi_{s}^{-2}\left(\frac{d}{d s} \int_{0}^{s} g(t-u) \psi^{-1}(u) d D_{u}\right)^{2} d s .
\end{aligned}
$$

The proof follows immediately from Theorem 1.14.16.
Remark 1.14.18. It is possible to study if the process $V_{t}=\int_{0}^{t} h(t-s) \varphi(s) d W_{s}$ is itself a semimartingale. In the case when $\varphi \equiv 1$ this question is investigated in (CCM98).
Theorem 1.14.19. Let the function $h$ be differentiable on $\mathbb{R}_{+}$, $\int_{0}^{t}\left|h^{\prime}(u)\right| d u<\infty, t \geq 0$, and $\int_{0}^{t}\left(h^{\prime}(t-u) \varphi(u)\right)^{2} d u<\infty, t \geq 0$.

Then the process $\left\{V_{t}, \mathcal{F}_{t}^{W}, t \geq 0\right\}$ is a semimartingale.
Proof. We have the representation $h(t)=h(0)+\int_{0}^{t} h^{\prime}(u) d u$, which together with the Fubini theorem supplies the following transformations:

$$
V_{t}=\int_{0}^{t} h(t-s) c(s) d W_{s}=h(0) \int_{0}^{t} c(s) d W_{s}+\int_{0}^{t}\left(\int_{0}^{t-s} h^{\prime}(u) d u \varphi(s)\right) d W_{s}
$$

$$
\begin{aligned}
=h(0) \int_{0}^{t} \varphi(s) d W_{s} & +\int_{0}^{t} \int_{s}^{t} h^{\prime}(v-s) \varphi(s) d v d W_{s}=h(0) \int_{0}^{t} \varphi(s) d W_{s} \\
& +\int_{0}^{t} \int_{0}^{v} h^{\prime}(v-s) \varphi(s) d W_{s} d v .
\end{aligned}
$$

### 1.15 Nonsemimartingale Properties of fBm; How to Approximate Them by Semimartingales

A process $\left\{X_{t}, \mathcal{F}_{t}, t \geq 0\right\}$ is called semimartingale, if it admits the representation

$$
X_{t}=X_{0}+M_{t}+A_{t}
$$

where $M$ is an $\mathcal{F}_{t}$-local martingale with $M_{0}=0, A$ is a process of locally bounded variation, $X_{0}$ is $\mathcal{F}_{0}$-measurable. Evidently, any semimartingale has locally bounded quadratic variation; if $X$ is continuous, then $M$ and $A$ are continuous. Let $X_{t}=B_{t}^{H}$ with $H \in(0,1 / 2)$. Then its quadratic variation is infinite, therefore, it is not a semimartingale. If $H \in(1 / 2,1)$, then the quadratic variation of $X$ is zero, and if we suppose that $X$ is semimartingale, then the quadratic variation of $M_{t}=X_{t}-X_{0}-A_{t}$ is zero, and $M$ is zero. But $X_{t} \neq A_{t}$ since $X$ has unbounded variation. Therefore, $X_{t}=B_{t}^{H}$ is not a semimartingale for any $H \neq 1 / 2$. (There are many another elegant proofs of this fact.) Nevertheless, there are many approaches to how to approximate fBm by a sequence of semimartingales.

### 1.15.1 Approximation of fBm by Continuous Processes of Bounded Variation

We follow here the approach of and (And05) and (AM06). According to (1.8.5) and (1.8.18), we can represent $\left\{B_{t}^{H}, t \geq 0\right\}$ with Hurst index $H \in(1 / 2,1)$ as

$$
B_{t}^{H}=\int_{0}^{t} s^{\alpha} d Y_{s}
$$

where

$$
Y_{t}=C_{H}^{(8)} \int_{0}^{t}(t-s)^{\alpha} s^{-\alpha} d B_{s}
$$

$\left\{B_{t}, t \geq 0\right\}$ is a Wiener process, $C_{H}^{(8)}=C_{H}^{(6)} \widetilde{\alpha}$.
We can rewrite $Y_{t}$ as

$$
\begin{equation*}
Y_{t}=C_{H}^{(8)} \alpha \int_{0}^{t}\left(\int_{s}^{t}(u-s)^{\alpha-1} d u\right) s^{-\alpha} d B_{s} \tag{1.15.1}
\end{equation*}
$$

If we formally apply the stochastic Fubini theorem to the right-hand side of (1.15.1), we obtain that

$$
\begin{equation*}
Y_{t}=C_{H}^{(8)} \alpha \int_{0}^{t}\left(\int_{0}^{u}(u-s)^{\alpha-1} s^{-\alpha} d B_{s}\right) d u \tag{1.15.2}
\end{equation*}
$$

But the right-hand side of (1.15.2) does not exist, since the variance of interior integral is infinite,

$$
\int_{0}^{u}(u-s)^{2 \alpha-2} s^{-2 \alpha} d s=\infty
$$

Thereupon, we introduce the "truncated" process for $\beta \in(0,1)$,

$$
Y_{t}^{\beta}=C_{H}^{(8)} \alpha \int_{0}^{t}\left(\int_{0}^{\beta s}(s-u)^{\alpha-1} u^{-\alpha} d B_{u}\right) d s
$$

and

$$
\begin{equation*}
B_{t}^{H, \beta}=\int_{0}^{t} s^{\alpha} d Y_{s}^{\beta}=C_{H}^{(8)} \alpha \int_{0}^{t} s^{\alpha}\left(\int_{0}^{\beta s}(s-u)^{\alpha-1} u^{-2 \alpha} d B_{u}\right) d s \tag{1.15.3}
\end{equation*}
$$

is a process of bounded variation which will serve as an approximation of $B_{t}^{H}$.
Theorem 1.15.1. We have that

$$
E\left(B_{t}^{H}-B_{t}^{H, \beta}\right)^{2} \leq c_{1} t^{2 H}(1-\beta)^{2 \alpha}
$$

where $c_{1}=c_{1}(H)$ is some constant, independent of $t$ and $\beta$.
Proof. First, we want to change the limits of the integration in (1.15.3) and consider the process

$$
\begin{align*}
Z_{t}^{\beta} & :=\alpha C_{H}^{(8)} \int_{0}^{\beta t}\left(\int_{u / \beta}^{t}(s-u)^{\alpha-1} d s\right) u^{-\alpha} d B_{u} \\
& =C_{H}^{(8)}\left(\int_{0}^{\beta t}(t-u)^{\alpha} u^{-\alpha} d B_{u}-\left(\frac{1-\beta}{\beta}\right)^{\alpha} B_{\beta t}\right) \tag{1.15.4}
\end{align*}
$$

We cannot apply here the stochastic Fubini theorem (Pro90, Theorem IV.4.5), because it is valid if the integral $\int_{0}^{\beta t} \int_{u / \beta}^{t}(s-u)^{2 \alpha-2} u^{-2 \alpha} d s d u$ is finite but it is infinite. Therefore, we must go an indirect way. We consider the integral $Y_{t}^{\beta, \varepsilon}=D \int_{\varepsilon}^{t}\left(\int_{\beta \varepsilon}^{\beta s}(s-u)^{\alpha-1} u^{-\alpha} d B_{u}\right) d s$, where $D=\alpha C_{H}^{(8)}$, and the Fubini theorem ensures the equality

$$
Y_{t}^{\beta, \varepsilon}=Z_{t}^{\beta, \varepsilon}:=D \int_{\beta \varepsilon}^{\beta t}\left(\int_{u / \beta}^{t}(s-u)^{\alpha-1} d s\right) u^{-\alpha} d B_{u} .
$$

Furthermore,

$$
\begin{gathered}
E\left|Y_{t}^{\beta, \varepsilon}-Y_{t}^{\beta}\right| \leq D\left(\int_{0}^{\varepsilon}\left(\int_{0}^{\beta s}(s-u)^{2 \alpha-2} u^{-2 \alpha} d u\right)^{1 / 2} d s\right. \\
\left.+\int_{\varepsilon}^{t}\left(\int_{0}^{\beta \varepsilon}(s-u)^{2 \alpha-2} u^{-2 \alpha} d u\right)^{1 / 2} d s\right) \leq D\left(\int _ { 0 } ^ { \varepsilon } u ^ { - 1 / 2 } d u \left(\int_{0}^{\beta}(1-u)^{2 \alpha-2}\right.\right. \\
\left.\left.\times u^{-2 \alpha} d u\right)+\widehat{\alpha}(\beta \varepsilon)^{1 / 2-\alpha} \int_{\varepsilon}^{t}(s-\beta \varepsilon)^{\alpha-1} d s\right) \rightarrow 0
\end{gathered}
$$

and

$$
E\left|Z_{t}^{\beta, \varepsilon}-Z_{t}^{\beta}\right|^{2} \leq D^{2} \int_{0}^{\beta \varepsilon}\left(\int_{u / \beta}^{t}(s-u)^{\alpha-1} d s\right)^{2} u^{-2 \alpha} d u \leq C D^{2} \beta \varepsilon^{1-2 \alpha} \rightarrow 0
$$

as $\varepsilon \rightarrow 0$, where $C>0$ is some constant. This means that $Y_{t}^{\beta}=Z_{t}^{\beta}$ a.s. for any $t \in[0, T]$. Therefore, for $1 / 2<\beta<1$

$$
\begin{aligned}
E\left(Y_{t}-Y_{t}^{\beta}\right)^{2} & =\left(C_{H}^{(8)}\right)^{2} E\left(\int_{\beta t}^{t}(t-u)^{\alpha} u^{-\alpha} d B_{u}+\left(\frac{1-\beta}{\beta}\right)^{\alpha} B_{\beta t}\right)^{2} \\
& \leq 2\left(C_{H}^{(8)}\right)^{2} \int_{\beta t}^{t}(t-u)^{2 \alpha} u^{-2 \alpha} d u+2\left(C_{H}^{(8)}\right)^{2}\left(\frac{1-\beta}{\beta}\right)^{2 \alpha} \beta t \\
& \leq H^{-1}\left(C_{H}^{(8)}\right)^{2}(\beta t)^{-2 \alpha} t^{2 H}(1-\beta)^{2 H}+2\left(C_{H}^{(8)}\right)^{2}\left(\frac{1-\beta}{\beta}\right)^{2 \alpha} \beta t \\
& \leq c_{2} t(1-\beta)^{2 \alpha} \quad \text { with } c_{2}=\left(C_{H}^{(8)}\right)^{2} \cdot 2^{2 \alpha-1}\left(H^{-1}+2\right)
\end{aligned}
$$

Integration by parts gives us

$$
B_{t}^{H}-B_{t}^{H, \beta}=t^{\alpha}\left(Y_{t}-Y_{t}^{\beta}\right)-\alpha \int_{0}^{t}\left(Y_{s}-Y_{s}^{\beta}\right) s^{\alpha-1} d s
$$

whence we obtain from (1.15.5) that

$$
\begin{aligned}
E\left(B_{t}^{H}-B_{t}^{H, \beta}\right)^{2} & \leq 2 t^{2 \alpha} E\left(Y_{t}-Y_{t}^{\beta}\right)^{2}+2 \alpha^{2} t \int_{0}^{t} E\left(Y_{s}-Y_{s}^{\beta}\right)^{2} s^{2 \alpha-2} d s \\
& \leq 2 c_{2} t^{2 H}(1-\beta)^{2 \alpha}+2 \alpha^{2} t \int_{0}^{t} s^{2 \alpha-1} d s \cdot c_{2}(1-\beta)^{2 \alpha}
\end{aligned}
$$

and we can put $c_{1}=2 c_{2}(\alpha+1)$.

### 1.15.2 Convergence $B^{H, \beta} \rightarrow B^{H}$ in Besov Space $W^{\lambda}[a, b]$.

For $\lambda \in(0,1 / 2)$ define the Besov space $W^{\lambda}[a, b]$ as the space of measurable functions $f:[a, b] \rightarrow \mathbb{R}$ such that

$$
\|f\|_{a, b, \lambda}:=\int_{a}^{b} \frac{|f(s)|}{(s-a)^{\lambda}} d s+\int_{a}^{b} \int_{a}^{s} \frac{|f(s)-f(y)|}{(s-y)^{\lambda+1}} d y d s<\infty
$$

Theorem 1.15.2. For any $\lambda \in(0,1 / 2), H \in(1 / 2,1)$ and any $[a, b] \subset[0, T]$

$$
E\left\|B^{H}-B^{H, \beta}\right\|_{a, b, \lambda} \leq c_{1}(H, \lambda, T)(1-\beta)^{\alpha} .
$$

Proof. Denote $\bar{B}_{t}^{H, \beta}:=B_{t}^{H}-B_{t}^{H, \beta}$. We have

$$
\begin{equation*}
E\left\|\bar{B}^{H, \beta}\right\|_{\lambda}=E \int_{a}^{b} \frac{\left|\bar{B}_{s}^{H, \beta}\right|}{(s-a)^{\lambda}} d s+E \int_{a}^{b} \int_{a}^{s} \frac{\left|\bar{B}_{s}^{H, \beta}-\bar{B}_{y}^{H, \beta}\right|}{(s-y)^{\lambda+1}} d y d s \tag{1.15.6}
\end{equation*}
$$

From Theorem 1.15.1,

$$
\begin{align*}
E \int_{a}^{b} \frac{\left|\bar{B}_{s}^{H, \beta}\right|}{(s-a)^{\lambda}} d s & \leq \int_{a}^{b} \frac{\left(E\left(\bar{B}_{s}^{H, \beta}\right)^{2}\right)^{1 / 2}}{(s-a)^{\lambda}} d s \leq c_{1}^{1 / 2}(1-\beta)^{\alpha} \int_{a}^{b} \frac{s^{H}}{(s-a)^{\lambda}} d s \\
& \leq c_{1}(H, \lambda, T)(1-\beta)^{\alpha}, \tag{1.15.7}
\end{align*}
$$

with $c_{1}(H, \lambda, T)=c_{1}^{1 / 2} \cdot T^{H-\lambda+1} \cdot(H-\lambda+1)^{-1}$. Consider the second term in the right-hand side of (1.15.6). Rewrite the difference in the numerator as

$$
\begin{align*}
\bar{B}_{s}^{H, \beta}-\bar{B}_{y}^{H, \beta} & =\left(B_{s}^{H}-B_{s}^{H, \beta}\right)-\left(B_{y}^{H}-B_{y}^{H, \beta}\right) \\
& =\int_{y}^{s} u^{\alpha} d\left(Y_{u}-Y_{u}^{\beta}\right)=\int_{y}^{s} u^{\alpha} d \bar{Y}_{u}^{\beta} \tag{1.15.8}
\end{align*}
$$

where $\bar{Y}_{u}^{\beta}=Y_{u}-Y_{u}^{\beta}$. Equality (1.15.8) and integration by parts give us the estimates

$$
\begin{aligned}
& \int_{a}^{b} \int_{a}^{s} \frac{\left|\bar{B}_{s}^{H, \beta}-\bar{B}_{y}^{H, \beta}\right|}{(s-y)^{\lambda+1}} d y d s \\
& =\int_{a}^{b} \int_{a}^{s}(s-y)^{-\lambda-1}\left|s^{\alpha} \bar{Y}_{s}^{\beta}-y^{\alpha} \bar{Y}_{y}^{\beta}+\alpha \int_{y}^{s} \bar{Y}_{u}^{\beta} u^{\alpha} d u\right| d y d s \\
& \leq \int_{a}^{b} \int_{a}^{s}(s-y)^{-\lambda-1} s^{\alpha}\left|\bar{Y}_{s}^{\beta}-\bar{Y}_{y}^{\beta}\right| d y d s \\
& \quad \quad+\int_{a}^{b} \int_{a}^{s}(s-y)^{-\lambda-1}\left(s^{\alpha}-y^{\alpha}\right)\left|\bar{Y}_{y}^{\beta}\right| d y d s \\
& \quad+\alpha \int_{a}^{b} \int_{a}^{s}(s-y)^{-\lambda-1}\left(\int_{y}^{s}\left|\bar{Y}_{u}^{\beta}\right| u^{\alpha-1} d u\right) d y d s \\
& =: I_{1}(\beta)+I_{2}(\beta)+\alpha I_{3}(\beta) .
\end{aligned}
$$

Now we estimate $I_{2}(\beta)$ :

$$
\begin{align*}
E I_{2}(\beta) & \leq \alpha \int_{a}^{b} \int_{a}^{s} y^{\alpha-1}(s-y)^{-\lambda}\left(E\left(\bar{Y}_{y}^{\beta}\right)^{2}\right)^{1 / 2} d y d s \\
& \leq c_{2}^{1 / 2} \alpha \int_{a}^{b} \int_{a}^{s} y^{\alpha-1}(s-y)^{-\lambda} y^{1 / 2} d y d s \cdot(1-\beta)^{\alpha} \\
& \leq c_{2}(H, \lambda, T)(1-\beta)^{\alpha}, \tag{1.15.9}
\end{align*}
$$

where $c_{2}(H, \lambda, T)=c_{2}^{1 / 2} \alpha T^{1-\lambda}$. Similarly,

$$
\begin{align*}
& E I_{3}(\beta) \leq \int_{a}^{b} \int_{a}^{s}(s-y)^{-\lambda-1}\left(\int_{y}^{s}\left(E\left(\bar{Y}_{u}^{\beta}\right)^{2}\right)^{1 / 2} u^{\alpha-1} d u\right) d y d s \\
& \quad \leq c_{2}^{1 / 2} \int_{a}^{b} \int_{a}^{s}(s-y)^{-\lambda-1}\left(\int_{y}^{s} u^{\alpha-1 / 2} d u\right) d y d s \cdot(1-\beta)^{\alpha}  \tag{1.15.10}\\
& \quad \leq c_{3}(H, \lambda, T)(1-\beta)^{\alpha}
\end{align*}
$$

where $c_{3}(H, \lambda, T)=c_{2}^{1 / 2} \frac{T^{H-\lambda+1}}{H(H-\lambda)(H-\lambda+1)}$. Now we use the representation (1.15.4) to estimate $I_{1}(\beta)$ :

$$
\begin{aligned}
\left|\bar{Y}_{s}^{\beta}-\bar{Y}_{y}^{\beta}\right| & \leq C_{H}^{(8)}\left|\int_{\beta s}^{s}(s-u)^{\alpha} u^{-\alpha} d B_{u}-\int_{\beta y}^{y}(s-u)^{\alpha} u^{-\alpha} d B_{u}\right| \\
& +C_{H}^{(8)}\left(\frac{1-\beta}{\beta}\right)^{\alpha}\left|B_{\beta s}-B_{\beta y}\right|
\end{aligned}
$$

therefore

$$
\begin{align*}
& I_{1}(\beta) \leq C_{H}^{(8)} \int_{a}^{b} \int_{a}^{s}(s-y)^{-\lambda-1} s^{\alpha} \\
& \quad \times\left|\int_{\beta s}^{s}(s-u)^{\alpha} u^{-\alpha} d B_{u}-\int_{\beta y}^{y}(y-u)^{\alpha} u^{-\alpha} d B_{u}\right| d y d s  \tag{1.15.11}\\
& \quad+C_{H}^{(8)}\left(\frac{1-\beta}{\beta}\right)^{\alpha} \int_{a}^{b} \int_{a}^{s} s^{\alpha}(s-y)^{-\lambda-1}\left|B_{\beta s}-B_{\beta y}\right| d y d s \\
& =: \mathcal{I}_{1}(\beta)+\mathcal{I}_{2}(\beta) .
\end{align*}
$$

Further,

$$
\begin{align*}
E \mathcal{I}_{2}(\beta) & \leq C_{H}^{(8)}\left(\frac{1-\beta}{\beta}\right)^{\alpha} \int_{a}^{b} \int_{a}^{s} s^{\alpha}(s-y)^{-\lambda-1 / 2} d y d s \beta^{1 / 2}  \tag{1.15.12}\\
& =c_{4}(H, \lambda, T)(1-\beta)^{\alpha}
\end{align*}
$$

where $c_{4}(H, \lambda, T)=C_{H}^{(8)} 2^{\alpha} \cdot \frac{T^{H-\lambda+1}}{1 / 2-\lambda}$. (Here we see that indeed $\lambda$ must be less than $1 / 2$.) Next, we decompose $\mathcal{I}_{1}(\beta)$ into two integrals

$$
\mathcal{I}_{1}(\beta)=C_{H}^{(8)} \int_{a}^{b} \int_{a}^{(\beta s) \vee a}+C_{H}^{(8)} \int_{a}^{b} \int_{(\beta s) \vee a}^{s}=: \mathcal{I}_{3}(\beta)+\mathcal{I}_{4}(\beta)
$$

$$
\begin{align*}
& E \mathcal{I}_{3}(\beta) \leq C_{H}^{(8)} \int_{a}^{b} \int_{a}^{(\beta s) \vee a}(s-y)^{-\lambda-1} s^{\alpha} \\
& \times\left(E\left(\int_{\beta s}^{s}(s-u)^{\alpha} u^{-\alpha} d B_{u}-\int_{\beta y}^{y}(y-u)^{\alpha} u^{-\alpha} d B_{u}\right)^{2}\right)^{1 / 2} d y d s \\
& \leq \sqrt{2} C_{H}^{(8)} \int_{a}^{b} \int_{a}^{(\beta s) \vee a}(s-y)^{-\lambda-1} s^{\alpha} \\
& \times\left(\int_{\beta s}^{s}(s-u)^{2 \alpha} u^{-2 \alpha} d u+\int_{\beta y}^{y}(y-u)^{2 \alpha} u^{-2 \alpha} d u\right)^{1 / 2} d y d s \\
& \leq 2^{\alpha} H^{-1 / 2} C_{H}^{(8)} \int_{a}^{b} \int_{a}^{(\beta s) \vee a}(s-y)^{-\lambda-1}(s+y)^{1 / 2} s^{\alpha} d y d s \cdot(1-\beta)^{H} \\
& \leq c(H, \lambda, T)(1-\beta)^{H-\lambda} \tag{1.15.13}
\end{align*}
$$

with $c(H, \lambda, T)=\frac{2^{H} T^{1+H-\lambda}}{\lambda(1-\lambda) H^{1 / 2}}$. Finally,

$$
\begin{aligned}
& E \mathcal{I}_{4}(\beta) \leq C_{H}^{(8)} \int_{a}^{b} \int_{(\beta s) \vee a}^{s}(s-y)^{-\lambda-1} s^{\alpha}\left(E \mid \int_{0}^{s}\left((s-u)^{\alpha} u^{-\alpha} \mathbf{1}_{(\beta s, s)}(u)\right.\right. \\
& \left.\left.-(y-u)^{\alpha} u^{-\alpha} \mathbf{1}_{(\beta y, y)}(u)\right)\left.d B_{u}\right|^{2}\right)^{1 / 2} d y d s \\
& =C_{H}^{(8)} \int_{a}^{b} \int_{(\beta s) \vee a}^{s}(s-y)^{-\lambda-1} s^{\alpha}\left(\int _ { 0 } ^ { s } \left((s-u)^{\alpha} \mathbf{1}_{(\beta s, s)}(u)\right.\right. \\
& \left.\left.-(y-u)^{\alpha} \mathbf{1}_{(\beta y, y)}(u)\right)^{2} u^{-2 \alpha} d u\right)^{1 / 2} d y d s .
\end{aligned}
$$

The interior integral equals

$$
\begin{aligned}
& \int_{\beta s}^{y}\left((s-u)^{\alpha}-(y-u)^{\alpha}\right)^{2} u^{-2 \alpha} d u+\int_{y}^{s}(s-u)^{2 \alpha} u^{-2 \alpha} d u \\
& +\int_{\beta y}^{\beta s}(y-u)^{2 \alpha} u^{-2 \alpha} d u=: \mathcal{I}_{5}(\beta)
\end{aligned}
$$

and via some routine calculations can be estimated as

$$
\mathcal{I}_{5}(\beta) \leq C_{H}(1-\beta)^{2 \alpha}(s-y)
$$

where $C_{H}=1+2^{2 \alpha}+\frac{\alpha}{1-2 \alpha}$.
Therefore

$$
\begin{align*}
E \mathcal{I}_{4}(\beta) & \leq C_{H}^{(8)}\left(C_{H}\right)^{1 / 2}(1-\beta)^{\alpha} \int_{a}^{b} s^{\alpha} \int_{(\beta s) \vee a}^{s}(s-y)^{-\lambda-1 / 2} d y d s \\
& \leq C_{H}^{(8)}\left(C_{H}\right)^{1 / 2}(1-\beta)^{\alpha} \int_{a}^{b} s^{H-\lambda} d s \int_{\beta}^{1}(1-y)^{-\lambda-1 / 2} d y \\
& \leq C(H, \lambda, T)(1-\beta)^{H-\lambda} \tag{1.15.14}
\end{align*}
$$

with $C(H, \lambda, T)=C_{H}^{(8)}\left(C_{H}\right)^{1 / 2} \frac{T^{H-\lambda+1}}{(H-\lambda+1)(1 / 2-\lambda)}$. Summarizing (1.15.9), (1.15.10), (1.15.12)-(1.15.14), we obtain the proof.

We obtain another approximation, considering the "truncated" process of the form

$$
Y_{t}^{\beta}:=C_{H}^{(8)} \alpha \int_{0}^{t}\left(\int_{0}^{(s-\beta)_{+}}(s-u)^{\alpha-1} u^{-\alpha} d B_{u}\right) d s
$$

and

$$
\begin{equation*}
B_{t}^{H, \beta}=\int_{0}^{t} s^{\alpha} d Y_{s}^{\beta}, \quad t \geq 0, \quad H \in(1 / 2,1) \tag{1.15.15}
\end{equation*}
$$

Evidently, we intend to obtain the approximation while $\beta \rightarrow 0$.
Theorem 1.15.3. The process $B^{H, \beta}$ satisfies the relations

$$
E\left(B_{t}^{H}-B_{t}^{H, \beta}\right)^{2} \leq c(H)\left\{\begin{array}{l}
t^{2 H}, \quad t<\beta \\
\beta^{2 \alpha} t\left(1+\ln \frac{t}{\beta}\right), t \geq \beta
\end{array}\right.
$$

and for $2<m<\frac{1}{1-H}$

$$
E\left|B_{t}^{H}-B_{t}^{H, \beta}\right|^{m} \leq c(H, m)\left\{\begin{array}{l}
t^{m H}, \quad t<\beta \\
\beta^{m \alpha} t^{m / 2}+\beta^{m(H-1)+1} t^{m-1}, t \geq \beta
\end{array}\right.
$$

Proof. Using the stochastic Fubini theorem we obtain

$$
\begin{aligned}
Y_{t}^{\beta} & =C_{H}^{(8)} \alpha \int_{0}^{(t-\beta)_{+}}\left(\int_{u+\beta}^{t}(s-u)^{\alpha-1} d s\right) u^{-\alpha} d W_{u} \\
& =C_{H}^{(8)}\left(\int_{0}^{(t-\beta)_{+}}(t-u)^{\alpha} u^{-\alpha} d W_{u}-\beta^{\alpha} \int_{0}^{(t-\beta)_{+}} u^{-\alpha} d W_{u}\right)
\end{aligned}
$$

whence

$$
\begin{align*}
E\left(Y_{t}\right. & \left.-Y_{t}^{\beta}\right)^{2}=\left(C_{H}^{(8)}\right)^{2} E\left(\int_{(t-\beta)_{+}}^{t}(t-u)^{\alpha} u^{-\alpha} d W_{u}\right. \\
& \left.+\beta^{\alpha} \int_{0}^{(t-\beta)_{+}} u^{-\alpha} d W_{u}\right)^{2} \\
& =\left(C_{H}^{(8)}\right)^{2}\left(\int_{(t-\beta)_{+}}^{t}(t-u)^{2 \alpha} u^{-2 \alpha} d u+\beta^{2 \alpha} \int_{0}^{(t-\beta)_{+}} u^{-2 \alpha} d u\right) \\
& \leq\left(C_{H}^{(8)}\right)^{2}\left\{\begin{array}{l}
\int_{0}^{t}(t-u)^{2 \alpha} u^{-2 \alpha} d u, \quad t<\beta \\
\beta^{2 \alpha} \int_{0}^{t} u^{1-2 \alpha} d u, \quad t \geq \beta
\end{array}\right. \\
& =c(H) \begin{cases}t<\beta \\
\beta^{2 \alpha} t^{-2 \alpha}, & t \geq \beta\end{cases} \tag{1.15.16}
\end{align*}
$$

where $c(H)=\left(C_{H}^{(8)}\right)^{2} \max \left(B(2 H, 1-2 \alpha), \frac{1}{1-2 \alpha}\right)$. Since $Y_{t}-Y_{t}^{\beta}$ is a Gaussian random variable with zero mean, for $m \geq 0$

$$
E\left|Y_{t}-Y_{t}^{\beta}\right|^{m}=\pi^{-1 / 2} \Gamma\left(\frac{m+1}{2}\right)\left(2 \sigma^{2}\right)^{m / 2},
$$

where $\sigma^{2}=E\left(Y_{t}-Y_{t}^{\beta}\right)^{2}$, therefore, from (1.15.16)

$$
E\left|Y_{t}-Y_{t}^{\beta}\right|^{m} \leq c(m, H)\left\{\begin{array}{l}
t^{m / 2}, \quad t<\beta  \tag{1.15.17}\\
\beta^{m \alpha} t^{m(1-H)}, t \geq \beta
\end{array}\right.
$$

As before, integration by parts gives us

$$
\begin{equation*}
B_{t}^{H}-B_{t}^{H, \beta}=t^{\alpha}\left(Y_{t}-Y_{t}^{\beta}\right)-\alpha \int_{0}^{t}\left(Y_{s}-Y_{s}^{\beta}\right) s^{\alpha-1} d s \tag{1.15.18}
\end{equation*}
$$

From (1.15.17) and (1.15.18) we obtain for $m \geq 1$ :

$$
\begin{aligned}
& E\left|B_{t}^{H}-B_{t}^{H, \beta}\right|^{m} \leq 2^{m-1}\left(t^{m \alpha} E\left|Y_{t}-Y_{t}^{\beta}\right|^{m}\right. \\
& \left.\quad+\alpha^{m} t^{m-1} \int_{0}^{t} E\left|Y_{s}-Y_{s}^{\beta}\right|^{m} s^{m(\alpha-1)} d s\right) \\
& \leq c(m, H)\left\{\begin{array}{l}
t^{m H}, \quad t<\beta \\
\beta^{m \alpha} t^{m / 2}+t^{m-1} \int_{0}^{\beta} s^{m(H-1)} d s+t^{m-1} \beta^{m \alpha} \int_{\beta}^{t} s^{-m / 2} d s, t \geq \beta .
\end{array}\right.
\end{aligned}
$$

The integrals in the last expression converge for $m<\frac{1}{1-H}$. For $m=2$ we get

$$
E\left(B_{t}^{H}-B_{t}^{H, \beta}\right)^{2} \leq c(2, H)\left\{\begin{array}{l}
t^{2 H}, \quad t<\beta \\
\beta^{2 \alpha} t+\beta^{2 \alpha} t \ln \frac{t}{\beta}, t \geq \beta
\end{array}\right.
$$

and for $2<m<\frac{1}{1-H}$ we obtain
$E\left|B_{t}^{H}-B_{t}^{H, \beta}\right|^{m} \leq c(m, H)\left\{\begin{array}{l}t^{m H}, \quad t<\beta \\ \beta^{m \alpha} t^{m / 2}+\beta^{m H-m+1} t^{m-1}+\beta^{m \alpha} t^{m / 2}, t \geq \beta,\end{array}\right.$
whence the proof follows.
Remark 1.15.4. Note that the approximation of fBm with the sequence of semimartingales was considered in (Thao03).

### 1.15.3 Weak Convergence to fBm in the Schemes of Series

We formulate in this section some results concerning weak convergence to fBm in different schemes of series.
(i) Convergence of the piecewise linear processes to fBm. Let $\left\{\xi_{k}, k \in \mathbb{Z}\right\}$ be a sequence of i.i.d. random variables, and $\left\{a_{k n}\right\}_{k \in \mathbb{Z}, n \geq 0}$ be a matrix with real elements satisfying the following assumptions:

$$
\begin{gather*}
E \xi_{0}=0, \quad E \xi_{0}^{2}=1, \quad E\left|\xi_{0}\right|^{p}<\infty \quad \text { for some } p>2  \tag{1.15.19}\\
\gamma_{n}=\max _{k \in \mathbb{Z}}\left|a_{k n}\right| \rightarrow 0(n \rightarrow \infty), \quad \sum_{k \in \mathbb{Z}} a_{k n}^{2}=1 \tag{1.15.20}
\end{gather*}
$$

Also, let $\left\{\varphi_{n}(t), n \geq 1, t \in[0,1]\right\}$ be a sequence of real functions on the unit interval. Denote $\theta(x)=\frac{1}{2}\left(x^{H}+x^{-H}-\left|x^{1 / 2}-x^{-1 / 2}\right|^{2 H}\right), x>0, H \in(0,1)$. We construct the sequence of continuous random piecewise linear processes $\xi_{n}(t), t \in[0,1]$, such that

$$
\xi_{n}\left(\frac{m}{n}\right)=\varphi_{n}\left(\frac{m}{n}\right) \sum_{k \in \mathbb{Z}} a_{k m} \xi_{k}, \quad 0 \leq m \leq n
$$

Theorem 1.15.5 ((Gor77)). Let conditions (1.15.19)-(1.15.20) hold and

$$
\begin{gathered}
\sum_{k} a_{k l} a_{k m} \rightarrow \theta(x) \quad \text { as } \quad l \rightarrow \infty, l / m \rightarrow x \\
\sup _{n} \sup _{|(l-m) / n| \leq h}\left(\sum_{k}\left(\varphi_{n}(l / n) a_{k l}-\varphi_{n}(m / n) a_{k m}\right)^{2}\right)^{p / 2} \leq c h^{1+\varepsilon}, \text { for some } \varepsilon>0
\end{gathered}
$$

Then the sequence of processes $\left\{\xi_{n}(t), n \geq 1, t \in[0,1]\right\}$ weakly converges in $C[0,1]$ endowed with uniform topology to the fBm with Hurst index $H$.
(ii) Convergence of the Weierstrass-Mandelbrot process to complex fBm. Consider the complex-valued Gaussian process

$$
\widetilde{B}_{t}^{H}:=c_{H} \int_{\mathbb{R}_{+}}\left(e^{i t x}-1\right) x^{-H-1 / 2}\left(d W_{1}(x)+i d W_{2}(x)\right), t \in \mathbb{R},
$$

where $W_{1}$ and $W_{2}$ are two independent standard Brownian motions. Evidently, $\widetilde{B}_{0}^{H}=0, E \widetilde{B}_{t}^{H}=0, E\left|\widetilde{B}_{t+s}^{H}-\widetilde{B}_{s}^{H}\right|^{2}=c_{H}^{2} \cdot|t|^{2 H} \int_{\mathbb{R}} \sin ^{2} x \cdot x^{-2 \alpha-2} d x \cdot 2^{1-2 \alpha}=$ $t^{2 H}$, if we choose $c_{H}=2^{H-1}\left(\int_{\mathbb{R}_{+}} \sin ^{2} x \cdot x^{-2 \alpha-2} d x\right)^{-1 / 2}$. Therefore, with this choice of $c_{H} \widetilde{B}_{t}^{H}$ is a normalized complex-valued fBm .

Now, suppose that $\left(\xi_{n}, \eta_{n}\right), n \in \mathbb{Z}$, is a sequence of independent random variables with $E \xi_{n}^{2}=E \eta_{n}^{2}=1, E \xi_{n}=E \eta_{n}=0$, and either

1) $\zeta_{n}:=\xi_{n}+i \eta_{n}, n \in \mathbb{Z}$ are identically distributed random vectors, or
2) $\sup _{n}\left(E\left|\xi_{n}\right|^{2+\delta}+E\left|\eta_{n}\right|^{2+\delta}\right)<\infty$ for some $\delta>0$.

Also, let $f(t, u): \mathbb{R}^{2} \rightarrow \mathbb{C}, t \in \mathbb{R}$, be such a function that for all $t \in \mathbb{R}$
3) $f(t, \cdot) \in C^{1}(\mathbb{R})$;
4) $|f(t, u)|=0\left(|u|^{-l}\right)$ as $u \rightarrow \infty$ for some $l>1 / 2$.

Theorem 1.15.6 ((PT00b)).

1. Under conditions 1)-4) the following convergence (in the sense of convergence of finite-dimensional distributions) takes place:
$\xi_{a}^{f}(t):=a^{-1 / 2} \sum_{n \in \mathbb{Z}} f\left(t, \frac{n}{a}\right)\left(\xi_{n}+i \eta_{n}\right) \xrightarrow{d} \xi^{f}(t):=\int_{\mathbb{R}} f(t, u)\left(d W_{1}(u)+i d W_{2}(u)\right)$,
as $a \rightarrow \infty$, where $W_{1}$ and $W_{2}$ are two independent standard Brownian motions.
2. If, in addition, $f(0, u)=0$,

$$
\begin{aligned}
& |f(t, u)-f(s, u)| \leq c|f(t-s, u)| \quad \text { for all } \quad s, t, u \in \mathbb{R} \\
& |f(t, u)| \leq c t^{H}|f(1, u+\ln t)| \quad \text { for some } \quad 0<H<1
\end{aligned}
$$

and

$$
\sup _{n \in \mathbb{Z}} E\left(\left|\xi_{n}\right|^{2 k}+\left|\eta_{n}\right|^{2 k}\right)<\infty \quad \text { for some } \quad k>\frac{1}{2 H}
$$

then for any $T>0 \xi_{a}(t)$ converges weakly to $\xi(t)$ in the space $C[0, T]$ endowed with the uniform topology.
Corollary 1.15.7. Let $\widetilde{f}(t, u)=\left(e^{i e^{u} t}-1\right) e^{-H u}$. Then the corresponding process $\xi_{a}^{\tilde{f}}(t)$ is called the normalized Weierstrass-Mandelbrot process and, according to Theorem 1.15.6, it converges weakly to the process

$$
\xi^{\tilde{f}}(t):=\int_{\mathbb{R}}\left(e^{i e^{u} t}-1\right) e^{-H u}\left(d W_{1}(u)+d W_{2}(u)\right) .
$$

Moreover, the processes $\xi^{\widetilde{f}}(t)$ and $\widetilde{B}_{t}^{H}$ have identical finite-dimensional distributions because they are both Gaussian, have zero mean and the same covariance functions.

Remark 1.15.8. The proof of Theorem 1.15 .6 is based on the Functional Central Limit Theorem.
(iii) Weak convergence of random walks to $f B m$ in Besov spaces (in the scheme of series). Consider a random walk $\left\{X_{n}\right\}_{n \geq 1}$ consisting of stationary Gaussian random variables with zero mean and correlations $r(i-j):=E X_{i} X_{j}$. Recall that a positive function $\varphi(x), x \geq a$ for some $a>0$ is said to be slowly varying at $\infty$ if for all $t>0 \lim _{x \rightarrow \infty} \varphi(t x) / \varphi(x)=1$. Denote by $\mathcal{D}=\mathcal{D}[0,1]$ the Skorohod space of right-continuous functions on the interval $[0,1]$ that have left-hand limits, and equip $D$ with the metric

$$
\begin{aligned}
& d(x, y):=\inf \{\varepsilon>0: \exists \lambda \in \Lambda \quad \text { such that }\|\lambda\|<\varepsilon \\
&\text { and } \left.\sup _{t}|x(t)-y(\lambda(t))| \leq \varepsilon\right\} .
\end{aligned}
$$

Here $\|\lambda\|:=\sup _{s \neq t}|\log (\lambda(t)-\lambda(s)) /(t-s)|$ and

$$
\begin{array}{r}
\Lambda:=\{\lambda:[0,1] \rightarrow[0,1], \lambda \text { is strictly increasing and continuous mapping } \\
\text { of }[0,1] \text { into itself }\} .
\end{array}
$$

Under this metric $\mathcal{D}$ is a separable and complete metric space, and we denote by $\xrightarrow{D}$ the convergence in the Skorohod topology, which is the weak topology induced by this metric. That is, $X^{n} \xrightarrow{D} X$ if $E \psi\left(X^{n}\right) \rightarrow E \psi(X)$ as $n \rightarrow \infty$ for any bounded and continuous $\psi: \mathcal{D} \rightarrow \mathbb{R}$. We start with the following result of Taqqu:
Lemma 1.15.9 ((Taq75)). Let $\left\{X_{n}\right\}_{n \geq 1}$ be a stationary Gaussian sequence with mean 0 and correlations $r(i-j)=E X_{i} X_{j}$. Assume that

$$
\begin{equation*}
\sum_{i, j=1}^{n} r(i-j) \sim n^{2 H} \varphi(n) \quad \text { as } n \rightarrow \infty \tag{1.15.21}
\end{equation*}
$$

with $0<H<1, \varphi$ slowly varying.
Then $Z_{n} \xrightarrow{D} \widetilde{B}^{H}$, where $Z_{n}(t)=d_{n}^{-1} \sum_{i=1}^{[n t]} X_{i} \quad$ with $d_{n} \sim n^{2 H} \varphi(n), \widetilde{B}^{H}$ is an fBm with Hurst index $H$, not necessarily normalized.
Remark 1.15.10. Condition (1.15.21) is satisfied for $H \in(1 / 2,1)$ when $r(k) \sim$ $k^{2 \alpha-1} \varphi(k)$, and for $H \in(0,1 / 2)$, when $r(k) \sim-k^{2 \alpha-1} \varphi(k)$ as $k \rightarrow \infty$ with $r(0)+2 \sum_{k=1}^{\infty} r(k)=0$.

Further, define for a function $f \in L_{p}[0,1]$ the modulus of continuity in $L_{p}[0,1]$ :

$$
\omega_{p}(f, t):=\sup _{|h| \leq t}\left(\int_{I_{h}}|f(x+h)-f(x)|^{p} d x\right)^{1 / p}
$$

where $I_{h}:=\{x \in[0,1], x+h \in[0,1]\}$. Now, for $0<\gamma<1$ and $\beta>0$, we consider a real function $\omega_{\beta}^{\gamma}:(0,1] \rightarrow \mathbb{R}$ of the form $\omega_{\beta}^{\gamma}(t):=t^{\gamma}(1+\log 1 / t)^{\beta}$, $t \in(0,1]$, and denote

$$
\|f\|_{p, \omega_{\beta}^{\alpha}}:=\|f\|_{L_{p}[0,1]}+\sup _{0<t \leq 1} \omega_{p}(f, t) / \omega_{\beta}^{\gamma}(t)
$$

Recall that the $\operatorname{Besov}$ space $\operatorname{Lip}_{p}(\gamma, \beta)$ is the class of functions $f$ in $L_{p}[0,1]$ such that $\|f\|_{p, \omega_{\beta}^{\gamma}}<\infty ; \operatorname{Lip}_{p}(\gamma, \beta)$ endowed with the norm $\|\cdot\|_{p, \omega_{\beta}^{\gamma}}$ is a non-separable Banach space. It is possible to consider a separable subspace $\operatorname{lip}_{p}(\gamma, \beta)$ of $\operatorname{Lip}_{p}(\gamma, \beta)$ of the functions $f \in \operatorname{Lip}_{p}(\gamma, \beta)$ satisfying $\omega_{p}(f, t)=$ $o\left(\omega_{\beta}^{\gamma}(t)\right)$ as $t \downarrow 0$. According to (BL01), the paths of $\mathrm{fBm} B^{H}, H \in(0,1)$ are a.s. in $\operatorname{lip}_{p}(H, \beta)$ for any $\beta>0$ and $p \geq 1 / H \vee 1 / \beta$. The next result is proved in (BL01).

Theorem 1.15.11. Let $H \in(0,1), \beta>0, p>1 / H \vee 1 / \beta$, and let $\left\{X_{n}\right\}_{n \geq 1}$ be a stationary Gaussian sequence with mean 0 and correlations $r(i-j)=$ $E X_{i} X_{j}$. Assume that

$$
\sum_{i, j=1}^{n} r(i-j) \sim C n^{2 H} \quad \text { as } n \rightarrow \infty, \quad \text { where } C>0
$$

Then $C^{-1 / 2} Z_{n} \rightarrow B^{H}$ as $n \rightarrow \infty$ weakly in the space $\operatorname{lip}_{p}(H, \beta)$.
(iv) Convergence of martingale differences to $f B m$. We follow here Nieminen's paper (Nie04), which generalizes the result from (Sot01). Consider the following scheme of series: let $(\Omega, \mathcal{F}, P)$ be a probability space, $\left(X_{i, n}, \mathcal{F}_{i, n}\right)_{n \geq 1}$, $1 \leq i \leq n$ be a sequence of square integrable martingale-differences, i.e., $X_{i, n}$ is $\mathcal{F}_{i, n}$-adapted, $E X_{i, n}^{2}<\infty, E\left(X_{i, n} / \mathcal{F}_{i-1, n}\right)=0, \mathcal{F}_{0, n}=(\varnothing, \Omega)$, $\mathcal{F}_{i, n} \subset \mathcal{F}_{i+1, n} \subset \mathcal{F}$. Consider the sequence of kernels for $H \in(1 / 2,1)$

$$
Z^{(n)}(t, s)=n \int_{s-1 / n}^{s} m_{H}\left(\frac{[n t]}{n}, u\right) d u
$$

for $s \in[1 / n, 1]$ and $t \in[0,1]$, where $[x]=k$ for $k \leq x<k+1, k \in \mathbb{Z}$. Define the processes

$$
W_{t}^{n}:=\sum_{i=1}^{[n t]} X_{i, n}, \quad t \in[0,1]
$$

and

$$
Z_{t}^{n}:=\int_{0}^{t} Z^{(n)}(t, s) d W_{s}^{n}=\sum_{i=1}^{[n t]} n \int_{i-1 / n}^{i / n} m_{H}\left(\frac{[n t]}{n}, u\right) d u \cdot \xi_{i}^{(n)}
$$

Theorem 1.15.12 ((Nie04)). Let $\lim _{n \rightarrow \infty} n\left(X_{i, n}\right)^{2}=1$ a.s., $1 \leq i \leq n$ and $\max _{1 \leq i \leq n}\left|X_{i, n}\right| \leq C n^{-1 / 2}$ a.s. for some $C \geq 1$.

Then $Z^{n} \xrightarrow{D} B^{H}, n \rightarrow \infty$, where the convergence is in $\mathcal{D}[0,1]$.
In the case when $\xi_{i}^{(n)}$ are i.i.d. random variables, the corresponding result is proved by Sottinen (Sot01) under weaker conditions.

Theorem 1.15.13 ((Sot01)). Let $\xi_{i}^{(n)}=0, D \xi_{i}^{(n)}=1$. Then $Z_{n} \xrightarrow{D} B^{H}$ in the Skorohod space $\mathcal{D}[0, T]$ for any $T>0$.
(v) Convergence of integral functionals. Using Theorem 1.15.13, we can prove the result, similar to limit theorems for integral functionals on random walks, established in (SS70) and (Yos78). For example, (Yos78) considers sufficient conditions for

$$
\sum_{i=1}^{n-1} f_{n}\left(\frac{i}{n}, \frac{S_{i}}{\sqrt{n}}\right) \frac{\xi_{i+1}}{\sqrt{n}} \xrightarrow{D} \int_{0}^{1} f\left(t, W_{t}\right) d W_{t}
$$

where $\xi_{i}$ is a sequence of martingale differences, $S_{i}=\sum_{k=1}^{i} \xi_{k}, W_{t}$ is a Wiener process. For technical simplicity, we consider i.i.d. random variables and the interval $[0,1]$. Let $\left\{f_{n}\right\}, n \geq 1, f_{n}: \mathbb{R} \rightarrow \mathbb{R}$ be the sequence of functions satisfying the conditions

1) $f_{n}, f \in C^{1}(\mathbb{R})$ and $\forall R>0 \exists M_{R}>0$ such that

$$
\sup _{n \geq 1} \sup _{|x| \leq R}\left(\left|f_{n}(x)\right|+\left|f_{n}^{\prime}(x)\right|\right) \leq M_{R}
$$

2) $f_{n} \rightrightarrows f$ uniformly on any $[-R, R]$. Let $\pi_{r}:=\left\{0=t_{0}^{(r)}<t_{1}^{(r)}<\cdots<\right.$ $\left.t_{p_{r}}^{(r)}=1\right\}$ be the sequence of partitions of $[0,1],\left|\pi_{r}\right| \rightarrow 0$ as $r \rightarrow \infty$. Denote $\Delta Z_{n}\left(\frac{i}{n}\right):=Z_{n}\left(\frac{i+1}{n}\right)-Z_{n}\left(\frac{i}{n}\right), \Delta Z_{n, j, r}:=Z_{n}\left(t_{j+1}^{(r)}\right)-Z_{n}\left(t_{j}^{(r)}\right)$ and define the sequence of integral sums

$$
S_{n}\left(\pi_{r}\right):=\sum_{j=1}^{p_{r}-1} f_{n}\left(Z_{n}\left(t_{j}^{(r)}\right)\right) \Delta Z_{n, j, r}
$$

Lemma 1.15.14. Under the conditions of Theorem 1.15.13

$$
\underset{n \rightarrow \infty}{P-l_{i=1}} \sum_{i=1}^{n-1}\left(\Delta Z_{n}\left(\frac{i}{n}\right)\right)^{2}=\underset{r \rightarrow \infty}{P-\lim _{n \rightarrow \infty}} \lim _{n \rightarrow \infty} \sum_{j=1}^{p_{r}-1}\left(\Delta Z_{n, j, r}\right)^{2}=0
$$

Proof. We can prove even the convergence in $L_{1}(P)$. For this purpose, we can rewrite the difference $Z_{n}\left(t_{2}\right)-Z_{n}\left(t_{1}\right)$ for any $0 \leq t_{1}<t_{2} \leq 1$ in the form

$$
\begin{aligned}
& Z_{n}\left(t_{2}\right)-Z_{n}\left(t_{1}\right)=\sqrt{n} \sum_{k=1}^{\left[n t_{1}\right]} \int_{\frac{k-1}{n}}^{\frac{k}{n}}\left(m_{H}\left(\frac{\left[n t_{2}\right]}{n}, s\right)-m_{H}\left(\frac{\left[n t_{1}\right]}{n}, s\right)\right) d s \cdot \xi_{k}^{(n)} \\
& +\sqrt{n} \sum_{k=\left[n t_{1}\right]+1}^{\left[n t_{2}\right]} \int_{\frac{k-1}{n}}^{\frac{k}{n}} m_{H}\left(\frac{\left[n t_{2}\right]}{n}, s\right) d s \cdot \xi_{k}^{(n)} .
\end{aligned}
$$

Denote $\alpha_{n}(m, l):=\int_{\frac{m-1}{n}}^{\frac{m}{n}} m_{H}\left(\frac{l}{n}, s\right) d s, \quad$ and $\beta_{n}\left(n, l_{1}, l_{2}\right):=\left\{\begin{array}{lr}\alpha_{n}\left(m, l_{2}\right)-\alpha_{n}\left(m, l_{1}\right), & m \leq l_{1} \leq l_{2}, \\ \alpha_{n}\left(m, l_{2}\right), & l_{1} \leq m \leq l_{2} .\end{array}\right.$. Then $Z_{n}\left(t_{2}\right)-Z_{n}\left(t_{1}\right)=\sqrt{n} \sum_{k=1}^{\left[n t_{2}\right]} \beta_{n}\left(k,\left[n t_{1}\right],\left[n t_{2}\right]\right) \xi_{k}^{(n)}$, and $E\left|Z_{n}\left(t_{2}\right)-Z_{n}\left(t_{1}\right)\right|^{2}=n \sum_{k=1}^{\left[n t_{2}\right]} \beta_{n}^{2}\left(k,\left[n t_{1}\right],\left[n t_{2}\right]\right)$

$$
=n \sum_{k=1}^{\left[n t_{1}\right]}\left(\int_{\frac{k-1}{n}}^{\frac{k}{n}}\left(m_{H}\left(\frac{\left[n t_{2}\right]}{n}, s\right)-m_{H}\left(\frac{\left[n t_{1}\right]}{n}, s\right)\right) d s\right)^{2}
$$

$$
+n \sum_{\substack{k=\left[n t_{1}\right]+1 \\\left[n t_{1}\right.}}^{\left[n t_{2}\right]}\left(\int_{\frac{k-1}{n}}^{\frac{k}{n}} m_{H}\left(\frac{\left[n t_{2}\right]}{n}, s\right) d s\right)^{2}
$$

$$
\leq \int_{0}^{\frac{\left[n t_{1}\right]}{n}}\left(m_{H}\left(\frac{\left[n t_{2}\right]}{n}, s\right)-m_{H}\left(\frac{\left[n t_{1}\right]}{n}, s\right)\right)^{2} d s+\int_{\frac{\left[n t_{1}\right]}{n}}^{\frac{\left[n t_{2}\right]}{n}}\left(m_{H}\left(\frac{\left[n t_{2}\right]}{n}, s\right)\right)^{2} d s
$$

$$
=\left(C_{H}^{(5)}\right)^{2}\left(\int_{0}^{\frac{\left[n t_{1}\right]}{n}} s^{-2 \alpha}\left(\int_{\frac{\left[n t_{1}\right]}{n}}^{\frac{\left[n t_{2}\right]}{}} u^{\alpha}(u-s)^{\alpha-1} d u\right)^{2} d s\right.
$$

$$
\left.+\int_{\frac{\left[n t_{2}\right]}{n}}^{\frac{\left[n t_{2}\right]}{n}}\left(\int_{s}^{\frac{\left[n t_{2}\right]}{n}} u^{\alpha}(u-s)^{\alpha-1} d u\right)^{n} d s\right)
$$

$$
\begin{equation*}
=E\left|B_{H}\left(t_{2}\right)-B_{H}\left(t_{1}\right)\right|^{2}=\left|\frac{\left[n t_{2}\right]}{n}-\frac{\left[n t_{1}\right]}{n}\right|^{2 H} \leq\left(t_{2}-t_{1}\right)^{2 H} . \tag{1.15.22}
\end{equation*}
$$

From (1.15.22) $E \sum_{i=1}^{n-1}\left|\Delta Z_{n}\left(\frac{i}{n}\right)\right|^{2} \leq \sum_{i=1}^{n-1} n^{-2 H} \rightarrow 0, \quad n \rightarrow \infty \quad$ and
$E \sum_{i=1}^{p_{r}-1}\left|\Delta Z_{n, j, r}\right|^{2} \leq \sum_{j=1}^{p_{r}-1}\left(t_{j+1}^{(r)}-t_{j}^{(r)}\right)^{2 H} \rightarrow 0, \quad r \rightarrow \infty$.
Lemma 1.15.15. Under conditions 1) and 2)
$\lim _{r \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left(\left|S_{n}\left(\pi_{r}\right)-\sum_{i=1}^{n-1} f\left(Z_{n}\left(\frac{i}{n}\right)\right) \Delta Z_{n}\left(\frac{i}{n}\right)\right|>\delta\right)=0 \quad$ for any $\delta>0$.
Proof. Let a function $F: \mathbb{R} \rightarrow \mathbb{R}$ be such that $F^{\prime}(x)=f(x), x \in \mathbb{R}$. Then by the Taylor formula

$$
\begin{aligned}
& F\left(Z_{n}(1)\right)-F(0)=\sum_{i=0}^{n-1}\left(F\left(Z_{n}\left(\frac{i+1}{n}\right)\right)-F\left(Z_{n}\left(\frac{i}{n}\right)\right)\right) \\
& =\sum_{i=0}^{n-1} f\left(Z_{n}\left(\frac{i}{n}\right)\right) \Delta Z_{n}\left(\frac{i}{n}\right)+\frac{1}{2} \sum_{i=0}^{n-1} f^{\prime}\left(\theta_{i, n}\right)\left(\Delta Z_{n}\left(\frac{i}{n}\right)\right)^{2} \\
& F\left(Z_{n}(1)\right)-F(0)=\sum_{j=0}^{p_{r}-1}\left(F\left(Z_{n}\left(t_{j+1}^{(r)}\right)\right)-F\left(Z_{n}\left(t_{j}^{(r)}\right)\right)\right) \\
& =\sum_{j=0}^{p_{r}-1} f\left(Z_{n}\left(t_{j}^{(r)}\right)\right) \Delta Z_{n, j, r}+\frac{1}{2} \sum_{j=0}^{p_{r}-1} f^{\prime}\left(\theta_{n, j, r}\right)\left(\Delta Z_{n, j, r}\right)^{2}
\end{aligned}
$$

where the points $\theta_{i, n}$ are between $Z_{n}\left(\frac{i}{n}\right)$ and $Z_{n}\left(\frac{i+1}{n}\right)$, and the points $\theta_{n, j, r}$ are between $Z_{n}\left(t_{j}^{(r)}\right)$ and $Z_{n}\left(t_{j+1}^{(r)}\right)$. Therefore

$$
\begin{aligned}
& \left|S_{n}\left(\pi_{r}\right)-\sum_{i=1}^{n-1} f\left(Z_{n}\left(\frac{i}{n}\right)\right) \Delta Z_{n}\left(\frac{i}{n}\right)\right| \leq \frac{1}{2} \sum_{i=0}^{n-1}\left|f\left(\theta_{i, n}\right)\right|\left|\Delta Z_{n}\left(\frac{i}{n}\right)\right|^{2} \\
& +\frac{1}{2} \sum_{j=0}^{p_{r}-1}\left|f^{\prime}\left(\theta_{n, j, r}\right)\right|\left|\Delta Z_{n, j, r}\right|^{2}
\end{aligned}
$$

and for any $\delta>0$

$$
\begin{align*}
& P\left(\left|S_{n}\left(\pi_{r}\right)-\sum_{i=1}^{n-1} f\left(Z_{n}\left(\frac{i}{n}\right)\right) \Delta Z_{n}\left(\frac{i}{n}\right)\right|>\delta\right) \leq P\left(\sup _{0 \leq t \leq 1}\left|Z_{n}(t)\right| \geq R\right) \\
& +P\left(\sum_{i=0}^{n-1}\left(\Delta Z_{n}\left(\frac{i}{n}\right)\right)^{2} \geq \frac{2 \delta}{M_{R}}\right)+P\left(\sum_{i=0}^{n-1}\left(\Delta Z_{n, j, r}\right)^{2} \geq \frac{2 \delta}{M_{R}}\right) \tag{1.15.23}
\end{align*}
$$

Note that $Z_{n} \xrightarrow{D} B^{H}$, and functionals sup and inf are continuous in the Skorohod topology, whence $P\left(\sup _{0 \leq t \leq 1}\left|Z_{n}(t)\right| \geq R\right) \rightarrow P\left(\sup _{0 \leq t \leq 1}\left|B_{t}^{H}\right| \geq R\right)$, and the last probability tends to 0 as $R \rightarrow \infty$, according to ( $\operatorname{Sin} 97$ ). The proof follows now from Lemma 1.15.14 and (1.15.23).
Theorem 1.15.16. Under the conditions of Lemma 1.15.15

$$
\sum_{i=1}^{n-1} f_{n}\left(Z_{n}\left(\frac{i}{n}\right)\right) \Delta Z_{n}\left(\frac{i}{n}\right) \xrightarrow{d} \int_{0}^{1} f\left(B_{t}^{H}\right) d B_{t}^{H}, \quad n \rightarrow \infty
$$

where $\xrightarrow{d}$ denotes here the convergence in distribution.
Remark 1.15.17. The existence of integral $\int_{0}^{1} f\left(B_{t}^{H}\right) d B_{t}^{H}$ for $H \in(1 / 2,1)$ and $f \in C^{1}(\mathbb{R})$ follows from (Zah98) (see also Section 2.1), and this integral is a limit a.s. of Riemann-Stieltjes sums.
Proof. Consider the difference

$$
\Delta_{n}:=\int_{0}^{1} f\left(B_{t}^{H}\right) d B_{t}^{H}-\sum_{i=1}^{n-1} f_{n}\left(Z_{n}\left(\frac{i}{n}\right)\right) \Delta Z_{n}\left(\frac{i}{n}\right)
$$

and write it in the form $\Delta_{n}:=\sum_{j=1}^{4} \Delta_{n, r}^{(j)}$, where $\Delta_{n, r}^{(1)}=\int_{0}^{1} f\left(B_{t}^{H}\right) d B_{t}^{H}-$ $\sum_{j=1}^{p_{r}-1} f\left(B_{t_{j}^{(r)}}^{H}\right) \Delta B_{j, r}^{H}$ is independent of $n, \Delta B_{j, r}^{H}=B_{t_{j+1}^{(r)}}^{H}-B_{t_{j}^{(r)}}^{H}$.

$$
\begin{aligned}
\Delta_{n, r}^{(2)} & =\sum_{j=1}^{p_{r}-1} f\left(B_{t_{j}^{(r)}}^{H}\right) \Delta B_{j, r}^{H}-\sum_{j=1}^{p_{r}-1} f\left(Z_{t_{j}^{(r)}}^{(n)}\right) \Delta Z_{j, r}^{(n)}, \\
\Delta_{n, r}^{(3)} & =\sum_{j=1}^{p_{r}-1} f\left(Z_{t_{j}^{(r)}}^{(n)}\right) \Delta Z_{j, r}^{(n)}-\sum_{j=1}^{p_{r}-1} f_{n}\left(Z_{t_{j}^{(r)}}^{(n)}\right) \Delta Z_{j, r}^{(n)}, \\
\Delta_{n, r}^{(4)} & =\sum_{j=1}^{p_{r}-1} f_{n}\left(Z_{t_{j}^{(r)}}^{(n)}\right) \Delta Z_{j, r}^{(n)}-\sum_{j=1}^{p_{r}-1} f_{n}\left(Z_{\frac{i}{n}}^{(n)}\right) \Delta Z_{\frac{i}{n}}^{(n)} .
\end{aligned}
$$

From the result of Zähle (Zah98) cited above, $P-\lim _{r \rightarrow \infty} \Delta_{n, r}^{(1)}=0$. By Lemma 1.15.15 $P-\lim _{r \rightarrow \infty} \Delta_{n, r}^{(4)}=0$.

As to $\Delta_{n, r}^{(2)}$, we have from the weak convergence of $Z^{(n)}$ to $B^{H}$ that

$$
\sum_{j=1}^{p_{r}-1} f\left(Z_{t_{j}^{(r)}}^{(n)}\right) \Delta Z_{j, r}^{(n)} \xrightarrow{d} \sum_{j=1}^{p_{r}-1} f\left(B_{t_{j}^{(r)}}^{H}\right) \Delta B_{j, r}^{H}
$$

as $n \rightarrow \infty$, for any fixed $r \geq 1$. We must estimate now $\Delta_{n, r}^{(3)}$. The technique here is similar to the proof of Lemma 1.15.15.

Let $F(x)=\int_{0}^{x} f(t) d t, F_{n}(x)=\int_{0}^{x} f_{n}(t) d t$. Then

$$
\begin{align*}
& F\left(Z_{1}^{(n)}\right)=\sum_{j=1}^{p_{r}-1}\left(F\left(Z_{t_{j+1}^{(r)}}^{(n)}\right)-F\left(Z_{t_{j}^{(r)}}^{(n)}\right)\right) \\
& =\sum_{j=1}^{p_{r}-1} f\left(Z_{t_{j}^{(r)}}^{(n)}\right) \Delta Z_{j, r}^{(n)}+\frac{1}{2} \sum_{j=0}^{p_{r}-1} f^{\prime}\left(\theta_{j, r}^{(n)}\right)\left(\Delta Z_{j, r}^{(n)}\right)^{2} \tag{1.15.24}
\end{align*}
$$

and, similarly,

$$
\begin{equation*}
F_{n}\left(Z_{1}^{(n)}\right)=\sum_{j=1}^{p_{r}-1} f_{n}\left(Z_{t_{j}^{(r)}}^{(n)}\right) \Delta Z_{j, r}^{(n)}+\frac{1}{2} \sum_{j=0}^{p_{r}-1} f_{n}^{\prime}\left(\widetilde{\theta}_{j, r}^{(n)}\right)\left(\Delta Z_{j, r}^{(n)}\right)^{2} \tag{1.15.25}
\end{equation*}
$$

where $\theta_{j, r}^{(n)}$ and $\widetilde{\theta}_{j, r}^{(n)}$ are between $Z_{t_{j}^{(r)}}^{(n)}$ and $Z_{t_{j+1}^{(r)}}^{(n)}$. Now,

$$
\left|F\left(Z_{1}^{(n)}\right)-F_{n}\left(Z_{1}^{(n)}\right)\right| \leq\left|Z_{1}^{(n)}\right| \sup _{|t| \leq\left|Z_{1}^{(n)}\right|}\left|f_{n}(t)-f(t)\right|
$$

whence

$$
\begin{align*}
& P\left\{\left|F\left(Z_{1}^{(n)}\right)-F_{n}\left(Z_{1}^{(n)}\right)\right| \geq \delta\right\} \leq P\left\{\left|Z_{1}^{(n)}\right| \geq R\right\} \\
& +P\left\{\sup _{|t| \leq R}\left|f_{n}(t)-f(t)\right| \geq \frac{\delta}{R}\right\} \tag{1.15.26}
\end{align*}
$$

(The last event is not random.) Since $f_{n}$ uniformly converges to $f$ on $[-R, R]$, the last term in (1.15.26) is zero for all sufficiently large $n$, and $\lim _{n \rightarrow \infty} P\left\{\left|Z_{1}^{(n)}\right| \geq R\right\}=P\left\{\left|B_{1}^{H}\right| \geq R\right\} \leq \frac{1}{R^{2}}$. Therefore, from (1.15.24)(1.15.26) and Lemmas 1.15.14-1.15.15

$$
P_{r \rightarrow \infty}^{P-\lim _{n \rightarrow \infty}} \lim _{n, r} \Delta_{n}^{(3)}=0
$$

and the theorem is proved.
Remark 1.15.18. The paper (Wang03) contains a result on a weak convergence to fBm in the Brownian scenery.
(vi) $f B m$ as a weak limit of Poisson shot noise processes.

Let for all $n \in \mathbb{Z} \backslash\{0\} X_{n}$ be i.i.d.r.v. with $E X_{1}=0$ and $E X_{1}^{2} \in(0, \infty)$, $g: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a continuously differentiable function with $g^{\prime}(u)=O\left(u^{-1 / 2-\varepsilon}\right)$, $u \rightarrow \infty$ for some $\varepsilon>0$. Consider the special model of multiplicative shots: $X_{i}(u)=g(u) X_{i}, u \geq 0$, and a shot noise model, which is defined as

$$
S(t)=\sum_{i=1}^{N(t)} X_{i}\left(t-T_{i}\right)+\sum_{i \leq-1}\left[X_{i}\left(t-T_{i}\right)-X_{i}\left(-T_{i}\right)\right], t \geq 0
$$

where $N$ is a two-sided homogeneous Poisson process with the rate $\alpha>0$ and points $\cdots<T_{-2}<T_{-1}<0<T_{1}<T_{2}<\cdots$. For $t=0$ we put $S(0)=0$.

According to (KK04), the multiplicative process with the above restrictions on $g$ and $X_{i}$ exists and has the following sample path properties.

Lemma 1.15.19. The process $S$ possesses a right-continuous version with left limits on $\mathbb{R}_{+}$and has a finite variation on any $[0, T], T>0$. Therefore, it is a semimartingale with respect to its natural filtration.

Now, suppose that $\lim _{u \rightarrow \infty} u g^{\prime}(u) / g(u)=\gamma$ with $\gamma \in(0,1 / 2)$. Introduce the rescaled process

$$
S(x, t)=\frac{S(x t)}{\sigma(t)}, x \in[0, \infty), t>0
$$

where $\sigma^{2}(t)=\operatorname{Var}(S(t))$.
Theorem 1.15.20. Under the above assumptions,

$$
S(\cdot, t) \longrightarrow B^{H}, \quad t \rightarrow \infty
$$

when the convergence is in $\mathcal{D}[0, \infty)$ with the metric of uniform convergence on compacts, and $H=1 / 2+\gamma$.

### 1.16 Hölder Properties of the Trajectories of fBm and of Wiener Integrals w.r.t. fBm

Let $\left\{\xi_{t}, t \in[0, T]\right\}$ be a separable modification of Gaussian process, $\rho_{\xi}^{2}(s, t)=$ $E\left(\xi_{s}-\xi_{t}\right)^{2}, G=G(x): \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be a continuous increasing function, $G(0)=$ $0, D(T, \varepsilon)=\int_{0}^{\varepsilon} H(T, u)^{1 / 2} d u$ be the Dudley integral (see Section 1.10), $\rho(s, t)$ be some semi-metric in $[0, T]$.

Definition 1.16.1. A function $\Theta=\Theta(x): \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is called a modulus of continuity if $\Theta(0)=0$ and for any $x_{1}, x_{2} \geq 0$

$$
\Theta\left(x_{1}\right) \leq \Theta\left(x_{1}+x_{2}\right) \leq \Theta\left(x_{1}\right)+\Theta\left(x_{2}\right)
$$

Definition 1.16.2. Let $g:[0, T] \rightarrow \mathbb{R}$ be some function. The function

$$
\varepsilon \rightarrow \Delta_{\rho}(g, \varepsilon):=\sup _{\substack{\rho(s, t) \leq \varepsilon \\ \\ s, t \in[0, T]}}|g(s)-g(t)|
$$

is called a modulus of uniform continuity of the function $g$ with respect to the semi-metric $\rho$.

Definition 1.16.3. A modulus $\Theta(\cdot)$ is called a uniform modulus of a Gaussian process $\xi$ with respect to the semi-metric $\rho$ if for a.a. $\omega \in \Omega$

$$
\limsup _{\varepsilon \rightarrow 0} \Delta_{\rho}(\xi .(\omega), \varepsilon) / \Theta(\varepsilon)<\infty
$$

The next result is formulated in the book (Lif95).
Theorem 1.16.4. 1. Let for any $s, t \in[0, T]$

$$
\begin{equation*}
\rho_{\xi}(s, t) \leq G(\rho(s, t)) \tag{1.16.1}
\end{equation*}
$$

Then the function $\Theta(\varepsilon):=D(T, G(\varepsilon))$ is a uniform modulus of the Gaussian process $\xi$ with respect to the semi-metric $\rho$.
2. Under assumption (1.16.1) with $\rho(s, t)=|s-t|$, the function

$$
\Theta(\varepsilon)=\int_{0}^{\varepsilon}|\log r|^{1 / 2} d G(r)
$$

is a uniform modulus of the Gaussian process $\xi$ with respect to $\rho$.
Definition 1.16.5. We say that the function $f:[0, T] \rightarrow \mathbb{R}$ belongs to the space $C^{\beta-}[0, T]$ if $f \in C^{\gamma}[0, T]$ for any $\gamma<\beta$.

Let $\xi_{t}=B_{t}^{H}$ be an fBm with Hurst index $H \in(0,1)$. Then, evidently, we can take $G(x)=x^{H}$, so from the second statement of previous theorem, the function $\Theta(\varepsilon) \sim \varepsilon^{H}|\log \varepsilon|^{1 / 2}$ will be a uniform modulus of $B^{H}$ on any $[0, T]$. In particular, $\left|B_{t}^{H}-B_{s}^{H}\right| \leq c(\omega)|t-s|^{H-\beta}$ for any $0<\beta<H$, i.e. $B^{H} \in C^{H-}[0, T]$ for a.a. $\omega$ and any $T>0$. Now, let $\xi_{t}=I_{t}(f)=\int_{0}^{t} f(s) d B_{s}^{H}$ with $f \in L_{2}^{H}[0, t]$ for any $0 \leq t \leq T, H \in(1 / 2,1)$. We can take $\rho(s, t)=$ $\int_{s}^{t}|f(u)|^{\frac{1}{H}} d u, G(x)=C_{H} x^{H}$,

$$
\Delta_{\rho}(I, \varepsilon)=\sup _{\substack{0 \leq s<t \leq T: \\ \int_{s}^{t}|f(u)|^{\frac{1}{H}} d u<\varepsilon}}\left|\xi_{t}-\xi_{s}\right|,
$$

$D(T, G(\varepsilon))=\int_{0}^{C_{H} \varepsilon^{H}} H(T, u)^{1 / 2} d u$. Then, according to the first statement of Theorem 1.16.4 and Theorem 1.10.3

$$
\limsup _{\varepsilon \rightarrow 0} \Delta_{\rho}(I, \varepsilon) / D(T, G(\varepsilon))<\infty .
$$

Now we simplify the situation supposing that $f$ is essentially bounded on $[0, T], f_{T}^{*}:=\operatorname{ess}^{2} \sup _{0 \leq t \leq T}|f(t)|<\infty$. Then we can take $\rho(s, t)=|s-t|$, $G(x)=C_{H} f_{T}^{*} \cdot x^{H}$, and $\Theta(\varepsilon) \sim C_{H} f_{T}^{*} \varepsilon^{H}|\log \varepsilon|^{1 / 2}$ will be a uniform modulus of $I(f)$ on $[0, T]$.

Now consider the case $H \in(0,1 / 2)$, and $f$, as before, belongs to $L_{2}^{H}[0, t]$ for any $0 \leq t \leq T$. We suppose additionally that $f \in C^{\beta}[0, T]$ for $H+\beta>1 / 2$. Then, according to Remark 1.10.7, we can take $\rho(s, t)=|s-t|, G(x)=$ $C_{H}\|f\|_{C^{\beta}[0, T]} x^{H}$, and $\Theta(\varepsilon) \sim C_{H}\|f\|_{C^{\beta}[0, T]} \varepsilon^{H}|\log \varepsilon|^{1 / 2}$ will be a uniform modulus of $I(f)$ on $[0, T]$.
Remark 1.16.6. Some results related to moduli of continuity for non-Gaussian processes can be found in Subsection 3.5.9.

### 1.17 Estimates for Fractional Derivatives of fBm and of Wiener Integrals w.r.t. Wiener Process via the Garsia-Rodemich-Rumsey Inequality

The following results are not only of independent interest but also will be used in Chapter 3, devoted to stochastic differential equations involving fBm.

Consider for any $T>0$ the random variable that is the right-sided RiemannLiouville fractional derivative of order $\beta$ (in Weyl representation) of $\mathrm{fBm} B^{H}$, where $1-H<\beta<1 / 2$ and $H \in(1 / 2,1)$ :

$$
G_{t}:=\frac{1}{\Gamma(\beta)} \sup _{0 \leq s<z \leq t}\left|D_{z-}^{1-\beta} B_{z-}^{H}(s)\right|, t \in[0, T]
$$

Lemma 1.17.1. For any $1-H<\beta<1 / 2$ and any $p>0$

$$
E G_{t}^{p}<\infty
$$

Proof. By the Garsia-Rodemich-Rumsey inequality (GRR71), for any $p \geq 1$ and $\rho>p^{-1}$ there exists a constant $C_{\rho, p}>0$ such that for any continuous function $f$ on $[0, T]$ and for all $s<z \leq t \in[0, T]$

$$
|f(z)-f(s)|^{p} \leq C_{\rho, p}|z-s|^{\rho p-1} \int_{0}^{z} \int_{0}^{z} \frac{|f(x)-f(y)|^{p}}{|x-y|^{\rho p+1}} d x d y
$$

Choose $\varepsilon<\beta-(1-H)$ and put $\rho=H-\frac{\varepsilon}{2}, p=\frac{2}{\varepsilon}$ and $f(t)=B_{t}^{H}$ :

$$
\left|B_{z}^{H}-B_{s}^{H}\right| \leq C_{H, \varepsilon}|z-s|^{H-\varepsilon} \xi_{t, \varepsilon}
$$

where

$$
\begin{equation*}
\xi_{t, \varepsilon}=\left(\int_{0}^{t} \int_{0}^{t} \frac{\left|B_{x}^{H}-B_{y}^{H}\right|^{\frac{2}{\varepsilon}}}{|x-y|^{\frac{2 H}{\varepsilon}}} d x d y\right)^{\frac{\varepsilon}{2}}, 0<\varepsilon<H \tag{1.17.1}
\end{equation*}
$$

Since $B_{x}^{H}-B_{y}^{H}$ is a Gaussian random variable, and $E\left|B_{x}^{H}-B_{y}^{H}\right|^{2}$ $=|x-y|^{2 H}$, we have that for the random variable $\xi_{t, \varepsilon}$ for any $q>1$

$$
\begin{aligned}
& E\left|\xi_{t, \varepsilon}\right|^{q}=E\left(\int_{0}^{t} \int_{0}^{t} \frac{\left|B_{x}^{H}-B_{y}^{H}\right|^{\frac{2}{\varepsilon}}}{|x-y|^{\frac{2 H}{\varepsilon}}} d x d y\right)^{q \frac{\varepsilon}{2}} \\
& \leq C_{q, H, T} \int_{0}^{T} \int_{0}^{T} \frac{E\left|B_{x}^{H}-B_{y}^{H}\right|^{q}}{|x-y|^{H q}} d x d y \leq C_{q, H, T}
\end{aligned}
$$

which means that all moments of $\xi_{t, \varepsilon}$ are finite.
Further, for $\varepsilon<\beta-(1-H)$

$$
\begin{aligned}
& G_{t} \leq C_{\beta} \sup _{0 \leq s<z \leq t}\left(\frac{\left|B_{z}^{H}-B_{s}^{H}\right|}{|z-s|^{1-\beta}}+\int_{s}^{z} \frac{\left|B_{s}^{H}-B_{y}^{H}\right|}{|s-y|^{2-\beta}} d y\right) \\
& \leq C_{\beta, H, \varepsilon} \sup _{0 \leq s<t}(t-s)^{H-\varepsilon-1+\beta} \xi_{t, \varepsilon} \leq C_{\beta, H, \varepsilon} \xi_{t, \varepsilon}
\end{aligned}
$$

so, $E G_{t}^{p}<\infty$ for any $p>0$.
Remark 1.17 .2 . 1) It is easy to see that the random process $\left\{G_{t}, t \in[0, T]\right\}$ is dominated, up to a constant, by some continuous process with moments of any order, namely, by $\xi_{t, \varepsilon}$.
2) Evidently, all moments of the random variable $G_{T}$ are finite.
3) It follows immediately from Corollary 1.9.4 that the same conclusions hold for a Wiener integral w.r.t. fBm with a bounded integrand and $H \in(1 / 2,1)$.

Now, we establish Hölder properties and estimates, similar to the aforementioned, for the integral $\left\{\int_{0}^{t} b_{s} d W_{s}, t \in[0, T]\right\}$, where $b_{s}$ is a predictable bounded process. For any $0<\delta<1 / 4$ put $p=\frac{2}{\delta}, \theta=1 / 2-\delta / 2$ in the Garsia-Rodemich-Rumsey inequality. Then

$$
\left|\int_{s}^{t} b_{u} d W_{u}\right| \leq C_{\delta}|t-s|^{1 / 2-\delta} \xi_{t, \delta}^{b},
$$

where

$$
\begin{equation*}
\xi_{t, \delta}^{b}:=\left(\int_{0}^{t} \int_{0}^{t} \frac{\left|\int_{x}^{y} b_{u} d W_{u}\right|^{2 / \delta}}{|x-y|^{1 / \delta}} d x d y\right)^{\delta / 2} \tag{1.17.2}
\end{equation*}
$$

and for any $q>1$ from the Hölder and Burkholder inequalities

$$
\begin{gathered}
E\left|\xi_{t, \delta}^{b}\right|^{q}=E\left(\int_{0}^{t} \int_{0}^{t} \frac{\left|\int_{x}^{y} b_{u} d W_{u}\right|^{2 / \delta}}{|x-y|^{1 / \delta}} d x d y\right)^{q \delta / 2} \\
\leq C_{q, t} \int_{0}^{t} \int_{0}^{t} \frac{E\left|\int_{x}^{y} b_{u} d W_{u}\right|^{q} d x d y}{|x-y|^{q / 2}} \leq C_{q, t} \int_{0}^{t} \int_{0}^{t} \frac{\left|\int_{x}^{y} b_{u}^{2} d u\right|^{q / 2} d x d y}{|x-y|^{q / 2}} \leq C_{q, t},
\end{gathered}
$$

Note that the process $\xi_{t, \delta}^{b}$ is continuous and strictly increasing, so, our Wiener integral with respect to the Wiener process is dominated by a strictly increasing process with all moments bounded on $[0, T]$.

### 1.18 Power Variations of fBm and of Wiener Integrals w.r.t. fBm

We start here with the simple result obtained by Rogers in (Rog97). Consider for $\mathrm{fBm}\left\{B_{t}^{H}, t \geq 0\right\}$ with $H \in(0,1)$ and for $p>0$ the sums

$$
\begin{equation*}
S_{n, p}(t)=\sum_{j=1}^{2^{n}}\left|B_{\frac{j t}{2^{n}}}^{H}-B_{\frac{(j-1) t}{2^{n}}}^{H}\right|^{p} \cdot 2^{n(p H-1)}, \tag{1.18.1}
\end{equation*}
$$

and

$$
\tilde{S}_{n, p}(t)=2^{-n} \sum_{j=1}^{2^{n}}\left|B_{j t}^{H}-B_{(j-1) t}^{H}\right|^{p}
$$

Then $\operatorname{Law}\left(S_{n, p}(t)\right)=\operatorname{Law}\left(\tilde{S}_{n, p}(t)\right)$ (i.e., these sums have identical distribution), due to the self-similarity property of $B^{H}:\left(\operatorname{Law}\left(B_{c t}^{H}, t>0\right)=\right.$ $\left.\operatorname{Law}\left(c^{H} B_{t}^{H}, t>0\right)\right)$.

The sequence $\left(B_{k}^{H}-B_{k-1}^{H}\right)_{k \in N}$ is stationary. Therefore, from the ergodic theorem

$$
\tilde{S}_{n, p}(t) \rightarrow E\left|B_{t}^{H}\right|^{p}=: C_{p} t^{p H} \quad \text { as } \quad n \rightarrow \infty
$$

with probability 1 and in $L_{1}(P)$, whence

$$
\begin{equation*}
S_{n, p}(t) \xrightarrow{d} C_{p} t^{p H}, n \rightarrow \infty \tag{1.18.2}
\end{equation*}
$$

so $S_{n, p}(t) \xrightarrow{P} C_{p} t^{p H}, n \rightarrow \infty$.
From (1.18.1)-(1.18.2)

$$
\sum_{j=1}^{2^{n}}\left|B_{\frac{j t}{2^{n}}}^{H}-B_{\frac{(j-1) t}{2^{n}}}^{H}\right|^{p} \xrightarrow{P} \begin{cases}0, & p>\frac{1}{H}  \tag{1.18.3}\\ +\infty, & p<\frac{1}{H} \\ E\left|B_{t}^{H}\right|^{1 / H}, & p=1 / H\end{cases}
$$

Now, consider the interval $[0,1]$; let $\left\{\pi_{k}, k \geq 1\right\}$ be a sequence of refining partitions and $\Pi(\delta)$ be the set of all partitions $\pi$ of $[0,1]$ with $|\pi|<\delta$.

Evidently, from (1.18.3) we obtain that

$$
\lim _{\delta \rightarrow 0} \sup _{\pi \in \Pi(\delta)} S\left(|x|^{p}, \pi, B^{H}\right)=+\infty
$$

with probability 1 , where $p<\frac{1}{H}$ and

$$
S(\psi(x), \pi, X):=\sum_{t_{j} \in \pi} \psi\left(X_{t_{j}}-X_{t_{j-1}}\right)
$$

Now we use the result of Kawada and Kôno (KK73).
Theorem 1.18.1. Let $\left\{X_{t}, 0 \leq t \leq 1\right\}$ be a centered Gaussian process with continuous trajectories such that

$$
E\left|X_{t}-X_{s}\right|^{2} \leq \sigma^{2}(|t-s|)
$$

where $\{\sigma(t), 0 \leq t \leq 1\}$ is a continuous function with $\sigma(0)=0$. Let $\{\psi(t), 0 \leq$ $t \leq 1\}$ be a non-decreasing regular varying function with exponent $\alpha>0$ satisfying

$$
\psi(\sigma(t)) \leq t \gamma(t) \quad \text { for } \quad 0 \leq t \leq 1 \quad \text { and } \quad \lim _{t \downarrow 0} \gamma(t)=0
$$

Then $\lim _{\delta \rightarrow 0} \sup _{\pi \in \Pi(\delta)} S(\psi(x), \pi, X)=$ constant (including $\infty$ ) holds with probability 1.

Put $X_{t}=B_{t}^{H}, \sigma^{2}(t)=t^{2 \alpha+1}, \psi(t)=t^{\frac{1}{H}+\varepsilon}$ for some $\varepsilon>0$ (recall that a function is regularly varying if $\frac{\psi(x t)}{\psi(t)} \rightarrow \rho(x)$ as $t \rightarrow \infty$ and in this case $\rho(x)=x^{\beta}$ for some $\left.\beta \geq 0\right)$. Then $\psi(\sigma(t))=t^{1+H \varepsilon}$ and all the assumptions of Theorem 1.18.1 are satisfied. So, $\lim _{\delta \rightarrow 0} \sup _{\pi \in \Pi(\delta)} S\left(|x|^{p}, \pi, B^{H}\right)=$ const for any $p>\frac{1}{H}$. Evidently, this constant is zero since for any $p^{\prime}>p>\frac{1}{H}$

$$
S\left(x^{p^{\prime}}, \pi, B^{H}\right) \leq \sup _{0 \leq t<t^{\prime} \leq t+\delta \leq 1}\left|B_{t}^{H}-B_{t^{\prime}}^{H}\right|^{p^{\prime}-p} \cdot S\left(x^{p}, \pi, B^{H}\right)
$$

and the first factor tends to zero a.s. as $\delta \rightarrow 0$.
Now, let $H \in\left(0, \frac{1}{2}\right)$. In this case we can use the following theorem for the case $p=\frac{1}{H}$.

Theorem 1.18.2 ((KK73)). 1) Let the following assumptions hold:
(a) $E\left|X_{s}-X_{t}\right|^{2} \leq \sigma^{2}(|t-s|)$;
(b) $\sigma(t)$ is a non-decreasing regular varying function;
(c) the function $\sigma(t) \sqrt{2 \log \log \frac{1}{t}}$ is strictly increasing near the origin.

Let $\tilde{\Pi}(k)$ be the set of all partitions such that $\min \left|t_{j}-t_{j-1}\right| \geq \frac{1}{k}$. Then

$$
\limsup _{k \rightarrow \infty} \sup _{\pi \in \tilde{\Pi}(k)} \frac{S\left(\sigma^{-1}(x), \pi, X\right)}{\Phi\left(\frac{1}{k}\right)} \leq 1
$$

with probability 1, where

$$
\Phi(t)=\sup _{s \geq t} \frac{\sigma^{-1}\left(\sigma(s) \sqrt{2 \log \log \frac{1}{s}}\right)}{s}
$$

2) Let the assumption (b) hold and also
(d) $E\left|X_{s}-X_{t}\right|^{2} \leq \sigma^{2}(|t-s|)$;
(e) $\sigma^{2}(t)-\sigma^{2}(t-h) \leq C \sigma^{2}(h)$ for some $C>0$, any small $t$ and $0 \leq h \leq t$.

Then $\liminf _{k \rightarrow \infty} \sup _{\pi \in \tilde{\Pi}(k)} \frac{S\left(\sigma^{-1}(x), \pi, X\right)}{\Phi\left(\frac{1}{k}\right)} \geq 1$ with probability 1 .
Put $\sigma(t)=t^{H}, X_{t}=B_{t}^{H}$. Then conditions (a), (b), (c) and (d) hold. Moreover, for $H \in\left(0, \frac{1}{2}\right) \sigma^{2}(t)-\sigma^{2}(t-h)=t^{2 \alpha+1}-(t-h)^{2 \alpha+1} \leq h^{2 \alpha+1}$ for all $0 \leq h \leq t \leq 1$. The function $\Phi(t)$ now has the form $\Phi(t)=$ $\left(2 \log \log \frac{1}{t}\right)^{\frac{1}{H}}$, whence $\lim _{k \rightarrow \infty} \sup _{\pi \in \tilde{\Pi}(k)} \frac{S\left(|x| \frac{1}{H}, \pi, B^{H}\right)}{(2 \log \log k)^{\frac{1}{2 H}}}=1$ or, in other words, $\lim _{k \rightarrow \infty} \sup _{\pi \in \tilde{\Pi}(k)} \frac{\sum_{t_{j} \in \pi}\left|B_{t_{j}}^{H}-B_{t_{j-1}}^{H}\right|^{\frac{1}{H}}}{(2 \log \log k)^{\frac{1}{2 H}}}=1$.

For $H \in(1 / 2,1)$ we have no assumption (e), so, give only upper bounds. Namely, from the first statement of Theorem 1.18.2, we can deduce that

$$
\limsup _{k \rightarrow \infty} \sup _{\pi \in \tilde{\Pi}(k)} \frac{\sum_{t_{j} \in \pi}\left|B_{t_{j}}^{H}-B_{t_{j-1}}^{H}\right|^{\frac{1}{H}}}{(2 \log \log k)^{\frac{1}{2 H}}} \leq 1
$$

Moreover, the following result holds.
Theorem 1.18.3. Under assumptions (a)-(c)

$$
\lim _{\delta \rightarrow 0} \sup _{\pi \in \Pi(\delta)} S(\psi(x), \pi, X) \leq 1
$$

with probability 1, where $\psi(x)$ is the inverse function to $\sigma(t) \sqrt{2 \log \log \frac{1}{t}}$ near the origin.

In our case it means that

$$
\lim _{\delta \rightarrow 0} \sup _{\pi \in \Pi(\delta)} \sum_{t_{j} \in \pi} \psi\left(\left|B_{t_{j}}^{H}-B_{t_{j-1}}^{H}\right|\right) \leq 1
$$

where $\psi(t)$ is the inverse function to $t^{H} \sqrt{2 \log \log \frac{1}{t}}$.
Let, as before, $\Pi$ be the set of all partitions of the interval $[0,1]$.
Definition 1.18.4. For any $p>0$ define $p$-variation of the function $f$ on the interval $[a, b]$ as

$$
v_{p}(f)=\sup _{\pi \in \Pi} S\left(|x|^{p}, \pi, f\right)
$$

Also, let $p$-variation index of the function $f$ be $v(f):=\inf \left(p: v_{p}(f)<\infty\right)$.
The last relations mean that $v\left(B_{H}\right)=\frac{1}{H}$ with probability 1 , and, moreover,

$$
v_{p}\left(B_{H}\right)<\infty \quad \text { for } \quad p>\frac{1}{H} \quad \text { and } \quad=\infty \quad \text { for } \quad p<\frac{1}{H}
$$

This result was obtained in (Nrv99) from another point of view. Let $\left\{X_{t}, t \geq 0\right\}$ be a Gaussian process with stationary increments and $E \mid X_{t+s}$ $\left.X_{t}\right|^{2}=\sigma^{2}(s)$. Let $\gamma_{*}:=\inf \left\{\gamma>0: \lim _{s \downarrow 0} \frac{s^{\gamma}}{\sigma(s)}=0\right\}$ and $\gamma^{*}:=\sup \{\gamma>0:$ $\left.\lim _{s \downarrow 0} \frac{s^{\gamma}}{\sigma(s)}=\infty\right\}$. Then $0 \leq \gamma^{*} \leq \gamma_{*} \leq+\infty$. If $\gamma^{*}=\gamma_{*}$ then we say that the process $X_{t}$ has the Orey index $\gamma(X)=\gamma^{*}=\gamma_{*}$. Let $X_{t}$ have the Orey index $\gamma(X) \in(0,1)$; then it follows from the results of Berman (Ber69) and also from (JM83) that the $p$-variation index of $X_{t}$ equals $v(X)=\frac{1}{\gamma(X)}$. Evidently, the Orey index of the fBm equals its Hurst index and equals $H$.

Now consider briefly the Gaussian process $X_{t}=I_{t}(f)=\int_{0}^{t} f(s) d B_{s}^{H}$. Let $H \in\left(\frac{1}{2}, 1\right)$ and the function $f$ is essentially bounded on $[0,1]$, ess $\sup _{0 \leq t \leq 1}|f(t)|=f^{*}$.

Then, according to Theorem 1.10.3, $E\left|X_{t}-X_{s}\right|^{2} \leq \sigma^{2}(\mid t-$ $s \mid)$, where $\sigma^{2}(t)=C_{H}\left(f^{*}\right)^{2} t^{2 \alpha+1}$, therefore from Theorem 1.18.1 $\lim _{\delta \rightarrow 0} \sup _{\pi \in \Pi(\delta)} S\left(|x|^{p}, \pi, I\right)=0$ for any $p>\frac{1}{H}$ and from Theorems 1.18.2 and 1.18.3

$$
\begin{gather*}
\lim \sup _{k \rightarrow \infty} \sup _{\pi \in \tilde{\Pi}(k)} \frac{S\left(|x|^{\frac{1}{H}}, \pi, I\right)}{\Phi\left(\frac{1}{k}\right)} \leq 1 \quad P \text {-a.s., }  \tag{1.18.4}\\
\lim _{\delta \rightarrow \infty} \sup _{\pi \in \tilde{\Pi}(\delta)} S(\psi(x), \pi, I) \leq 1 \quad P \text {-a.s. } \tag{1.18.5}
\end{gather*}
$$

where $\psi(x)$ is the inverse to $C_{H}^{1 / 2} f^{*} t^{H} \sqrt{2 \log \log \frac{1}{t}}$ near the origin.
Let $f_{*}:=\operatorname{essinf}_{0 \leq t \leq 1} f(t)>0$. Then

$$
E\left|I_{t}-I_{s}\right|^{2}=C_{H} \int_{s}^{t} \int_{s}^{t} f(u) f(v)|u-v|^{2 \alpha-1} d u d v \geq C_{H} f_{*}^{2}|t-s|^{2 \alpha+1}
$$

whence $S\left(|x|^{p}, \pi, I\right) \xrightarrow{P} \infty$ as $|\pi| \rightarrow 0$ and $p<\frac{1}{H}$, and together with Theorem 1.18.1 it means that

$$
\lim _{\delta \rightarrow 0} \sup _{\pi \in \Pi(\delta)} S\left(|x|^{p}, \pi, I\right)=\infty \quad P \text {-a.s., } \quad p<\frac{1}{H}
$$

For $H \in\left(0, \frac{1}{2}\right)$ and $f$ with $f_{*}>0$ we can immediately conclude from Theorem 1.9.1 that

$$
E\left|I_{t}-I_{s}\right|^{2} \geq C_{H}\|f\|_{L_{\frac{1}{H}}[s, t]}^{2} \geq C_{H} f_{*}^{2}|t-s|^{2 \alpha+1}
$$

whence $S\left(|x|^{p}, \pi, I\right) \xrightarrow{P} \infty$ as $|\pi| \rightarrow 0$ and $p<\frac{1}{H}$. Let $f \in C^{\beta}[0,1]$. Then we can deduce from Remark 1.10.7 that

$$
E\left|I_{t}-I_{s}\right|^{2} \leq C_{H}\|f\|_{C^{\beta}([0,1])}\left((t-s)^{2 \alpha+1}+(t-s)^{2 H+2 \beta}\right),
$$

whence (1.18.4)-(1.18.5) follow for $H \in\left(0, \frac{1}{2}\right)$.
Remark 1.18.5. In the paper (CNW06) the process of the form $\int_{0}^{t} u_{s} d B_{s}^{H}$ is considered where $u_{s}$ is a stochastic process with paths of finite $q$-variation and the integral is pathwise Riemann-Stieltjes integral (construction of such integrals is described in Section 2.1). The convergence in probability of the normalized power variations of these integrals is established and their deviations are considered.
Remark 1.18.6. Modern results on power variation of the integrals and other processes related to fBm are established in (GuNu05), (Nrv99), (CNW06), (DN99).

### 1.19 Lévy Theorem for fBm

The idea of this problem belongs to E. Valkeila. The results are published in (MV06). We start with the classical Lévy theorem:

Theorem 1.19.1. Let $\{\mu(t), t \geq 0\}$ be a continuous local martingale with the angle bracket $\langle\mu\rangle_{t}=t$. Then $\mu_{t}$ is the Wiener process.

The natural question is: how can the fBm be characterized in a similar way or by some other properties?

Let $\left\{\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, P\right\}$ be some stochastic basis, $\left\{X_{t}, t \geq 0\right\}$ be a stochastic process (not necessarily adapted, as for beginning). For any $t>0$, denote $t_{k}:=t \frac{k}{n}, 1 \leq k \leq n$. The main result of this section is:
Theorem 1.19.2. Let the process $X_{t}$ satisfy the following conditions:
(a) trajectories of $X$ are Hölder of any order $0<\beta<H$, where $0<H<1$;
(b) $n^{2 \alpha} \sum_{k=1}^{n}\left(X_{t_{k}}-X_{t_{k-1}}\right)^{2} \rightarrow t^{2 \alpha+1}$ for any $t>0$ in the space $L_{1}(P)$, as $n \rightarrow \infty$.
(c) the process $M_{t}:=\int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha} d X_{s}$ is an $\mathcal{F}_{t}$-adapted continuous squareintegrable martingale, where $\alpha=H-1 / 2$.

Then $X_{t}$ is an $\mathcal{F}_{t}$-adapted fBm with Hurst index $H$.

Proof. We shall divide the proof into several steps. First, consider the case $H \in\left(\frac{1}{2}, 1\right)$. Let the square-integrable martingale $W_{t}:=\int_{0}^{t} s^{\alpha} d M_{s}, t \in[0, T]$, $T>0$ and the process $Y_{t}:=\int_{0}^{t} s^{-\alpha} d X_{s}$. For convenience we put $T=1$. We can establish the existence in the pathwise sense of the latter integral using Hölder properties of $X$ and integration by parts.

Evidently,

$$
\begin{equation*}
M_{t}=\int_{0}^{t}(t-s)^{-\alpha} d Y_{s} \tag{1.19.1}
\end{equation*}
$$

Lemma 1.19.3. The process $X_{t}$ admits the representation

$$
X_{t}=\frac{1}{C_{H}} \int_{0}^{t}\left[\int_{u}^{t} s^{\alpha}(s-u)^{\alpha-1} d s\right] u^{-\alpha} d W_{u}
$$

where $C_{H}=B(\alpha, 1-\alpha)$.
Proof. Equation (1.19.1) is a generalized Abel integral equation and has the formal solution

$$
\begin{equation*}
Y_{t}=\frac{1}{C_{H}} \int_{0}^{t}(t-s)^{\alpha-1} M_{s} d s \tag{1.19.2}
\end{equation*}
$$

It is very easy to check that (1.19.1) becomes an identity, if we substitute (1.19.2) into (1.19.1), rewritten as

$$
\begin{equation*}
M_{t}=t^{-\alpha} Y_{t}+\alpha \int_{0}^{t}(t-s)^{-1-\alpha}\left(Y_{t}-Y_{s}\right) d s \tag{1.19.3}
\end{equation*}
$$

Moreover, the corresponding homogeneous equation

$$
0=t^{-\alpha} Y_{t}+\alpha \int_{0}^{t}(t-s)^{-1-\alpha}\left(Y_{t}-Y_{s}\right) d s
$$

has only a zero solution, whence $Y_{t}$ admits the representation (1.19.2). Further,

$$
\begin{gathered}
X_{t}=\int_{0}^{t} s^{\alpha} d Y_{s}=t^{\alpha} Y_{t}-\alpha \int_{0}^{t} s^{\alpha-1} Y_{s} d s \\
=\frac{t^{\alpha}}{C_{H}} \int_{0}^{t}(t-s)^{\alpha-1} M_{s} d s-\frac{\alpha}{C_{H}} \int_{0}^{t} s^{\alpha-1} \int_{0}^{s}(s-u)^{\alpha-1} M_{u} d u d s \\
=\frac{1}{C_{H}} \int_{0}^{t}\left[\int_{u}^{t} s^{\alpha}(s-u)^{\alpha-1} d s\right] d M_{u}
\end{gathered}
$$

Remark 1.19.4. From Lemma 1.19.3, for any $1 \leq k \leq n$, it follows that

$$
X_{t_{k}}-X_{t_{k-1}}=\frac{1}{C_{H}}\left(\int_{0}^{t_{k}}\left(\int_{s}^{t_{k}} u^{\alpha}(u-s)^{\alpha-1} d u\right) d M_{s}\right.
$$

$$
\begin{align*}
& \left.-\int_{0}^{t_{k-1}}\left(\int_{s}^{t_{k-1}} u^{\alpha}(u-s)^{\alpha-1} d u\right) d M_{s}\right) \\
& =\frac{1}{C_{H}}\left(\int_{0}^{t_{k-1}}\left(\int_{t_{k-1}}^{t_{k}} u^{\alpha}(u-s)^{\alpha} d u\right) d M_{s}\right. \\
& \left.+\int_{t_{k-1}}^{t_{k}}\left(\int_{s}^{t_{k}} u^{\alpha}(u-s)^{\alpha-1} d u\right) d M_{s}\right) \tag{1.19.4}
\end{align*}
$$

Denote

$$
\varphi_{k}^{t}(s):=\int_{t_{k-1}}^{t_{k}} u^{\alpha}(u-s)^{\alpha-1} d u
$$

and

$$
\psi_{k}^{t}(s):=\int_{s}^{t_{k}} u^{\alpha}(u-s)^{\alpha-1} d u
$$

Then

$$
\begin{equation*}
\triangle X_{t_{k}}:=X_{t_{k}}-X_{t_{k-1}}=\frac{1}{C_{H}}\left(\int_{0}^{t_{k-1}} \varphi_{k}^{t}(s) d M_{s}+\int_{t_{k-1}}^{t_{k}} \psi_{k}^{t}(s) d M_{s}\right) \tag{1.19.5}
\end{equation*}
$$

Now, let $0<s<t$, and let $\frac{s}{t}$ be a rational number, such that $\frac{s}{t} \in \mathbb{Q}$.
Lemma 1.19.5. Let $\widetilde{n} \in \mathbb{N}$ be an increasing sequence, such that $\widetilde{n} \frac{s}{t} \in \mathbb{N}$, $t_{\widetilde{k}}:=t k / \widetilde{n}$.

Then $\widetilde{n}^{2 \alpha} \sum_{k=\tilde{n} \frac{s}{t}+1}^{\tilde{n}}\left(X_{t_{\tilde{k}}}-X_{t_{\widetilde{k-1}}}\right)^{2} \xrightarrow{L_{1}(P)} t^{2 \alpha}(t-s), \widetilde{n} \rightarrow \infty$.
Proof. Evidently,
$\widetilde{n}^{2 \alpha} \sum_{k=1}^{\widetilde{n}_{n}^{s}}\left(\Delta X_{t_{\tilde{k}}}\right)^{2}=\left(\widetilde{n} \frac{s}{t}\right)^{2 \alpha} \cdot\left(\frac{t}{s}\right)^{2 \alpha} \sum_{k=1}^{\tilde{n}_{t}^{s}}\left(\Delta X_{\frac{s k}{\bar{n}}}^{\tilde{\tilde{t}}}\right)^{2} \rightarrow s^{2 \alpha+1} \cdot\left(\frac{t}{s}\right)^{2 \alpha}=s t^{2 \alpha}$.
We know from condition (b) that $\widetilde{n}^{2 \alpha} \sum_{k=1}^{\tilde{n}}\left(\Delta X_{t_{\tilde{k}}}\right)^{2} \rightarrow t^{2 \alpha+1}$, whence the claim follows.

Now we want to estimate $\widetilde{n}^{2 \alpha} \sum_{k=\tilde{n}}^{\tilde{n}}{ }_{\underline{s}}\left(\Delta X_{t_{\tilde{k}}}\right)^{2}$ in terms of the angle bracket $\langle M\rangle$, by using representations (1.19.4)) and (1.19.5). In order to do this, rewrite the increment of the process $X$ in the form

$$
\begin{gathered}
\Delta X_{t \frac{k}{n}}=\frac{1}{C_{H}}\left(\int_{0}^{t_{k-2}} \varphi_{k}^{t}(s) d M_{s}+\int_{t_{k-2}}^{t_{k-1}} \varphi_{k}^{t}(s) d M_{s}+\int_{t_{k-1}}^{t_{k}} \psi_{k}^{t}(s) d M_{s}\right) \\
=: \frac{1}{C_{H}}\left(I_{1}^{k}+I_{2}^{k}+I_{3}^{k}\right) .
\end{gathered}
$$

Evidently,

$$
\begin{equation*}
\varphi_{k}^{t}(s) \leq\left(t_{k}^{\alpha}\left(t_{k-1}-s\right)^{\alpha-1} \cdot \frac{t}{n}\right) \wedge\left(\frac{n^{-\alpha}}{\alpha}\right) \tag{1.19.6}
\end{equation*}
$$

and

$$
\begin{gather*}
\widetilde{n}^{2 \alpha} \sum_{k=\widetilde{n} \frac{s}{t}+1}^{\widetilde{n}}\left(\Delta X_{t \frac{k}{n}}\right)^{2} \\
=\frac{\widetilde{n}^{2 \alpha}}{C_{H}^{2}}\left(\sum_{k=\widetilde{n} \frac{s}{t}+1}^{\widetilde{n}}\left(\left(I_{1}^{k}\right)^{2}+\left(I_{2}^{k}\right)^{2}+\left(I_{3}^{k}\right)^{2}+2 I_{1}^{k} \cdot I_{2}^{k}+2 I_{1}^{k} \cdot I_{3}^{k}+2 I_{2}^{k} \cdot I_{3}^{k}\right)\right) . \tag{1.19.7}
\end{gather*}
$$

Now we shall estimate the terms on the right-hand side of (1.19.7).
Lemma 1.19.6. There exist two constants $C_{1}>0, C_{2}>0$ such that

$$
C_{1} t^{2 \alpha} \int_{s}^{t} u^{2 \alpha} d\langle M\rangle_{u} \leq \underset{\widetilde{n} \rightarrow \infty}{P}-\lim \left(\widetilde{n}^{2 \alpha} \sum_{k=\frac{\tilde{n} s}{t}+1}^{\widetilde{n}}\left(I_{1}^{k}\right)^{2}\right) \leq C_{2} t^{4 \alpha}\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right)
$$

Proof. For simplicity, we shall omit $\sim$, and consider only such $n$ that $n \frac{s}{t} \in \mathbb{N}$. From the Itô formula for square-integrable martingales, it follows that

$$
\begin{aligned}
\left(I_{1}^{k}\right)^{2}= & \left(\int_{0}^{t_{k-2}} \varphi_{k}^{t}(u) d M_{u}\right)^{2}=\int_{0}^{t_{k-2}}\left(\varphi_{k}^{t}(u)\right)^{2} d\langle M\rangle_{u} \\
& +2 \int_{0}^{t_{k-2}} \int_{0}^{u} \varphi_{k}^{t}(v) d M_{v} \cdot \varphi_{k}^{t}(u) d M_{u}
\end{aligned}
$$

First, we estimate

$$
S_{1}^{n}:=n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \int_{0}^{t_{k-2}}\left(\varphi_{k}^{t}(u)\right)^{2} d\langle M\rangle_{u}
$$

From (1.19.6), we obtain that

$$
\int_{0}^{t_{k-2}}\left(\varphi_{k}^{t}(u)\right)^{2} d\langle M\rangle_{u} \leq t^{2 \alpha}\left(\frac{k}{n}\right)^{2 \alpha} \frac{t^{2}}{n^{2}} \int_{0}^{t_{k-2}}\left(t_{k-1}-u\right)^{2 \alpha-2} d\langle M\rangle_{u}
$$

So, the estimate of $S_{1}^{n}$ from above has the form

$$
\begin{equation*}
S_{1}^{n} \leq n^{2 \alpha-2} t^{2 \alpha+2} \sum_{k=n \frac{s}{t}+2}^{n}\left(\frac{k}{n}\right)^{2 \alpha} \int_{0}^{t_{k-2}}\left(t_{k-1}-u\right)^{2 \alpha-2} d\langle M\rangle_{u} \tag{1.19.8}
\end{equation*}
$$

Now, we rewrite the sum in (1.19.8) for $0<s<t$ and $2 \leq n \frac{s}{t} \leq n-3$ :

$$
\begin{gather*}
S_{11}^{n}:=\sum_{k=n \frac{s}{t}+2}^{n} \int_{0}^{t_{k-2}}\left(t_{k-1}-u\right)^{2 \alpha-2} d\langle M\rangle_{u} \\
=\left(\sum_{i=1}^{n \frac{s}{t}} \sum_{k=n \frac{s}{t}+2}^{n}+\sum_{i=n \frac{s}{t}+1}^{n-2} \sum_{k=i+2}^{n}\right) \int_{t_{i-1}}^{t_{i}}\left(t_{k-1}-u\right)^{2 \alpha-2} d\langle M\rangle_{u} \\
\quad+\sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}}\left(\sum_{k=i+2}^{n}\left(t_{k-1}-u\right)^{2 \alpha-2}\right) d\langle M\rangle_{u} . \tag{1.19.9}
\end{gather*}
$$

Evidently,
$\frac{1}{n} \sum_{k=n \frac{s}{t}+2}^{n}\left(t_{k-1}-u\right)^{2 \alpha-2} \leq \int_{s-u}^{s+t-u} x^{2 \alpha-2} d x \cdot \frac{1}{t} \leq(s-u)^{2 \alpha-1} \frac{1}{t} \cdot(1-2 \alpha)^{-1}$,
and

$$
\frac{1}{n} \sum_{k=i+2}^{n}\left(t_{k-1}-u\right)^{2 \alpha-2} \leq \frac{1}{n}\left(t_{i+1}-u\right)^{2 \alpha-2}+\frac{1}{(1-2 \alpha) t}\left(t_{i+1}-u\right)^{2 \alpha-1}
$$

We substitute these estimates into (1.19.9):

$$
\begin{aligned}
& S_{11}^{n} \leq \frac{n}{1-2 \alpha} \sum_{i=1}^{n \frac{s}{t}} \int_{t_{i-1}}^{t_{i}}(s-u)^{2 \alpha-1} \frac{1}{t} d\langle M\rangle_{u} \\
& +n \sum_{i=n \frac{s}{t}+1}^{n} \int_{t_{i-1}}^{t_{i}}\left[\frac{1}{n}\left(t_{i+1}-u\right)^{2 \alpha-2}+\frac{1}{(1-2 \alpha) t}\left(t_{i+1}-u\right)^{2 \alpha-1}\right] d\langle M\rangle_{u} \\
& \leq \frac{n}{t} \int_{0}^{s}(s-u)^{2 \alpha-1} d\langle M\rangle_{u}+t^{2 \alpha-2} n^{2-2 \alpha}\left(1+\frac{1}{1-2 \alpha}\right)\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right)
\end{aligned}
$$

We return to (1.19.8) and obtain that

$$
S_{1}^{n} \leq n^{2 \alpha-1} t^{2 \alpha+1} \int_{0}^{s}(s-u)^{2 \alpha-1} d\langle M\rangle_{u}+t^{4 \alpha}\left(\frac{1}{1-2 \alpha}+1\right)\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right)
$$

Note that the martingale $M$ is Hölder continuous up to order $\frac{1}{2}$, so $W$ is Hölder continuous up to order $\frac{1}{2},\langle W\rangle$ is Hölder continuous up to 1 , and the integral

$$
\int_{0}^{s}(s-u)^{2 \alpha-1} d\langle M\rangle_{u}=\int_{0}^{s}(s-u)^{2 \alpha-1} u^{-2 \alpha} d\langle W\rangle_{u}
$$

exists. Therefore, $n^{2 \alpha-1} \int_{0}^{s}(s-u)^{2 \alpha-1} d\langle M\rangle_{u} \rightarrow 0, \quad n \rightarrow \infty$. We obtain that $\lim _{n \rightarrow \infty} S_{1}^{n} \leq C_{2} t^{4 \alpha}\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right)$. Now we estimate $S_{1}^{n}$ from below: first,

$$
\left(\varphi_{k}^{t}(u)\right)^{2} \geq\left(t_{k-1}\right)^{2 \alpha}\left(t_{k}-u\right)^{2 \alpha-2} \cdot \frac{t^{2}}{n^{2}}
$$

Then,

$$
\begin{array}{r}
S_{1}^{n} \geq n^{2 \alpha-2} t^{2} \sum_{k=n \frac{s}{t}+2}^{n} \int_{0}^{t_{k-2}}\left(t_{k-1}\right)^{2 \alpha}\left(t_{k}-u\right)^{2 \alpha-2} d\langle M\rangle_{u} \\
=n^{2 \alpha-2} t^{2} \sum_{i=1}^{n \frac{s}{t}} \int_{t_{i-1}}^{t_{i}}\left(\sum_{k=n \frac{s}{t}+2}^{n}\left(t_{k-1}\right)^{2 \alpha}\left(t_{k}-u\right)^{2 \alpha-2}\right) d\langle M\rangle_{u} \\
+n^{2 \alpha-2} t^{2} \sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}}\left(\sum_{k=i+2}^{n}\left(t_{k-1}\right)^{2 \alpha}\left(t_{k}-u\right)^{2 \alpha-2}\right) d\langle M\rangle_{u} \tag{1.19.10}
\end{array}
$$

Consider the interior sum of the second term:

$$
\begin{gathered}
\frac{1}{n} \sum_{k=i+2}^{n}\left(t_{k-1}\right)^{2 \alpha}\left(t_{k}-u\right)^{2 \alpha-2} \geq \frac{1}{t} \int_{t_{i+2}-u}^{t-u} x^{2 \alpha-2}\left(x+u-\frac{1}{n}\right)^{2 \alpha} d x \\
\geq \frac{1}{t}\left(t_{i+1}\right)^{2 \alpha} \int_{t_{i+2}-u}^{t-u} x^{2 \alpha-2} d x \\
\geq t^{2 \alpha-1}\left(\frac{i+1}{n}\right)^{2 \alpha} \cdot \frac{\left(t_{i+2}-u\right)^{2 \alpha-1}-(t-u)^{2 \alpha-1}}{1-2 \alpha}
\end{gathered}
$$

So,

$$
\begin{aligned}
& S_{1}^{n} \geq \frac{t^{2 \alpha+1} n^{2 \alpha-1}}{1-2 \alpha} \sum_{i=n \frac{s}{t}+1}^{n-3}\left(\frac{i+1}{n}\right)^{2 \alpha} \int_{t_{i-1}}^{t_{i}}\left[\left(t_{i+2}-u\right)^{2 \alpha-1}\right. \\
&\left.-(t-u)^{2 \alpha-1}\right] d\langle M\rangle_{u}
\end{aligned}
$$

Consider the function $f(u):=\left(t_{i+2}-u\right)^{2 \alpha-1}-(t-u)^{2 \alpha-1}$ on the interval $\left[t_{i-1}, t_{i}\right]:$

$$
f(u) \geq\left(t_{i+2}-t_{i-1}\right)^{2 \alpha-1}-\left(t-t_{i-1}\right)^{2 \alpha-1}=\frac{3^{2 \alpha-1}-4^{2 \alpha-1}}{n^{2 \alpha-1}} t^{2 \alpha-1}
$$

Therefore,

$$
S_{1}^{n} \geq \frac{t^{2 \alpha+1} n^{2 \alpha-1}}{1-2 \alpha} \sum_{i=n \frac{s}{t}+1}^{n-3} \int_{t_{i-1}}^{t_{i}}\left(\frac{i+1}{n}\right)^{2 \alpha} \frac{t^{2 \alpha-1}}{n^{2 \alpha-1}} d\langle M\rangle_{u}
$$

$$
\times\left(3^{2 \alpha-1}-4^{2 \alpha-1}\right) \geq C_{1} t^{2 \alpha} \sum_{i=n \frac{s}{t}+1}^{n-3} \int_{t_{i-1}}^{t_{i}}\left(u+\frac{2 t}{n}\right)^{2 \alpha} d\langle M\rangle_{u}
$$

and

$$
\lim _{n \rightarrow \infty} S_{1}^{n} \geq C_{1} t^{2 \alpha} \int_{s}^{t} u^{2 \alpha} d\langle M\rangle_{u}
$$

or, in terms of $\langle W\rangle$,

$$
\lim _{n \rightarrow \infty} S_{1}^{n} \geq C_{1} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)
$$

Now, we try to prove that $S_{2}^{n} \rightarrow 0$ in probability, where

$$
S_{2}^{n}=n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \int_{0}^{t_{k-2}}\left(\int_{0}^{u} \varphi_{k}^{t}(s) d M_{s}\right) \varphi_{k}^{t}(u) d M_{u}
$$

Evidently, it is sufficient to consider the sums of the form

$$
S_{3}^{n}=n^{2 \alpha} \sum_{k=2}^{n} \int_{0}^{t_{k-2}}\left(\int_{0}^{u} \varphi_{k}^{t}(s) d M_{s}\right) \varphi_{k}^{t}(u) d M_{u}
$$

because the sums

$$
\sum_{k=2}^{n \frac{s}{t}+2} \int_{0}^{t_{k-2}}\left(\int_{0}^{u} \varphi_{k}^{t}(s) d M_{s}\right) \varphi_{k}^{t}(u) d M_{u}
$$

can be considered in a similar way.
We use a very weak version of the Lenglart inequality: if $N$ is a locally square integrable martingale on $\mathbb{R}$, then for any $\varepsilon>0, A>0$ and $T>0$ we have that

$$
\begin{equation*}
P\left\{\sup _{0 \leq t \leq T}|N(t)| \geq \varepsilon\right\} \leq \frac{A}{\varepsilon^{2}}+P\left\{\langle N\rangle_{T} \geq A\right\} \tag{1.19.11}
\end{equation*}
$$

Rewrite $S_{3}^{n}$ as

$$
S_{3}^{n}=n^{2 \alpha} \sum_{i=1}^{n-2} \int_{t_{i-1}}^{t_{i}}\left(\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{0}^{u} \varphi_{k}^{t}(s) d M_{s}\right) d M_{u}=n^{2 \alpha} \int_{0}^{1-\frac{2}{n}} \psi_{u}^{M} d M_{u}
$$

where

$$
\psi_{u}^{M}=\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{0}^{u} \varphi_{k}^{t}(s) d M_{s}, \quad u \in\left[\frac{i-1}{n}, \frac{i}{n}\right) .
$$

Since the martingale $M$ is continuous (and square integrable), we can localize it: let for some $L>1$

$$
\tau_{L}=\inf \left\{t>0:\left|M_{t}\right| \vee\langle M\rangle_{t} \geq L\right\}
$$

$\bar{M}_{t}=M_{t \wedge \tau_{L}},\langle\bar{M}\rangle_{t}=\langle M\rangle_{t \wedge \tau_{L}}, \bar{\psi}_{u}=\psi_{u}^{\bar{M}}, \tau_{L}=\infty$ if $\left|M_{t}\right| \vee\langle M\rangle_{\infty}<L$ for all $t>0$.

By (1.19.11), it is sufficient to prove that for any $L>0$,

$$
\begin{align*}
& n^{4 \alpha} \int_{0}^{t\left(1-\frac{2}{n}\right)} \bar{\psi}_{u}^{2} d\langle\bar{M}\rangle_{u} \\
& \quad=n^{4 \alpha} \sum_{i=1}^{n-2} \int_{t_{i-1}}^{t_{i}}\left(\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{0}^{u} \varphi_{k}^{t}(s) d \bar{M}_{s}\right)^{2} d\langle\bar{M}\rangle_{u} \xrightarrow{P} 0, \quad n \rightarrow \infty \tag{1.19.12}
\end{align*}
$$

First, we estimate the function $\psi_{u}:=\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{0}^{u} \varphi_{k}^{t}(s) d \bar{M}_{s}=$ $\sum_{k=i+2}^{n} \varphi_{k}^{t}(u)\left(\varphi_{k}^{t}(u) \bar{M}_{u}-\int_{0}^{u} \bar{M}_{s}\left(\varphi_{k}^{t}(s)\right)_{s}^{\prime} d s\right)$. Evidently,

$$
\left(\varphi_{k}^{t}(u)\right)_{u}^{\prime}=(1-\alpha) \int_{t_{k-1}}^{t_{k}} v^{\alpha}(v-u)^{\alpha-2} d v
$$

Therefore,

$$
\left|\psi_{u}\right| \leq L \sum_{k=i+2}^{n}\left(\varphi_{k}^{t}(u)\right)^{2}+L(1-\alpha) \sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{0}^{u} \int_{t_{k-1}}^{t_{k}} v^{\alpha}(v-s)^{\alpha-2} d v d s
$$

Estimate the terms separately:

$$
\varphi_{k}^{t}(u) \leq \frac{t^{\alpha+1}}{n}\left(t_{k-1}-u\right)^{\alpha-1}
$$

whence,

$$
\begin{aligned}
& \sum_{k=i+2}^{n}\left(\varphi_{k}^{t}(u)\right)^{2} \leq \frac{t^{2+2 \alpha}}{n^{2}} \sum_{k=i+2}^{n}\left(t_{k-1}-u\right)^{2 \alpha-2} \leq \frac{t^{2+2 \alpha}}{n^{2}}\left(t_{i+1}-u\right)^{2 \alpha-2} \\
+ & \frac{t^{2+2 \alpha}}{n} \int_{\frac{i+1}{n}}^{1}(t x-u)^{2 \alpha-2} d x=\frac{t^{4 \alpha}}{n^{2 \alpha}}+\frac{t^{2 \alpha+1}}{n} \frac{\left(t_{i+1}-u\right)^{2 \alpha-1}}{1-2 \alpha} \leq C n^{-2 \alpha}
\end{aligned}
$$

and

$$
\begin{gathered}
\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{0}^{u} \int_{t_{k-1}}^{t_{k}} v^{\alpha}(v-s)^{\alpha-2} d v d s \leq C \sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{t_{k-1}}^{t_{k}} v^{\alpha}(v-u)^{\alpha-1} d v \\
\leq C \sum_{k=i+2}^{n}\left(\varphi_{k}^{t}(u)\right)^{2} \leq C n^{-2 \alpha}
\end{gathered}
$$

From these estimates, it follows that $\bar{\psi}_{u}^{2} n^{4 \alpha} \leq C$. Therefore, there exists the bounded dominant. In order to establish (1.19.12), it is sufficient to prove that $\bar{\psi}_{u} n^{2 \alpha} \xrightarrow{P} 0,0<u<1$. We have that

$$
\begin{gathered}
\mathbb{E}\left(\bar{\psi}_{u} n^{2 \alpha}\right)^{2}=n^{4 \alpha} \mathbb{E}\left(\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \int_{0}^{u} \varphi_{k}^{t}(s) d \bar{M}_{s}\right)^{2} \\
=n^{4 \alpha} \mathbb{E} \int_{0}^{u}\left(\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \varphi_{k}^{t}(s)\right)^{2} d\langle\bar{M}\rangle_{s}
\end{gathered}
$$

Similarly to previous estimates, we obtain that

$$
\begin{aligned}
& n^{4 \alpha}\left(\sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \varphi_{k}^{t}(s)\right)^{2} \leq C n^{4 \alpha}\left(\sum_{k=i+2}^{n} \frac{1}{n^{2}}\left(t_{k-1}-u\right)^{\alpha-1}\right. \\
& \left.\times\left(t_{k-1}-s\right)^{\alpha-1}\right)^{2} \leq C n^{4 \alpha-2}\left(\frac{1}{n} \sum_{k=i+2}^{n}\left(t_{k-1}-u\right)^{2 \alpha-2}\right)^{2} \\
& \quad \leq C n^{4 \alpha-2}\left(\frac{n^{2-2 \alpha}}{n}+n^{1-2 \alpha}\right)^{2} \leq C, \text { for some } C>0
\end{aligned}
$$

This means that the bounded dominant exists. Moreover,

$$
\begin{aligned}
n^{2 \alpha} \sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \varphi_{k}^{t}(s) & \leq C n^{2 \alpha} \sum_{k=i+2}^{n} \varphi_{k}^{t}(u) \cdot \frac{1}{n}(u-s)^{\alpha-1} \\
& \leq C n^{2 \alpha} \cdot \frac{1}{n} \int_{\frac{i+1}{n}}^{1} v^{\alpha}(v-u)^{\alpha-1} d u \cdot(u-s)^{\alpha-1} \rightarrow 0
\end{aligned}
$$

for any $s<u$. This means that $S_{3}^{n} \xrightarrow{P} 0$, and the lemma is proved.
Lemma 1.19.7. There exists a constant $C_{3}>0$, such that

$$
\underset{n \rightarrow \infty}{P-\lim _{n}} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(I_{2}^{k}\right)^{2} \leq C_{3} t^{4 \alpha}\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right)
$$

Proof. We apply the Itô formula to $\left(I_{2}^{k}\right)^{2}$ and obtain that

$$
\left(I_{2}^{k}\right)^{2}=\int_{t_{k-2}}^{t_{k-1}}\left(\varphi_{k}^{t}(s)\right)^{2} d\langle M\rangle_{s}+\int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{s} \varphi_{k}^{t}(u) d M_{u}\right) \varphi_{t}^{k}(s) d M_{s}
$$

From (1.19.6) it follows that

$$
\sum_{k=n \frac{s}{t}+2}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\varphi_{k}^{t}(s)\right)^{2} d\langle M\rangle_{s} \cdot n^{2 \alpha} \leq t^{4 \alpha} C\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right)
$$

Similarly to the estimates from Lemma 1.19.6, we obtain that for any $A>0$ and $\varepsilon>0$

$$
\begin{gathered}
P\left\{n^{2 \alpha}\left|\sum_{k=n \frac{s}{t}+2}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{s} \varphi_{k}^{t}(u) d \bar{M}_{u}\right) \varphi_{k}^{t}(s) d \bar{M}_{s}\right| \geq \varepsilon\right\} \\
\leq \frac{A}{\varepsilon^{2}}+P\left\{n^{4 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{s} \varphi_{k}^{t}(u) d \bar{M}_{u}\right)^{2}\left(\varphi_{k}^{t}(s)\right)^{2} d\langle\bar{M}\rangle_{s} \geq A\right\} .
\end{gathered}
$$

So, it is sufficient to prove that

$$
n^{4 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{s} \varphi_{k}^{t}(u) d \bar{M}_{u}\right)^{2}\left(\varphi_{k}^{t}(v)\right)^{2} d\langle\bar{M}\rangle_{v} \xrightarrow{P} 0
$$

The existence of the bounded dominant is established by the estimates:

$$
\begin{aligned}
& n^{4 \alpha} \cdot\left(\int_{t_{k-2}}^{s} \varphi_{k}^{t}(u) d \bar{M}_{u}\right)^{2}\left(\varphi_{k}^{t}(s)\right)^{2} \\
& \leq n^{4 \alpha}\left(\varphi_{k}^{t}(s) \bar{M}_{s}-\varphi_{k}^{t}\left(t_{k-2}\right) \cdot \bar{M}_{t_{k-2}}-\left(\int_{t_{k-2}}^{s}\left(\varphi_{k}^{t}(u)\right)_{u}^{\prime} \bar{M}_{u} d u\right)^{2}\right) \cdot\left(\varphi_{k}^{t}(s)\right)^{2} \\
& \leq C L^{2} n^{4 \alpha}\left(\varphi_{k}^{t}(s)+\varphi_{k}^{t}\left(t_{k-2}\right)+\int_{t_{k-2}}^{s} \int_{t_{k-1}}^{t_{k}} v^{\alpha}(v-u)^{\alpha-2} d v d u\right)^{2} \cdot\left(\varphi_{k}^{t}(s)\right)^{2} \\
& \leq 9 C L^{2} n^{4 \alpha}(1 / n)^{4 \alpha} \cdot t^{4 \alpha} \leq C L^{2} t^{4 \alpha}
\end{aligned}
$$

Therefore, we must prove, that for any $s<v<t$

$$
n^{2 \alpha}\left(\int_{t_{k-2}}^{s} \varphi_{k}^{t}(u) d \bar{M}_{u}\right)\left(\varphi_{k}^{t}(v)\right) \xrightarrow{P} 0, \quad n \rightarrow \infty
$$

Here $\left(\varphi_{k}^{t}(v)\right)^{2} \leq \frac{t^{4 \alpha}}{n^{2 \alpha}}$. Taking into account that $\langle\bar{M}\rangle$ is bounded and continuous, and by using the relation

$$
n^{4 \alpha}\left(\varphi_{k}^{t}(v)\right)^{2} E \int_{t_{k-2}}^{s}\left(\varphi_{k}^{t}(u)\right)^{2} d\langle\bar{M}\rangle_{u} d\langle\bar{M}\rangle_{u} \leq C E\left(\langle\bar{M}\rangle_{s}-\langle\bar{M}\rangle_{t_{k-2}}\right) \rightarrow 0
$$

for $s<t_{k-1}$, we obtain the necessary estimates, whence the proof follows.
Lemma 1.19.8. There exists a constant $C_{4}>0$ such that

$$
\underset{n \rightarrow \infty}{P-\lim _{n} n^{2 \alpha}} \sum_{k=\frac{n s}{t}+1}^{n}\left(I_{3}^{k}\right)^{2} \leq C_{4}\left(\langle\bar{M}\rangle_{t}-\langle\bar{M}\rangle_{s}\right) \cdot t^{4 \alpha}
$$

The proof is similar to Lemma 1.19.7.

Lemma 1.19.9. We have that

$$
\lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k}^{n} I_{i}^{k} I_{j}^{k}=0
$$

in probability.
Proof. Consider, for example, $n^{2 \alpha} \sum_{k=1}^{n} I_{1}^{k} I_{2}^{k}$, where we substitute $\bar{M}$ instead of $M$. But in this case,

$$
n^{4 \alpha} E\left(\sum_{k=1}^{n} I_{1}^{k} I_{2}^{k}\right)^{2}=n^{4 \alpha} E \sum_{k=1}^{n}\left(I_{1}^{k}\right)^{2}\left(I_{2}^{k}\right)^{2}
$$

where $I_{2}^{k}=\int_{t_{k-2}}^{t_{k-1}}\left(\varphi_{k}^{t}(s)\right)^{2} d\langle\bar{M}\rangle_{s}$, since $I_{1}^{k}, I_{2}^{k}, I_{3}^{k}$ are pairwise orthogonal. Moreover, from inequality (1.19.11), it follows that we must only prove the relation

$$
n^{4 \alpha} \sum_{k=1}^{n}\left(I_{1}^{k}\right)^{2}\left(I_{2}^{k}\right)^{2} \xrightarrow{P} 0 .
$$

According to Lemma 1.19.6, we have that

$$
\underset{n \rightarrow \infty}{P-\lim _{n}} n^{2 \alpha} \sum_{k=1}^{n}\left(I_{1}^{k}\right)^{2} \leq C_{2} t^{4 \alpha}\langle M\rangle_{t}
$$

and

$$
n^{2 \alpha} \max _{1 \leq k \leq n} \int_{t_{k-2}}^{t_{k-1}}\left(\varphi_{k}^{t}(s)\right)^{2} d\langle\bar{M}\rangle_{s} \leq \alpha^{-2} \max _{1 \leq k \leq n}\left(\langle\bar{M}\rangle_{t_{k-1}}-\langle\bar{M}\rangle_{t_{k-2}}\right) \xrightarrow{P} 0
$$

All other terms can be estimated similarly, whence the claim follows.
By using our estimates, we can conclude that for rational $s$, consequently for any $s<t$, the following claims hold:
(a) there exist two constants, $C_{1}>0$ and $C_{2}>0$ such that

$$
C_{1} \int_{s}^{t} u^{2 \alpha} d\langle M\rangle_{u} \leq(t-s) \leq C_{2} t^{2 \alpha}\left(\langle\bar{M}\rangle_{t}-\langle\bar{M}\rangle_{s}\right)
$$

This estimate can be rewritten in terms of $W$ and $\langle W\rangle$ :

$$
C_{1}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right) \leq(t-s) \leq C_{2} t^{2 \alpha} \int_{s}^{t} u^{-2 \alpha} d\langle W\rangle_{u}
$$

(b)

$$
P_{n \rightarrow \infty}-\lim _{n} n^{2 \alpha} \sum_{k=n \frac{s}{t}+1}^{n}\left(\triangle X_{t_{k}}\right)^{2}=P-\lim _{n \rightarrow \infty} \int_{s}^{t} \varphi_{s}^{n} d\langle M\rangle_{s}
$$

where $\varphi_{s}^{n}$ is a positive, bounded, nonrandom function, separated from 0 by some constant.

From the left-hand side of (a), it follows that $\langle W\rangle_{t}$ is absolutely continuous w.r.t. the Lebesgue measure, so $\langle W\rangle_{t}=\int_{0}^{t} \theta_{s} d s$, where $\theta_{s}$ is a bounded, possibly, random variable. From the right-hand side of (a), it follows that

$$
\int_{s}^{t} u^{-2 \alpha} \theta_{u} d u \geq \frac{1}{C_{2}}\left(t^{1-2 \alpha}-s t^{-2 \alpha}\right) \geq C_{3}\left(t^{1-2 \alpha}-s^{1-2 \alpha}\right)=C_{3} \int_{s}^{t} u^{-2 \alpha} d u
$$

This means that

$$
\int_{s}^{t} u^{-2 \alpha}\left(\theta_{u}-C_{3}\right) d u \geq 0
$$

Evidently, for any set $A \in \mathcal{F}$

$$
\int_{A} \int_{s}^{t} u^{-2 \alpha}\left(\theta_{u}-C_{3}\right) d u d P \geq 0
$$

Now, let the set $D \in \sigma\{\mathcal{F} \times \mathcal{B}[\delta, 1]\}$, and let $\delta>0$ be fixed. Then $\mu(D)<\infty$, where $\mu=P \times \lambda, \lambda$ is the Lebesgue measure on $[0,1]$.

By the theorem of approximation of measurable sets, for any $\varepsilon>0$ there exists a collection of the sets

$$
\left\{D_{i}=B_{i} \times\left[s_{i}, t_{i}\right], B_{i} \in \mathcal{F},\left[s_{i}, t_{i}\right] \in \mathcal{B}[\delta, 1]\right\}
$$

such that

$$
\mu\left(\left(D \backslash \bigcup_{i=1}^{k} D_{i}\right) \bigcup\left(\bigcup_{i=1}^{k} D_{i} \backslash D\right)\right)<\varepsilon
$$

Therefore, since $u^{-2 \alpha}\left(\theta_{u}-C_{3}\right)$ is bounded on $D$,

$$
\begin{equation*}
\int_{D} u^{-2 \alpha}\left(\theta_{u}-C_{3}\right) d \mu \geq 0 \tag{1.19.13}
\end{equation*}
$$

Now, set

$$
D=\left\{(\omega, u): \theta_{u}-C_{3}<0, \text { and } u \geq \delta\right\}
$$

and we immediately obtain that $\mu(D)=0$. From here we conclude that $\langle W\rangle$ is equivalent to the Lebesgue measure, and $W_{t}=\int_{0}^{t} \theta_{s}^{\frac{1}{2}} d V_{s}$, where $\left\{V_{s}, \mathcal{F}_{s}, s \geq 0\right\}$ is some Wiener process.

Now, if we do all the same calculations as before, but for "true" fractional Brownian motion $B_{t}^{H}$, we obtain that

$$
\begin{aligned}
\underset{n \rightarrow \infty}{P-\lim _{n}} n^{2 \alpha} \sum_{k=n \frac{s}{t}+1}^{n}\left(\triangle B_{t_{k}}^{H}\right)^{2} & =\underset{n \rightarrow \infty}{P-\lim _{s}} \int_{s}^{t} \varphi_{s}^{n} s^{-2 \alpha} d s \\
& =\underset{n \rightarrow \infty}{P-\lim _{n}} n^{2 \alpha} \sum_{k=n \frac{s}{t}+1}^{n}\left(\triangle B_{t_{k}}^{H}\right)^{2} .
\end{aligned}
$$

(It is sufficient to take $s=0$.) Therefore, $P-\lim _{n \rightarrow \infty} \int_{s}^{t} \psi_{u}^{n} d u=0$, where $\psi_{u}^{n}=u^{-2 \alpha} \varphi_{u}^{n}\left(\theta_{u}-1\right)$.

Consider any set $D \in \sigma\{\mathcal{F} \times \mathcal{B}[\delta, 1]\}$, repeat all the previous reasonings and obtain that $\theta_{u} \equiv 1$ (otherwise, put $D=\left\{(\omega, u): \theta_{u}>1+\alpha\right.$, or $\left.\theta_{u}<1-\alpha\right\}$ ).

We proved Theorem 1.19 .1 for $H \in(1 / 2,1)$. Now we consider the case $H \in(0,1 / 2)$. Similarly to Lemma 1.19.3, we can present the process $X_{t}$ as

$$
X_{t}=\int_{0}^{t} z(t, s) d W_{s}, \text { where } W_{t}=\int_{0}^{t} s^{\alpha} d M_{s}
$$

and

$$
z(t, s):=\left(C_{H}^{(6)}\right)^{-1} m_{H}(t, s)=\left(\frac{t}{s}\right)^{\alpha}(t-s)^{\alpha}-\alpha s^{-\alpha} \int_{s}^{t} u^{\alpha-1}(u-s)^{\alpha} d u
$$

Therefore,

$$
\begin{aligned}
X_{t_{k}}-X_{t_{k-1}}= & -\alpha \int_{0}^{t_{k-2}} \int_{t_{k-1}}^{t_{k}}\left(\frac{s}{u}\right)^{-\alpha}(u-s)^{\alpha-1} d u d W_{s} \\
& -\alpha \int_{t_{k-2}}^{t_{k-1}} \int_{t_{k-1}}^{t_{k}}\left(\frac{s}{u}\right)^{-\alpha}(u-s)^{\alpha-1} d u d W_{s} \\
& +\int_{t_{k-1}}^{t_{k}}\left(\frac{s}{t_{k}}\right)^{-\alpha}\left(t_{k}-s\right)^{\alpha} d W_{s} \\
& -\alpha \int_{t_{k-1}}^{t_{k}} s^{-\alpha} \int_{s}^{t_{k}} u^{\alpha-1}(u-s)^{\alpha} d u d W_{s} \\
= & J_{1}^{k}+J_{2}^{k}+J_{3}^{k}+J_{4}^{k} .
\end{aligned}
$$

For $H \in(0,1 / 2)$ it is more convenient to deal with $W_{t}$, not $M_{t}$.
Evidently,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(\Delta X_{t_{k}}\right)^{2}=\lim _{n \rightarrow \infty} n^{2 \alpha}\left(\sum_{k=n \frac{s}{t}+2}^{n}\left(J_{1}^{k}\right)^{2}\right. \\
+ & \left.\sum_{k=n \frac{s}{t}+2}^{n}\left(J_{2}^{k}+J_{3}^{k}+J_{4}^{k}\right)^{2}+\sum_{k=n \frac{s}{t}+2}^{n} J_{1}^{k}\left(J_{2}^{k}+J_{3}^{k}+J_{4}^{k}\right)\right) .
\end{aligned}
$$

First, estimate

$$
\lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(J_{1}^{k}\right)^{2}
$$

from below and from above. As before,

$$
\lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(\Delta X_{t_{k}}\right)^{2} \rightarrow t^{2 \alpha}(t-s)
$$

First, we obtain upper bound for the sum

$$
S_{4}^{n}:=n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \int_{0}^{t_{k-2}}\left(\theta_{k}^{t}(s)\right)^{2} d\langle W\rangle_{s}
$$

where $\theta_{k}^{t}(s)=\int_{t_{k-1}}^{t_{k}}\left(\frac{s}{u}\right)^{-\alpha}(u-s)^{\alpha-1} d u, s \leq t_{k-1}$. Evidently, for $s \leq t_{k-2}$

$$
\begin{equation*}
\theta_{k}^{t}(s) \leq\left(\left(t_{k-1}-s\right)^{\alpha-1} \frac{t}{n}\right) \wedge\left(\frac{1}{-\alpha}\left(\frac{t}{n}\right)^{\alpha}\right) \tag{1.19.14}
\end{equation*}
$$

Therefore, for such $n$, that $n \frac{s}{t} \in \mathbb{N}$ we have that

$$
\begin{gather*}
S_{4}^{n}=n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \sum_{i=1}^{k-2} \int_{t_{i-1}}^{t_{i}}\left(\theta_{k}^{t}(u)\right)^{2} d\langle W\rangle_{u} \\
=n^{2 \alpha}\left(\sum_{i=1}^{n \frac{s}{t}} \sum_{k=n \frac{s}{t}+2}^{n}+\sum_{i=n \frac{s}{t}+1}^{n-2} \sum_{k=i+2}^{n}\right) \int_{t_{i-1}}^{t_{i}}\left(\theta_{k}^{t}(u)\right)^{2} d\langle W\rangle_{u} \\
\leq n^{2 \alpha-1} t \int_{0}^{s}\left(s+\frac{t}{n}-u\right)^{2 \alpha-1} d\langle W\rangle_{u} \\
+ \\
+n^{2 \alpha-2} t^{2} \int_{0}^{s}\left(s+\frac{t}{n}-u\right)^{2 \alpha-2} d\langle W\rangle_{u} \\
1-2 \alpha  \tag{1.19.15}\\
\left.+\frac{t}{n}\right)^{2 \alpha-1} n^{2 \alpha-1} \sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}} d\langle W\rangle_{u} \\
+t^{2} n^{2 \alpha-2} \sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}} d\langle W\rangle_{u}\left(\frac{t}{n}\right)^{2 \alpha-2}
\end{gather*}
$$

The integral $\int_{0}^{s}\left(s+\frac{t}{n}-u\right)^{2 \alpha-1} d\langle W\rangle_{u}, \quad$ according to Lemma 2.1 (NVV99), can be estimated as

$$
\left|\int_{0}^{s}\left(s+\frac{t}{n}-u\right)^{2 \alpha-1} d\langle W\rangle_{u}\right| \leq C(\omega)\left(s+\frac{t}{n}-s\right)^{2 \alpha-1+\beta}
$$

for some random variable $0<C(\omega)<\infty$, where $\beta$ is Hölder index of $\langle W\rangle_{u}$. Evidently, $\beta>0$, and it holds that

$$
\int_{0}^{s}\left(s+\frac{t}{n}-u\right)^{2 \alpha-1} d\langle W\rangle_{u} \cdot n^{2 \alpha-1} \sim n^{2 \alpha-1}\left(\frac{1}{n}\right)^{2 \alpha-1+\beta} \rightarrow 0
$$

The same is true for

$$
\int_{0}^{s}\left(s+\frac{t}{n}-u\right)^{2 \alpha-2} d\langle W\rangle_{u} \cdot n^{2 \alpha-2}
$$

The last two integrals from (1.19.14) admit the estimate:

$$
\begin{gathered}
\sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}} d\langle W\rangle_{u} \frac{t}{1-2 \alpha}\left(\frac{t}{n}\right)^{2 \alpha-1} n^{2 \alpha-1} \\
+\sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}} d\langle W\rangle_{u}\left(\frac{t}{n}\right)^{2 \alpha-2} t^{2} n^{2 \alpha-2} \leq t^{2 \alpha} C_{2}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right) .
\end{gathered}
$$

Now we obtain the lower bound for $S_{4}^{n}$. Return to $\langle M\rangle$ instead of $\langle W\rangle$.

$$
\begin{gathered}
S_{4}^{n}=n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \int_{0}^{t_{k-2}}\left(\varphi_{t}^{k}(u)\right)^{2} d\langle M\rangle_{u} \\
\geq t^{2} n^{2 \alpha-2} \sum_{k=n \frac{s}{t}}^{n}\left(t_{k}\right)^{2 \alpha} \int_{0}^{t_{k-2}}\left(t_{k}-u\right)^{2 \alpha-2} d\langle M\rangle_{u} \\
\geq t^{2} n^{2 \alpha-2}\left(\sum_{i=1}^{n \frac{s}{t}-1} \sum_{k=n \frac{s}{t}+2}^{n}+\sum_{i=n \frac{s}{t}+1}^{n-2} \sum_{k=i+2}^{n}\right)\left(t_{k}\right)^{2 \alpha} \int_{t_{i-1}}^{t_{i}}\left(t_{k}-u\right)^{2 \alpha-2} d\langle M\rangle_{u} \\
=C t^{2 \alpha+2} n^{2 \alpha-1} \sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}} \frac{1}{t}\left(\left(t_{i+2}-u\right)^{2 \alpha-1}-(t-u)^{2 \alpha-1}\right) d\langle M\rangle_{u}
\end{gathered}
$$

Note that

$$
\begin{gathered}
n^{2 \alpha-1} \sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}}(t-u)^{2 \alpha-1} d\langle M\rangle_{u} \\
\sim\left(t-t+\frac{2}{n}\right)^{2 \alpha-1+\beta} \cdot n^{2 \alpha-1} \rightarrow 0, \quad n \rightarrow \infty
\end{gathered}
$$

Therefore,

$$
\begin{gathered}
\lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+1}^{n}\left(J_{1}^{k}\right)^{2} \\
\geq C t^{2 \alpha+1} n^{2 \alpha-1} \sum_{i=n \frac{s}{t}+1}^{n-2} \int_{t_{i-1}}^{t_{i}}\left(t_{i+2}-u\right)^{2 \alpha-1} d\langle M\rangle_{u} \\
\geq C t^{2 \alpha+1} n^{2 \alpha-1} \sum_{i=n \frac{s}{t}+1}^{n-2}\left(t_{i+2}-t_{i-1}\right)^{2 \alpha-1} \int_{t_{i-1}}^{t_{i}} d\langle M\rangle_{u} .
\end{gathered}
$$

The "remainder" term for $\sum\left(J_{1}^{k}\right)^{2}$ equals

$$
R_{n}:=n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n} \int_{0}^{t_{k-2}}\left(\int_{0}^{z} \theta_{k}^{t}(v) d W_{v}\right) \theta_{k}^{t}(u) d W_{u} .
$$

For technical simplicity, it is enough to consider the stopped process $\bar{W}_{t}$, instead of $W_{t}$, and $\sum_{k=3}^{n r}$ for any $r \in \mathbb{N}$, instead of $\sum_{k=n \frac{s}{t}+2}^{n}=-\sum_{k=3}^{n \frac{s}{t}+1}+\sum_{k=3}^{n}$. We obtain that

$$
\begin{aligned}
& \mathbb{E}\left(R_{n}\right)^{2}=n^{4 \alpha} \mathbb{E}\left(\sum_{k=3}^{n r} \sum_{i=1}^{k-2} \int_{t_{i-1}}^{t_{i}} \int_{0}^{u} \theta_{k}^{t}(v) d \bar{W}_{v} \cdot \theta_{k}^{t}(u) d \bar{W}_{u}\right)^{2} \\
& =n^{4 \alpha} \mathbb{E}\left(\sum_{i=1}^{n r-2} \sum_{k=i+3}^{n r} \int_{t \frac{i-1}{n}}^{t_{i}} \int_{0}^{u} \theta_{k}^{t}(v) d \bar{W}_{v} \cdot \theta_{k}^{t}(u) d \bar{W}_{u}\right)^{2} \\
& =n^{4 \alpha} \sum_{i=1}^{n r-2} \mathbb{E} \int_{t \frac{i-1}{n}}^{t_{i}}\left(\sum_{k=i+3}^{n r} \int_{0}^{u} \theta_{k}^{t}(v) d \bar{W}_{v} \cdot \theta_{k}^{t}(u)\right)^{2} d\langle\bar{W}\rangle_{u}
\end{aligned}
$$

Let us estimate

$$
\begin{aligned}
\left|\int_{0}^{u} \theta_{k}^{t}(v) d \bar{W}_{v}\right| & =\left|\theta_{k}^{t}(u) \bar{W}_{u}-\int_{0}^{u} \bar{W}_{v}\left(\theta_{k}^{t}(v)\right)_{v}^{\prime} d v\right| \\
& \leq L\left|\theta_{k}^{t}(u)\right|+L\left|\int_{0}^{u}\left(\theta_{k}^{t}(v)\right)_{v}^{\prime} d v\right|
\end{aligned}
$$

It follows from (1.19.14), that

$$
\left|\int_{0}^{u}\left(\theta_{k}^{t}(v)\right)_{v}^{\prime} d v\right|=\left|\theta_{k}^{t}(u)-\theta_{k}^{t}(0)\right| \leq C\left(\frac{t}{n}\right)^{\alpha} \quad \text { for some } \quad C>0
$$

Moreover,

$$
\begin{gathered}
n^{2 \alpha}\left(\sum_{k=i+3}^{n r} \theta_{k}^{t}(u)\right)^{2} \leq n^{2 \alpha}\left(\int_{t_{i+1}}^{t r}(v-u)^{\alpha-1} d v\right)^{2} \\
=C n^{2 \alpha}\left[-(t r-u)^{\alpha}+\left(t_{i+1}-u\right)^{\alpha}\right]^{2} \leq C
\end{gathered}
$$

and the integrand

$$
n^{4 \alpha}\left(\sum_{k=i+2}^{n r} \int_{0}^{u} \theta_{k}^{t}(v) d \bar{W}_{v} \cdot \theta_{k}^{t}(u)\right)^{2} \leq C
$$

i.e. there exists the integrable dominant. Therefore, it is sufficient to establish that for any $u$

$$
n^{2 \alpha} \sum_{k=i+3}^{n r} \int_{0}^{u} \theta_{k}^{t}(v) d \bar{W}_{v} \cdot \theta_{k}^{t}(u) \xrightarrow{P} 0
$$

We take the mathematical expectation and obtain that

$$
n^{4 \alpha} \mathbb{E} \int_{0}^{u}\left(\sum_{k=i+3}^{n r} \theta_{k}^{t}(v) \theta_{k}^{t}(u)\right)^{2} d\langle\bar{W}\rangle_{v}
$$

The bounded dominant exists. Indeed,

$$
n^{4 \alpha}\left(\sum_{k=i+3}^{n r} \theta_{k}^{t}(v) \theta_{k}^{t}(u)\right)^{2} \leq n^{2 \alpha}\left(\sum_{k=i+2}^{n r} \theta_{k}^{t}(v)\right)^{2} \leq C
$$

as before. Further, we must prove that

$$
n^{2 \alpha} \sum_{k=i+3}^{n r} \theta_{k}^{t}(v) \theta_{k}^{t}(u) \rightarrow 0
$$

for all fixed $0<v<u$. We have that

$$
\begin{gathered}
n^{2 \alpha} \sum_{k=i+2}^{n r} \theta_{k}^{t}(v) \theta_{k}^{t}(u) \leq n^{2 \alpha} \sum_{k=i+3}^{n r} \int_{t_{k-1}}^{t_{k}}(s-u)^{\alpha-1} d s \\
\times \int_{t_{k-1}}^{t_{k}}(s-v)^{\alpha-1} d s \leq n^{2 \alpha} \sum_{k=i+3}^{n r}\left(t_{k-1}-u\right)^{\alpha-1} \frac{1}{n} \int_{t_{k-1}}^{t_{k}}(s-v)^{\alpha-1} d s \\
\leq n^{2 \alpha-1}\left(t_{i+2}-u\right)^{\alpha-1} \int_{t_{i+2}}^{t r}(s-v)^{\alpha-1} d s \\
\leq C n^{\alpha-1}(u-v)^{\alpha-1} \rightarrow 0, \quad n \rightarrow \infty \quad \text { for any } \quad 0<v<u
\end{gathered}
$$

From all these estimates, the remainder term $R_{n} \xrightarrow{P} 0, n \rightarrow \infty$, and we have established that

$$
C_{1} t^{4 \alpha}\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right) \leq \lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(J_{1}^{k}\right)^{2} \leq C_{2} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)
$$

(Note, that for $H \in(1 / 2,1)$, we obtained opposite estimates.) Note also that we cannot estimate $\sum\left(J_{i}^{k}\right)^{2}, i>1$, from above. Indeed, the integrand of the form $\left(t \frac{l}{n}-u\right)^{\alpha}$ that admits the estimate $<\left(\frac{1}{n}\right)^{\alpha} \rightarrow 0$ for $H \in(1 / 2,1)$, now, for $H \in(0,1 / 2)$, tends to $\infty$. So, we mention that $\sum_{k=n \frac{s}{t}+2}^{n}\left(J_{2}^{k}+J_{3}^{k}+J_{4}^{k}\right)^{2} \geq 0$, prove that $\sum J_{1}^{k}\left(J_{2}^{k}+J_{3}^{k}+J_{4}^{k}\right) \rightarrow 0$, and obtain the estimate from above:

$$
C_{1} t^{2 \alpha}\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right) \leq(t-s)
$$

In the sequel, we realize this plan.
It is sufficient to estimate the sums from $k=2$ till $k=n$. By applying the Lenglart inequality to $n^{2 \alpha} \sum_{k=2}^{n} J_{1}^{k} J_{2}^{k}$, we obtain that it is sufficient to prove that

$$
\begin{gathered}
n^{4 \alpha} \sum_{k=2}^{n}\left(\int_{0}^{t_{k-2}} \int_{t_{k-1}}^{t_{k}}\left(\frac{s}{u}\right)^{-\alpha}(u-s)^{\alpha-1} d u d \bar{W}_{s}\right)^{2} \\
\times\left(\int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-1}}^{t_{k}}\left(\frac{s}{u}\right)^{-\alpha}(u-s)^{\alpha-1} d u\right)^{2} d\langle\bar{W}\rangle_{s}\right)^{2} \\
\leq C n^{4 \alpha} \sum_{k=2}^{n}\left(\int_{0}^{t_{k-2}} \theta_{k}^{t}(s) d \bar{W}_{s}\right)^{2} \int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha} d\langle\bar{W}\rangle_{s} \xrightarrow{P} 0
\end{gathered}
$$

Integrate the last integral by parts:

$$
\begin{gathered}
\int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha} d\langle\bar{W}\rangle_{s}=\left(t_{k-1}-t_{k-2}\right)^{2 \alpha}\left(\langle\bar{W}\rangle_{t_{k-1}}-\langle\bar{W}\rangle_{t_{k-2}}\right) \\
-2 \alpha \int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha-1}\left(\langle\bar{W}\rangle_{t_{k-1}}-\langle\bar{W}\rangle_{s}\right) d s \\
\leq C n^{-2 \alpha} \Delta\langle\bar{W}\rangle_{t_{k-1}}+C \int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha-1}\left(\langle\bar{W}\rangle_{t_{k-1}}-\langle\bar{W}\rangle_{s}\right) d s
\end{gathered}
$$

Now recall that

$$
\begin{gathered}
\left(\int_{0}^{t_{k-2}} \theta_{k}^{t}(s) d \bar{W}_{s}\right)^{2} \\
=\int_{0}^{t_{k-2}}\left(\theta_{k}^{t}(s)\right)^{2} d\langle\bar{W}\rangle_{s}+2 \int_{0}^{t_{k-2}} \int_{0}^{s} \theta_{k}^{t}(v) d \bar{W}_{v} \theta_{k}^{t}(s) d \bar{W}_{s} .
\end{gathered}
$$

It was proved that

$$
\sigma_{1}^{n}:=n^{2 \alpha} \sum_{k=2}^{n} \int_{0}^{t_{k-2}}\left(\theta_{k}^{t}(s)\right)^{2} d\langle\bar{W}\rangle_{s}
$$

is bounded in probability, and

$$
\sigma_{2}^{n}:=n^{2 \alpha} \sum_{k=2}^{n} \int_{0}^{t_{k-2}} \int_{0}^{s} \theta_{k}^{t}(v) d \bar{W}_{v} \theta_{k}^{t}(s) d \bar{W}_{s} \xrightarrow{P} 0, \quad n \rightarrow \infty .
$$

Therefore,

$$
n^{4 \alpha} \sum_{k=2}^{n}\left(\int_{0}^{t_{k-2}} \theta_{k}^{t}(s) d \bar{W}_{s}\right)^{2} \cdot C n^{-2 \alpha} \Delta\langle\bar{W}\rangle_{t_{k-1}}
$$

$$
\leq C \sigma_{1}^{n} \cdot \max _{k} \Delta\langle\bar{W}\rangle_{t_{k-1}}+C \sigma_{2}^{n} \cdot \max _{k} \Delta\langle\bar{W}\rangle_{t_{k-1}} \xrightarrow{P} 0, \quad n \rightarrow \infty
$$

Also,

$$
\begin{gathered}
n^{4 \alpha} \sum_{k=2}^{n}\left(\int_{0}^{t_{k-2}} \theta_{k}^{t}(s) d \bar{W}_{s}\right)^{2} \cdot \int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha-1} \\
\times\left(\langle\bar{W}\rangle_{t_{k-1}}-\langle\bar{W}\rangle_{s}\right) d s \leq C(\omega)\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right) n^{2 \alpha} \int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha-\varepsilon} d s \\
\leq C(\omega)\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right) n^{2 \alpha}\left(t_{k-1}-t_{k-2}\right)^{2 H-\varepsilon} \sim\left(\frac{1}{n}\right)^{1-\varepsilon} \rightarrow 0, \quad n \rightarrow \infty
\end{gathered}
$$

Consider $n^{2 \alpha} \sum_{k=2}^{n} J_{1}^{k} J_{3}^{k}$ :

$$
n^{2 \alpha} \sum_{k=1}^{n} \int_{0}^{t_{k-2}} \theta_{k}^{t}(s) d W_{s} \cdot \int_{t_{k-1}}^{t_{k}}\left(\frac{s}{t_{k}}\right)^{-\alpha}\left(t_{k}-s\right)^{\alpha} d W_{s}
$$

As before, it is sufficient to prove that

$$
n^{4 \alpha} \sum_{k=1}^{n}\left(\int_{0}^{t_{k-2}} \theta_{k}^{t}(s) d \bar{W}_{s}\right)^{2} \cdot \int_{t_{k-1}}^{t_{k}}\left(\frac{s}{t_{k}}\right)^{-2 \alpha}\left(t_{k}-s\right)^{2 \alpha} d\langle\bar{W}\rangle_{s} \xrightarrow{P} 0
$$

$$
n \rightarrow \infty
$$

or, equivalently,

$$
\begin{equation*}
n^{2 \alpha} \max _{k} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{2 \alpha} d\langle\bar{W}\rangle_{s} \cdot\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right) \xrightarrow{P} 0 \tag{1.19.16}
\end{equation*}
$$

Note that by (NVV99, Lemma 2.1) and due to Hölder properties of $\langle\bar{W}\rangle$,

$$
\int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{2 \alpha} d\langle\bar{W}\rangle_{s} \leq C(\omega)\left(t_{k}-t_{k-1}\right)^{2 \alpha+1-\varepsilon} \sim\left(\frac{1}{n}\right)^{2 \alpha+1-\varepsilon}
$$

whence we obtain (1.19.16).
Now, consider $n^{2 \alpha} \sum J_{1}^{k} J_{4}^{k}$; other sums can be estimated similarly. After some transformations,

$$
\begin{aligned}
& n^{4 \alpha} \sum_{k=1}^{n}\left(\int_{0}^{t_{k-2}} \theta_{k}^{t}(v) d \bar{W}_{u}\right)^{2} \cdot \int_{t_{k-1}}^{t_{k}} s^{-2 \alpha}\left(\int_{s}^{t_{k}} u^{\alpha-1}(u-s)^{\alpha} d u\right)^{2} d\langle\bar{W}\rangle_{s} \\
& \quad \leq n^{2 \alpha} \max _{k} \int_{t_{k-1}}^{t_{k}}\left(\int_{s}^{t_{k}} u^{\alpha-1}(u-s)^{\alpha} d u\right)^{2} d\langle\bar{W}\rangle_{s} \cdot\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq n^{2 \alpha} \max _{k} \int_{t_{k-1}}^{t_{k}}\left(\int_{s}^{t_{k}} u^{2 \alpha-2} d u \cdot \int_{s}^{t_{k}}(u-s)^{2 \alpha} d u\right) d\langle\bar{W}\rangle_{s} \cdot\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right) \\
& \leq C n^{2 \alpha} \max _{k} \int_{t_{k-1}}^{t_{k}} s^{2 \alpha-1}\left(t_{k}-s\right)^{2 \alpha+1} d\langle\bar{W}\rangle_{s} \cdot\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right) \\
& \quad \leq C n \cdot \frac{1}{n} \max _{k} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{2 \alpha} d\langle\bar{W}\rangle_{s} \cdot\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right) \\
& \leq C \max _{k}\left(t_{k}-t_{k-1}\right)^{2 \alpha+1-\varepsilon} \cdot\left(\sigma_{1}^{n}+\sigma_{2}^{n}\right) \rightarrow 0, \quad n \rightarrow \infty
\end{aligned}
$$

Due to all these estimates we have proved that

$$
t^{2 \alpha}(t-s)=\lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(\Delta X_{t_{k}}\right)^{2} \geq C_{1} t^{4 \alpha}\left(\langle M\rangle_{t}-\langle M\rangle_{s}\right)
$$

i.e.

$$
\langle M\rangle_{t}-\langle M\rangle_{s} \leq C_{2} t^{-2 \alpha}(t-s)=C_{2}\left(t^{1-2 \alpha}-s t^{-2 \alpha}\right) \leq C_{2}\left(t^{1-2 \alpha}-s^{1-2 \alpha}\right)
$$

or

$$
\int_{s}^{t} u^{-2 \alpha} d\langle W\rangle_{u} \leq C_{2} \int_{s}^{t} u^{-2 \alpha} d u
$$

As before, it follows that $\langle W\rangle_{t}$ is absolutely continuous w.r.t. Lebesgue measure,

$$
\begin{equation*}
\langle W\rangle_{t}=\int_{0}^{t} \theta_{s} d s \tag{1.19.17}
\end{equation*}
$$

$0 \leq \theta_{s} \leq C, C$ is some constant, $\theta_{s}$ possibly is random.
Taking this into account, we can continue estimates from above: for example, if we take for simplicity the sums over $k=2$ till $k=n$, then

$$
\begin{aligned}
& n^{2 \alpha} \sum_{k=1}^{n}\left(J_{2}^{k}\right)^{2}=\widetilde{\sigma}_{1}^{n}+\widetilde{\sigma}_{2}^{n}:=C n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-1}}^{t_{k}}\left(\frac{s}{u}\right)^{-\alpha}(u-s)^{\alpha-1} d u\right)^{2} \\
& \quad \times d\langle W\rangle_{s}+C n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{u} \theta_{k}^{t}(v) d W_{v}\right) \theta_{k}^{t}(u) d W_{u}
\end{aligned}
$$

where

$$
\theta_{k}^{t}(s)=\int_{t_{k-1}}^{t_{k}}\left(\frac{s}{u}\right)^{-\alpha}(u-s)^{\alpha-1} d u \leq\left(t_{k-1}-s\right)^{\alpha} C
$$

Therefore,

$$
\tilde{\sigma}_{1}^{n} \leq C n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha} d\langle W\rangle_{s}
$$

Direct estimates give nothing (because of singularity at $t_{k-1}$ ). So, we go by an indirect way: for some $A>0$,

$$
\begin{aligned}
& \int_{t_{k-2}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha} d\langle W\rangle_{s} \leq \int_{t_{k-2}}^{t_{k-1}-\frac{t}{n A}}+\int_{t_{k-1}-\frac{t}{n A}}^{t_{k-1}} \\
& \quad \leq\left(t_{k-1}-\left(t_{k-1}-\frac{t}{n A}\right)\right)^{2 \alpha} \cdot \Delta\langle W\rangle_{t_{k}} \\
& +(\text { thanks to }(1.19 .17)) C \int_{t_{k-1} \frac{t}{n A}}^{t_{k-1}}\left(t_{k-1}-s\right)^{2 \alpha} d s \\
& \quad \leq\left(\frac{t}{n A}\right)^{2 \alpha} \Delta\langle W\rangle_{t_{k}}+C\left(\frac{t}{n A}\right)^{2 \alpha+1} .
\end{aligned}
$$

Taking the sum, we obtain:

$$
\begin{gathered}
\tilde{\sigma}_{1}^{n} \leq C n^{2 \alpha} \sum_{k=1}^{n}\left(\frac{t}{n A}\right)^{2 \alpha} \Delta\langle W\rangle_{t_{k}}+C n^{2 \alpha} n\left(\frac{t}{n A}\right)^{2 \alpha+1} \\
\leq C A^{-2 \alpha} t^{2 \alpha}\langle W\rangle_{t}+C \frac{1}{A^{2 \alpha+1}} t^{2 \alpha+1}
\end{gathered}
$$

If we estimate the sum from $k=n \frac{s}{t}+1$ to $k=n$, then

$$
\begin{aligned}
\widetilde{\sigma}_{1}^{n} & \leq C A^{-2 \alpha} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)+C \frac{1}{A^{2 \alpha+1}} t^{2 \alpha+1}\left(1-\frac{s}{t}\right) \\
& =C A^{-2 \alpha} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)+C \frac{1}{A^{2 \alpha+1}} t^{2 \alpha}(t-s) .
\end{aligned}
$$

Now we want to prove that

$$
n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{u} \theta_{k}^{t}(v) d W_{v}\right) \theta_{k}^{t}(u) d W_{u} \xrightarrow{P} 0, \quad n \rightarrow \infty .
$$

As usual, it is enough to establish that

$$
n^{4 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{u} \theta_{k}^{t}(v) d \bar{W}_{v}\right)^{2}\left(\theta_{k}^{t}(u)\right)^{2} d\langle\bar{W}\rangle_{u} \xrightarrow{P} 0
$$

But we can bound $\langle\bar{W}\rangle_{u}$ by $C d u$, so, it is enough to prove that

$$
n^{4 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{u} \theta_{k}^{t}(v) d \bar{W}_{v}\right)^{2}\left(\theta_{k}^{t}(u)\right)^{2} d u \xrightarrow{P} 0
$$

By taking the mathematical expectation, we see that it is sufficient to establish that

$$
n^{4 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}} \int_{t_{k-2}}^{u}\left(\theta_{k}^{t}(v)\right)^{2} d\langle\bar{W}\rangle_{v}\left(\theta_{k}^{t}(u)\right)^{2} d u \xrightarrow{P} 0
$$

By substituting $C d v$ instead of $d\langle\bar{W}\rangle_{v}$, we see that it is enough to establish that

$$
\sigma_{3}^{n}:=n^{4 \alpha} \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{u}\left(\theta_{k}^{t}(v)\right)^{2} d v\right)\left(\theta_{k}^{t}(u)\right)^{2} d u \rightarrow 0
$$

We have that $\left(\theta_{k}^{t}(u)\right)^{2} \leq C n^{-2 \alpha}$, and

$$
\sigma_{3}^{n} \leq \sum_{k=1}^{n} \int_{t_{k-2}}^{t_{k-1}}\left(\int_{t_{k-2}}^{u} d v\right) d u \leq \frac{1}{n} C \rightarrow 0, \quad n \rightarrow \infty
$$

Finally,

$$
n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(J_{2}^{k}\right)^{2} \leq C A^{-2 \alpha} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)+C \frac{1}{A^{2 \alpha+1}} t^{2 \alpha}(t-s)
$$

Now, proceed with $J_{3}^{k}$ :

$$
\begin{gathered}
n^{2 \alpha} \sum_{k=1}^{n}\left(J_{3}^{k}\right)^{2}=n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_{k}}\left(\left(\frac{s}{t_{k}}\right)^{-\alpha}\left(t_{k}-s\right)^{\alpha}\right)^{2} d\langle W\rangle_{s} \\
+n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_{k}}\left(\int_{t_{k-1}}^{u}\left(\frac{s}{t_{k}}\right)^{-\alpha}\left(t_{k}-s\right)^{\alpha} d W_{s}\right)\left(\frac{u}{t_{k}}\right)^{-\alpha}\left(t_{k}-u\right)^{\alpha} d W_{u} .
\end{gathered}
$$

The first term can be estimated as
$n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{2 \alpha} d\langle W\rangle_{s} \leq C\left(\frac{t}{A}\right)^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)+\frac{C}{A^{2 \alpha+1}} t^{2 \alpha}(t-s)$,
as before.
And with the bound $d\langle W\rangle_{s} \leq C d s$, the second term can be estimated as $n^{4 \alpha} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_{k}} \int_{t_{k-1}}^{u}\left(t_{k}-s\right)^{2 \alpha} d s \cdot\left(t_{k}-u\right)^{2 \alpha} d u \leq \frac{C n^{4 \alpha}}{n^{4 \alpha+2}} \rightarrow 0$. Therefore, for $\sum\left(J_{3}^{k}\right)^{2}$ we have the same estimate as for $\sum\left(J_{2}^{k}\right)^{2}$. Finally, estimate

$$
\begin{aligned}
& n^{2 \alpha} \sum_{k=1}^{n}\left(J_{4}^{k}\right)^{2}=C n^{2 \alpha} \sum_{k=1}^{n}\left(\int_{t_{k-1}}^{t_{k}} s^{-\alpha} \int_{s}^{t_{k}} u^{\alpha-1}(u-s)^{\alpha} d u d W_{s}\right)^{2} \\
& =C n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_{k}} s^{-2 \alpha}\left(\int_{s}^{t_{k}} u^{\alpha-1}(u-s)^{\alpha} d u\right)^{2} d\langle W\rangle_{s} \\
& \quad+C n^{2 \alpha} \sum_{k=1}^{n} \int_{t_{k-1}}^{t_{k}} \int_{t_{k-1}}^{u} s^{-\alpha} \int_{s}^{t_{k}} v^{\alpha-1}(v-s)^{\alpha} d v d W_{s}
\end{aligned}
$$

$$
\times u^{-\alpha} \int_{u}^{t_{k}} v^{\alpha-1}(v-u)^{\alpha} d v d W_{u}
$$

The first term can be estimated with the help of (1.19.17) as

$$
n^{2 \alpha} t^{-2 \alpha} \sum_{k=2}^{n} \int_{t_{k-1}}^{t_{k}}\left(\int_{s}^{t_{k}} u^{\alpha-1}(u-s)^{\alpha} d u\right)^{2} d\langle W\rangle_{s} \leq C n^{-2 H} \rightarrow 0 \quad n \rightarrow \infty
$$

If $k=1$, then for $\frac{1}{p}+\frac{1}{q}=1, p, q>1$

$$
\begin{gathered}
n^{2 \alpha} t^{-2 \alpha} \int_{0}^{t / n}\left(\int_{s}^{t / n} u^{\alpha-1}(u-s)^{\alpha} d u\right)^{2} d s \\
\leq n^{2 \alpha} t^{-2 \alpha} \int_{0}^{t / n}\left(\int_{s}^{t / n} u^{p(\alpha-1)} d u\right)^{2 / p}\left(\int_{s}^{t / n}(u-s)^{\alpha q} d u\right)^{2 / q} d s \\
\leq n^{2 \alpha} t^{-2 \alpha} \int_{0}^{t / n} s^{\left(p H-\frac{3 p}{2}+1\right) \frac{2}{p}}\left(\frac{t}{n}-s\right)^{\left(H q-\frac{q}{2}+1\right) \frac{2}{q}} d s \\
=n^{2 \alpha} t^{-2 \alpha} \int_{0}^{t / n} s^{2 \alpha-2+\frac{2}{p}}\left(\frac{t}{n}-s\right)^{2 \alpha+\frac{2}{q}} d s \sim n^{2 \alpha} t^{-2 \alpha}\left(\frac{t}{n}\right)^{4 \alpha+1} \rightarrow 0
\end{gathered}
$$

i.e. the "main term" of $n^{2 \alpha} \sum_{k=1}^{n}\left(J_{4}^{k}\right)^{2}$ tends to 0 . For the remainder term of $n^{2 \alpha} \sum_{k=1}^{n}\left(J_{4}^{k}\right)^{2}$ it is sufficient to prove that for any $\varepsilon>0$

$$
\begin{aligned}
\sigma_{4}^{n}: & =n^{4 \alpha} \sum_{k=\frac{n \varepsilon}{t}}^{n} \int_{t_{k-1}}^{t_{k}} \int_{t_{k-1}}^{u}\left(s^{-\alpha} \int_{s}^{t_{k}} v^{\alpha-1}(v-s)^{\alpha} d v\right)^{2} d s \\
& \times u^{-2 \alpha}\left(\int_{u}^{t_{k}} v^{\alpha-1}(v-u)^{\alpha} d v\right)^{2} d u \rightarrow 0 \quad n \rightarrow \infty
\end{aligned}
$$

But

$$
\begin{gathered}
\sigma_{4}^{n} \leq n^{4 \alpha} \sum_{k=\frac{n \varepsilon}{t}}^{n} \int_{t_{k-1}}^{t_{k}} \int_{t_{k-1}}^{u}\left(\int_{s}^{t_{k}} v^{\alpha-1}(v-s)^{\alpha} d v\right)^{2} d s \\
\times\left(\int_{u}^{t_{k}} v^{\alpha-1}(v-u)^{\alpha} d v\right)^{2} d u \leq n^{-6} \sum_{k=\frac{n \varepsilon}{t}}^{n}\left(t_{k-1}\right)^{-4} \sim n^{-2} \rightarrow 0, \quad n \rightarrow \infty .
\end{gathered}
$$

After all estimates, for $s>0$

$$
\lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(\Delta X_{t_{k}}\right)^{2} \leq C_{2} A^{-2 \alpha} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)+C_{2} \frac{1}{A^{2 \alpha+1}} t^{2 \alpha}(t-s)
$$

We have the opposite estimate,

$$
\begin{gathered}
C_{1} t^{2 \alpha}(t-s) \leq \lim _{n \rightarrow \infty} n^{2 \alpha} \sum_{k=n \frac{s}{t}+2}^{n}\left(\Delta X_{t_{k}}\right)^{2} \\
\leq C_{2} A^{-2 \alpha} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)+C_{2} \frac{1}{A^{2 \alpha+1}} t^{2 \alpha}(t-s) .
\end{gathered}
$$

So, for $A$ sufficiently large, $C_{3}:=C_{1}-C_{2} \frac{1}{A^{2 \alpha+1}}>0$, and we obtain that

$$
C_{3} t^{2 \alpha}(t-s) \leq C_{2} A^{-2 \alpha} t^{2 \alpha}\left(\langle W\rangle_{t}-\langle W\rangle_{s}\right)
$$

whence $\langle W\rangle_{t}-\langle W\rangle_{s} \geq \frac{C_{3}}{C_{2}} A^{2 \alpha}(t-s)$, and constants do not depend on $s$ and $t$. Therefore, if we write $\langle W\rangle_{t}=\int_{0}^{t} \theta_{s} d s$, then $\varepsilon_{1} \leq \theta_{s} \leq \varepsilon_{2}, \varepsilon_{i}>0$, and $W_{t}=\int_{0}^{t} \theta_{s}^{1 / 2} d V_{s}$ with some Wiener process $V$. Then we can conclude the proof of the theorem by the same arguments as for $H \in(1 / 2,1)$.

### 1.20 Multi-parameter Fractional Brownian Motion

### 1.20.1 The Main Definition

There can be at least two approaches to the definition of multi-parameter fBm . We consider the process which has a "fractional Brownian" property in each coordinate, but also it is possible to consider this property, for example, along any ray with its origin at zero (MY67).

For technical simplicity we consider two-parameter fBm (fBm-field) $\left\{B_{t}^{H}, t \in \mathbb{R}_{+}^{2}\right\}$, where $t=\left(t_{1}, t_{2}\right)$. We suppose that $s \leq t$ if $s=\left(s_{1}, s_{2}\right)$, $t=\left(t_{1}, t_{2}\right)$ and $s_{i} \leq t_{i}, i=1,2$.
Definition 1.20.1. The two-parameter process $\left\{B_{t}^{H}, t \in \mathbb{R}_{+}^{2}\right\}$ is called a (normalized) two-parameter fBm with Hurst index $H=\left(H_{1}, H_{2}\right) \in(0,1)^{2}$, if it satisfies the assumptions
(a) $B^{H}$ is a Gaussian field, $B_{t}=0$ for $t \in \partial \mathbb{R}_{+}^{2}$;
(b) $E B_{t}^{H}=0, E B_{t}^{H} B_{s}^{H}=\frac{1}{4} \prod_{i=1,2}\left(t_{i}^{2 H_{i}}+s_{i}^{2 H_{i}}-\left|t_{i}-s_{i}\right|^{2 H_{i}}\right)$.

Evidently, such a process has the modification with continuous trajectories, and we will always consider such a modification. Moreover, consider "twoparameter" increments: $\Delta_{s} B_{t}^{H}:=B_{t}^{H}-B_{s_{1} t_{2}}^{H}-B_{t_{1} s_{2}}^{H}+B_{s}^{H}$ for $s \leq t$. Then they are stationary. Note, that for any fixed $t_{i}>0$ the process $B_{\left(t_{i}, \cdot\right)}^{H}$ will be the fBm with Hurst index $H_{j}, i=1,2, j=3-i$, evidently, nonnormalized.

### 1.20.2 Hölder Properties of Two-parameter fBm

Denote $\mathcal{P}_{T}:=\left[0, T_{1}\right] \times\left[0, T_{2}\right]$.

Definition 1.20.2. The function $f: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}$ belongs to the class $C^{\lambda_{1}, \lambda_{2}}\left(\mathcal{P}_{T}\right)$ for $0<\lambda_{i} \leq 1$ ( $f$ is Hölder of orders $\lambda_{1}$ and $\lambda_{2}$ on $\mathcal{P}_{T}$ ), if there exists a constant $C>0$, such that for all $s \leq t, s, t \in \mathcal{P}_{T}$

$$
\begin{gather*}
\left|\Delta_{s} f_{t}\right| \leq C \prod_{i=1,2}\left(t_{i}-s_{i}\right)^{\lambda_{i}}  \tag{1.20.1}\\
\left|f(t)-f\left(s_{1}, t_{2}\right)\right| \leq C\left|t_{1}-s_{1}\right|^{\lambda_{1}},\left|f(t)-f\left(t_{1}, s_{2}\right)\right| \leq C\left|t_{2}-s_{2}\right|^{\lambda_{2}} \tag{1.20.2}
\end{gather*}
$$

The norm in the space $C^{\lambda_{1}, \lambda_{2}}\left(\mathcal{P}_{T}\right)$ is denoted as

$$
\begin{aligned}
\|f\|_{\lambda_{1}, \lambda_{2}} & :=\sup _{0 \leq s<t \leq T}\left(|f(t)|+\frac{\left|f(t)-f\left(s_{1}, t_{2}\right)\right|}{\left(t_{1}-s_{1}\right)^{\lambda_{1}}}\right. \\
& \left.+\frac{\left|f(t)-f\left(t_{1}, s_{2}\right)\right|}{\left(t_{2}-s_{2}\right)^{\lambda_{2}}}+\frac{\left|\Delta_{s} f(t)\right|}{\prod_{i=1,2}\left(t_{i}-s_{i}\right)^{\lambda_{i}}}\right)
\end{aligned}
$$

Evidently, inequalities (1.20.2) hold for $B^{H}$ with $\lambda_{1}<H, \lambda_{2}<H$ and any $\mathcal{P}_{T} \subset \mathbb{R}_{+}^{2}$. It was proved by Kamont (Kam96), that (1.20.1) holds for $B^{H}$ with any $\lambda_{1}<H, \lambda_{2}<H$ and on any $\mathcal{P}_{T} \subset \mathbb{R}_{+}^{2}$. Therefore, $B^{H} \in C^{H_{1}-\varepsilon, H_{2}-\varepsilon}\left(\mathcal{P}_{T}\right)$ for any $T \geq 0$ and any $0<\varepsilon_{i}<H_{i}$. Moreover, according to (Kam96), for any $T>0$ there exists the random variable $0<c(\omega)<\infty P$-a.s. such that $\left|\Delta_{s} B_{t}^{H}\right| \leq c(\omega) \prod_{i=1,2}\left(t_{i}-s_{i}\right)^{H_{i}}\left(1+\log \frac{1}{t_{i}-s_{i}}\right)^{1 / 2}$.

### 1.20.3 Fractional Integrals and Fractional Derivatives of Two-parameter Functions

For $\bar{\alpha}=\left(\alpha_{1}, \alpha_{2}\right)$ denote $\bar{\Gamma}(\bar{\alpha})=\frac{1}{\Gamma\left(\alpha_{1}\right) \Gamma\left(\alpha_{2}\right)}$.
Definition 1.20.3. (SKM93) Let $f \in \mathcal{P}:=[a, b]:=\prod_{i=1,2}\left[a_{i}, b_{i}\right], a=\left(a_{1}, a_{2}\right)$, $b=\left(b_{1}, b_{2}\right)$. Forward and backward Riemann-Liouville fractional integrals of orders $0<\alpha_{i}<1$ are defined as

$$
\left(I_{a+}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\bar{\alpha}) \int_{[a, x]} \frac{f(u)}{\varphi(x, u, 1-\alpha)} d u
$$

and

$$
\left(I_{b-}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\bar{\alpha}) \int_{[x, b]} \frac{f(u)}{\varphi(x, u, 1-\alpha)} d u
$$

correspondingly, where $[a, x]=\prod_{i=1,2}\left[a_{i}, x_{i}\right],[x, b]=\prod_{i=1,2}\left[x_{i}, b_{i}\right], d u=d u_{1} d u_{2}$, $\varphi(u, x, \alpha)=\left|u_{1}-x_{1}\right|^{\alpha_{1}}\left|u_{2}-x_{2}\right|^{\alpha_{2}}, u, x \in[a, b]$.

Definition 1.20.4. Forward and backward fractional Liouville derivatives of orders $0<\alpha_{i}<1$ are defined as

$$
\left(D_{a+}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\overline{1-\alpha}) \frac{\partial^{2}}{\partial x_{1} \partial x_{2}} \int_{[a, x]} \frac{f(u)}{\varphi(x, u, \alpha)} d u
$$

and

$$
\left(D_{b-}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\overline{1-\alpha}) \frac{\partial^{2}}{\partial x_{1} \partial x_{2}} \int_{[x, b]} \frac{f(u)}{\varphi(x, u, \alpha)} d u, \quad x \in[a, b]
$$

Definition 1.20.5. Forward fractional Marchaud derivatives of orders $0<$ $\alpha_{i}<1$ are defined as

$$
\begin{aligned}
& \left(\widetilde{D}_{a+}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\overline{1-\alpha})\left(\frac{f(x)}{\varphi(x, u, \alpha)}+\alpha_{1} \alpha_{2} \int_{[a, x]} \frac{\Delta_{u} f(x) d u}{\varphi(x, u, 1+\alpha)}\right. \\
& \left.\quad+\sum_{i=1,2, j=3-i} \frac{\alpha_{i}}{\left(x_{j}-a_{j}\right)} \alpha_{j} \int_{a_{i}}^{x_{i}} \frac{f(x)-f\left(u_{i}, x_{j}\right)}{\left(x_{i}-u_{i}\right)^{1+\alpha_{i}}} d u_{i}\right)
\end{aligned}
$$

and the backward derivatives can be defined in a similar way.
Let $1 \leq p \leq \infty$, the classes $I_{+}^{\alpha_{1} \alpha_{2}}\left(L_{p}(\mathcal{P})\right):=\left\{f \mid f=I_{a+}^{\alpha_{1} \alpha_{2}} \varphi, \varphi \in\right.$ $\left.L_{p}(\mathcal{P})\right\}, I_{-}^{\alpha_{1} \alpha_{2}}\left(L_{p}(\mathcal{P})\right):=\left\{f \mid f=I_{b-}^{\alpha_{1} \alpha_{2}} \varphi, \varphi \in L_{p}(\mathcal{P})\right\}$. Similarly to Theorem 13.1 (SKM93), the following result can be proved.

Theorem 1.20.6. Liouville and Marchaud derivatives coincide on the classes $I_{ \pm}^{\alpha_{1} \alpha_{2}}\left(L_{p}(\mathcal{P})\right)$.

Further we denote $D_{a+}^{\alpha_{1} \alpha_{2}}=: I_{a+}^{-\left(\alpha_{1} \alpha_{2}\right)}$. Of course, we can introduce the notions of fractional integrals and fractional derivatives on $\mathbb{R}_{+}^{2}$. For example, the Riemann-Liouville fractional integrals and derivatives on $\mathbb{R}_{+}^{2}$ are defined by the formulas $\left(I_{+}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\bar{\alpha}) \int_{(-\infty, x]} \frac{f(t)}{\varphi(x, u, \alpha)} d t$,
$\left(I_{-}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\bar{\alpha}) \int_{[x, \infty)} \frac{f(t)}{\varphi(x, u, \alpha)} d t$,
$\left(I_{+}^{-\left(\alpha_{1} \alpha_{2}\right)} f\right)(x)=\left(D_{+}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\overline{1-\alpha}) \frac{\partial^{2}}{\partial x_{1} \partial x_{2}} \int_{(-\infty, x]} \frac{f(t)}{\varphi(x, t, \alpha)} d t$, and $\left(I_{-}^{-\left(\alpha_{1} \alpha_{2}\right)} f\right)(x)=\left(D_{-}^{\alpha_{1} \alpha_{2}} f\right)(x):=\bar{\Gamma}(\overline{1-\alpha}) \frac{\partial^{2}}{\partial x_{1} \partial x_{2}} \int_{[x, \infty)} \frac{f(t)}{\varphi(x, t, \alpha)} d t$,
$0<\alpha_{i}<1$. Evidently, all these operators can be expanded into the product of the form $I_{+}^{\alpha_{1} \alpha_{2}}=I_{+}^{\alpha_{1}} \otimes I_{+}^{\alpha_{2}}$, and so on. In what follows we shall consider only the case $H_{i} \in(1 / 2,1)$. Define the operator

$$
M_{ \pm}^{H_{1} H_{2}} f:=\prod_{i=1,2} C_{H_{i}}^{(3)} I_{ \pm}^{\alpha_{1} \alpha_{2}} f
$$

Definition 1.20.7. A random field $\left\{X_{t}, t \in \mathbb{R}_{+}^{2}\right\}$ is a field with independent increments if its increments $\left\{\Delta_{s_{i}} X_{t_{i}}, i=\overline{1, n}\right\}$ for any family of disjoint rectangles $\left\{\left(s_{i}, t_{i}\right], i=\overline{1, n}\right\}$ are independent.

Definition 1.20.8. The random field $\left\{W_{t}, t \in \mathbb{R}_{+}^{2}\right\}$ is called the Wiener field if $W=0$ on $\partial \mathbb{R}_{+}^{2}, W$ is the field with the independent increments and

$$
E\left(\Delta_{s} W_{t}\right)^{2}=\operatorname{area}((s, t])=\prod_{i=1,2}\left(t_{i}-s_{i}\right)
$$

Let we have a probability space $(\Omega, \mathcal{F}, P)$ with two-parameter filtration $\left\{\mathcal{F}_{t}, t \in \mathbb{R}_{+}^{2}\right\}$ on it. It means that $\mathcal{F}_{s} \subset \mathcal{F}_{t} \subset \mathcal{F}$ for $s \leq t$. Denote $\mathcal{F}_{s}^{*}:=$ $\sigma\left\{\mathcal{F}_{u}, s \nless u\right\}$.
Definition 1.20.9. An adapted random field $\left\{X_{t}, \mathcal{F}_{t}, t \in \mathbb{R}_{+}^{2}\right\}$ is a strong martingale if $X$ vanishes on $\partial \mathbb{R}_{+}^{2}, E\left|X_{t}\right|<\infty$ for all $t \in \mathbb{R}_{+}^{2}$ and for any $s \leq t$ $E\left(\Delta_{s} X_{t} \mid \mathcal{F}_{s}^{*}\right)=0$.

Evidently, any random field with constant expectation and independent increments is a strong martingale, in particular, the Wiener field is a strong martingale.

It is not difficult to prove the following fact.
Lemma 1.20.10. Let $\left\{W_{t}, t \in \mathbb{R}_{+}^{2}\right\}$ be a Wiener field. Then the field

$$
\begin{equation*}
B_{t}^{H_{1} H_{2}}:=\int_{\mathbb{R}^{2}}\left(M_{-}^{H_{1} H_{2}} \mathbf{1}_{(0, t)}\right)(x) d W_{x} \tag{1.20.3}
\end{equation*}
$$

is two-parameter $f B m$ (not necessarily normalized).
Similarly to the one-parameter case, it is easy to show that any twoparameter fBm can be represented by (1.20.3) via underlying random field $W$.

Introduce the notion of Wiener integral w.r.t. two-parameter fBm.
Definition 1.20.11. Let

$$
f \in L_{2}^{H_{1} H_{2}}:=\left\{f: \mathbb{R}^{2} \rightarrow \mathbb{R}: \int_{\mathbb{R}^{2}}\left(\left(M_{-}^{H_{1} H_{2}} f\right)(t)\right)^{2} d t<\infty\right\}
$$

Then we denote $\int_{\mathbb{R}^{2}} f(t) d B_{t}^{H_{1} H_{2}}$ as $\int_{\mathbb{R}^{2}}\left(M_{-}^{H_{1} H_{2}} f\right)(t) d W_{t}$ for the underlying Wiener process $W$.

The following facts are proved similarly to the one-parameter case.
Theorem 1.20.12. Let the kernel $l_{H}^{(2)}(t, s)=\prod_{i=1,2} l_{H_{i}}\left(t_{i}, s_{i}\right) \cdot \mathbf{1}_{\{0<s<t\}}$ for $H=\left(H_{1}, H_{2}\right), t=\left(t_{1}, t_{2}\right)$ and $s=\left(s_{1}, s_{2}\right)$.

Then the field

$$
I_{t}^{H}\left(l_{H}\right):=\int_{\mathbb{R}^{2}} l_{H}^{(2)}(t, s) d B_{s}^{H_{1} H_{2}}
$$

is a strong square integrable Gaussian martingale with independent increments and $E\left(I_{t}^{H}\left(l_{H}\right)\right)^{2}=\prod_{i=1,2} t_{i}^{1-2 \alpha_{i}}$.

Similarly to the one-parameter case, we call $I^{H}\left(B_{H}\right)$ the strong Molchan martingale. It can be presented as

$$
I_{t}^{H}\left(l_{H}\right)=\prod_{i=1,2}\left(1-2 \alpha_{i}\right)^{1 / 2} \int_{[0, t]} \prod_{i=1,2} s_{i}^{-\alpha_{i}} d B_{s}, \quad \alpha_{i}=H_{i}-1 / 2
$$

where $\left\{B_{t}, \mathcal{F}_{t}, t \in \mathbb{R}_{+}^{2}\right\}$ is some Wiener field.
In turn, the two-parameter fBm can be presented via some Wiener field $B$ by the integral

$$
B_{t}^{H_{1} H_{2}}=\int_{[0, t]} m_{H}^{(2)}(t, s) d B_{s},
$$

where $H_{i} \in(1 / 2,1)$, and $m_{H}^{(2)}(t, s)=\prod_{i=1,2} m_{H_{i}}\left(t_{i}, s_{i}\right) \mathbf{1}_{\left\{0<s_{i}<t_{i}\right\}}$
$=\prod_{i=1,2} C_{H_{i}}^{(6)} \alpha_{i} s_{i}^{-\alpha_{i}} \int_{s_{i}}^{t_{i}} u_{i}^{\alpha_{i}}\left(u_{i}-s_{i}\right)^{\alpha_{i}-1} d u_{i}$.

## Stochastic Integration with Respect to fBm and Related Topics

### 2.1 Pathwise Stochastic Integration

### 2.1.1 Pathwise Stochastic Integration in the Fractional Sobolev-type Spaces

In this subsection we consider pathwise integrals $\int_{0}^{T} f(t) d B_{t}^{H}$ for processes $f$ from the fractional Sobolev type spaces $I_{a+}^{\alpha}\left(L^{p}\right)$ for some $p>1$. This approach was developed by Zähle (Zah98), (Zah99), (Zah01).

Consider two nonrandom functions $f$ and $g$ defined on some interval $[a, b] \subset \mathbb{R}$ and suppose that the limits $f(u+):=\lim _{\delta \downarrow 0} f(u+\delta)$ and $g(u-):=$ $\lim _{\delta \downarrow 0} g(u-\delta), a \leq u \leq b$, exist. Put $f_{a+}(x):=(f(x)-f(a+)) \mathbf{1}_{(a, b)}(x)$, $g_{b-}(x):=(g(b-)-g(x)) \mathbf{1}_{(a, b)}(x)$. Suppose also that $f_{a+} \in I_{a+}^{\alpha}\left(L_{p}[a, b]\right)$, $g_{b-} \in I_{b-}^{1-\alpha}\left(L_{p}[a, b]\right)$ for some $p \geq 1, q \geq 1,1 / p+1 / q \leq 1,0 \leq \alpha \leq 1$. Then, evidently, $D_{a+}^{\alpha} f_{a+} \in L_{p}[a, b], D_{b-}^{1-\alpha} g_{b-} \in L_{q}[a, b]$.
Definition 2.1.1. The generalized (fractional) Lebesgue-Stieltjes integral $\int_{a}^{b} f(x) d g(x)$ is defined as

$$
\int_{a}^{b} f(x) d g(x):=\int_{a}^{b}\left(D_{a+}^{\alpha} f_{a+}\right)(x)\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x+f(a+)(g(b-)-g(a+)) .
$$

Lemma 2.1.2. Definition 2.1.1 does not depend on the possible choice of $\alpha$.
Proof. Let $f_{a+} \in\left(I_{a+}^{\alpha} \cap I_{a+}^{\alpha+\beta}\right)\left(L_{p}[a, b]\right), g_{b-} \in\left(I_{b-}^{1-\alpha} \cap I_{b-}^{1-\alpha-\beta}\right)\left(L_{q}[a, b]\right)$ for some $\alpha, \beta$ such that $0 \leq \alpha \leq 1,0 \leq \alpha+\beta \leq 1,1 / p+1 / q \leq 1$. Then, according to (1.1.5) (composition formula for fractional derivatives) and (1.1.6) (integration-by-parts formula),

$$
\int_{a}^{b}\left(D_{a+}^{\alpha+\beta} f_{a+}\right)(x)\left(D_{b-}^{1-\alpha-\beta} g_{b-}\right)(x) d x
$$

$$
\begin{gathered}
=\int_{a}^{b}\left(D_{a+}^{\beta} D_{a+}^{\alpha} f_{a+}\right)(x)\left(D_{b-}^{1-\alpha-\beta} g_{b-}\right)(x) d x \\
=\int_{a}^{b}\left(D_{a+}^{\alpha} f_{a+}\right)(x)\left(D_{b-}^{\beta} D_{b-}^{1-\alpha-\beta} g_{b-}\right)(x) d x \\
=\int_{a}^{b}\left(D_{a+}^{\alpha} f_{a+}\right)(x)\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x .
\end{gathered}
$$

Let $\alpha p<1$. Then $f_{a+} \in I_{a+}^{\alpha}\left(L_{p}[a, b]\right)$ if and only if $f \in I_{a+}^{\alpha}\left(L_{p}[a, b]\right)$ and in this case we can simplify the formula for the generalized integral:

$$
\begin{align*}
& \int_{a}^{b} f(x) d g(x)=\int_{a}^{b}\left(\left(D_{a+}^{\alpha} f\right)(x)-\frac{1}{\Gamma(1-\alpha)} \cdot \frac{f(a+)}{(x-a)^{\alpha}}\right)\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x \\
& +f(a+)(g(b-)-g(a+))=\int_{a}^{b}\left(D_{a+}^{\alpha} f\right)(x)\left(D_{b-\alpha}^{1-\alpha} g_{b-}\right)(x) d x  \tag{2.1.1}\\
& -f(a+) I_{b-}^{1-\alpha}\left(D_{b-\alpha}^{1-\alpha} g\right)(a)+f(a+)(g(b-)-g(a+)) \\
& =\int_{a}^{b}\left(D_{a+}^{\alpha} f\right)(x)\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x
\end{align*}
$$

Lemma 2.1.3. Let $g_{b-} \in I_{b-}^{1-\alpha}\left(L_{q}[a, b]\right) \cap C[a, b]$ for some $q>\frac{1}{1-\alpha}$ and $0<\alpha<1$. Then for any $a<c<d<b$

$$
\begin{equation*}
\int_{a}^{b}\left(D_{a+}^{\alpha} \mathbf{1}_{[c, d)}\right)(x)\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x=g(d)-g(c) \tag{2.1.2}
\end{equation*}
$$

Proof. We have that

$$
\left(D_{a+}^{\alpha} \mathbf{1}_{[c, d)}\right)(x)= \begin{cases}0, & x \leq c \\ \frac{(x-c)^{-\alpha}}{\Gamma(1-\alpha)}, & c<x \leq d, \\ \frac{(x-c)^{-\alpha}-(x-d)^{-\alpha}}{\Gamma(1-\alpha)}, & d \leq x \leq b\end{cases}
$$

Therefore, by using (2.1.1), we obtain for $\alpha p<1$, or $q>\frac{1}{1-\alpha}$, that

$$
\begin{aligned}
& \int_{a}^{b}\left(D_{a+}^{\alpha} \mathbf{1}_{[c, d)}\right)(x)\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x=\frac{1}{\Gamma(1-\alpha)} \int_{c}^{b}(x-c)^{-\alpha}\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x \\
& -\frac{1}{\Gamma(1-\alpha)} \int_{d}^{b}(x-d)^{-\alpha}\left(D_{b-}^{1-\alpha} g_{b-}\right)(x) d x=I_{b-}^{1-\alpha}\left(D_{b-}^{1-\alpha} g_{b-}\right)(c) \\
& -I_{b-}^{1-\alpha}\left(D_{b-}^{1-\alpha} g_{b-}\right)(d)=g(d)-g(c) .
\end{aligned}
$$

Corollary 2.1.4. Let the function $g \in C^{\lambda}[a, b]$ for some $\lambda \leq 1$, then $g_{b-} \in I_{b-}^{1-\alpha}\left(L_{p}[a, b]\right)$ for any $p \geq 1$ and $1-\alpha<\lambda$. So, we can put $p>2 / \lambda$, $\alpha=1-\lambda / 2$ and obtain for $g$ (2.1.2).

Corollary 2.1.5. For any step function $f_{\pi}(x)=\sum_{k=0}^{n-1} c_{k} \mathbf{1}_{\left[x_{k}, x_{k+1}\right)}(x)$ with $a=x_{0}<\cdots<x_{n}=b$ and $g$ satisfying the conditions of Lemma 2.1.3, we have that $\int_{a}^{b} f(x) d g(x)=\sum_{k=0}^{n-1} c_{k}\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right)$.

Further we suppose that $g(b-)=g(b)$ and $g(a+)=g(a)$.
Denote by $B V[a, b]$ the class of functions of bounded variation on $[a, b]$.
Lemma 2.1.6. Let the functions $f_{a+} \in I_{a+}^{\alpha}\left(L_{p}[a, b]\right), g_{b-} \in I_{b-}^{1-\alpha}\left(L_{q}[a, b]\right) \cap$ $B V[a, b]$ with $p \geq 1, q \geq 1,1 / p+1 / q \leq 1$ and

$$
\begin{equation*}
\int_{a}^{b} I_{a+}^{\alpha}\left(\left|\left(D_{a+}^{\alpha} f\right)\right|\right)(x)|g|(d x)<\infty \tag{2.1.3}
\end{equation*}
$$

Then

$$
\int_{a}^{b} f(x) d g(x)=(\mathrm{L}-\mathrm{S}) \int_{a}^{b} f(x) d g(x)
$$

Proof. We have that

$$
\begin{align*}
& (\mathrm{L}-\mathrm{S}) \int_{a}^{b} f(x) d g(x)=(\mathrm{L}-\mathrm{S}) \int_{a}^{b} I_{a+}^{\alpha}\left(D_{a+}^{\alpha} f\right)(x) d g(x)  \tag{2.1.4}\\
& =\frac{1}{\Gamma(1-\alpha)}(\mathrm{L}-\mathrm{S}) \int_{a}^{b}\left(\int_{a}^{x}(x-y)^{\alpha-1}\left(D_{a+}^{\alpha} f\right)(y) d y\right) d g(x)
\end{align*}
$$

Condition (2.1.3) together with Fubini theorem permits us to change the order of integration:

$$
\begin{align*}
& \text { (L-S) } \int_{a}^{b}\left(\int_{a}^{x}(x-y)^{\alpha-1}\left(D_{a+}^{\alpha} f\right)(y) d y\right) d g(x) \\
& =\int_{a}^{b}\left(D_{a+}^{\alpha} f\right)(y)\left(\int_{y}^{b}(x-y)^{\alpha-1} d g(x)\right) d y  \tag{2.1.5}\\
& =(\alpha-1) \int_{a}^{b}\left(D_{a+}^{\alpha} f\right)(y)\left(\int_{y}^{b}\left(\int_{x}^{\infty}(z-y)^{\alpha-2} d z\right) d g(x)\right) d y
\end{align*}
$$

Further, if $y \in(a, b)$ is the point of continuity of function $g$, then

$$
\begin{align*}
& \int_{y}^{b}\left(\int_{x}^{\infty}(z-y)^{\alpha-2} d z\right) d g(x)=\int_{y}^{b}\left(\int_{y}^{z} d g(x)\right)(z-y)^{\alpha-2} d z \\
& +\int_{b}^{\infty}\left(\int_{y}^{b} d g(x)\right)(z-y)^{\alpha-2} d z=\int_{y}^{b} \frac{g(z)-g(z)}{(z-y)^{2-\alpha}} d z  \tag{2.1.6}\\
& +\frac{g(b)-g(y)}{(\alpha-1)(b-y)^{\alpha-1}}=\frac{\Gamma(\alpha)}{\alpha-1}\left(D_{b-}^{1-\alpha} g_{b-}\right)(y)
\end{align*}
$$

Since set of discontinuity points of $g$ is at most countable, and taking (2.1.4)(2.1.6) together, we obtain the proof.

Now we consider the case of Hölder functions $f$ and $g$. The existence of (R-S) $\int_{a}^{b} f d g$ for $f \in C^{\lambda}[a, b], g \in C^{\mu}[a, b]$ with $\lambda+\mu>1$ was established by Kondurar (Kon37). Moreover, this integral coincides with $\int_{a}^{b} f d g$, as the next theorem states.

Let $f \in C^{\lambda}[a, b]$ for some $0<\lambda \leq 1$ and $|f(x)-f(y)| \leq c(\lambda)|x-y|^{\lambda}$, $x, y \in[a, b]$. Consider the following step function:

$$
f_{\pi}(x)=\sum_{k=0}^{n-1} f\left(x_{k}\right) \mathbf{1}_{\left[x_{k}, x_{k+1}\right)}(x)
$$

where the partition $\pi=\left\{a=x_{0}<x_{1}<\cdots<x_{n}=b\right\}$.
Evidently, $\lim _{|\pi| \rightarrow 0} \sup _{\pi}\left\|f_{\pi}-f\right\|_{L_{\infty}[a, b]}=0$.

Theorem 2.1.7. 1) For any $0<\alpha<\lambda$

$$
\lim _{|\pi| \rightarrow 0} \sup _{\pi}\left\|\left(D_{a+}^{\alpha} f_{\pi}\right)-\left(D_{a+}^{\alpha} f\right)\right\|_{L_{1}[a, b]}=0
$$

2) Let $f \in C^{\lambda}([a, b]), g \in C^{\mu}[a, b]$ with $\lambda+\mu>1$, then (R-S) $\int_{a}^{b} f d g$ exists and

$$
\int_{a}^{b} f d g=(\mathrm{R}-\mathrm{S}) \int_{a}^{b} f d g
$$

Proof. 1) It is sufficient to prove that $\int_{a}^{b} \frac{\left|f_{\pi}(x)-f(x)\right|}{(x-a)^{\alpha}} d x \rightarrow 0$ and $\int_{a}^{b} \int_{a}^{x}(x-y)^{-\alpha-1}\left|f_{\pi}(x)-f(x)-f_{\pi}(y)+f(y)\right| d y d x \rightarrow 0$ as $|\pi| \rightarrow 0$. But $\left|f_{\pi}(x)-f(x)\right| \leq\left|f\left(x_{k}\right)-f(x)\right| \leq c(\lambda)|\pi|^{\lambda}$ for $x \in\left[x_{k}, x_{k+1}\right)$, therefore $\int_{a}^{b} \frac{\left|f_{\pi}(x)-f(x)\right|}{(x-a)^{\alpha}} d x \leq c(\lambda)|\pi|^{\lambda} \frac{(b-a)^{1-\alpha}}{1-\alpha} \rightarrow 0$ as $|\pi| \rightarrow 0$. Also, for $x \in\left[x_{k}, x_{k+1}\right)$

$$
\begin{aligned}
& A(x):=\int_{a}^{x}(x-y)^{-\alpha-1}\left|f_{\pi}(x)-f(x)-f_{\pi}(y)+f(y)\right| d y \\
& =\sum_{i=0}^{k-1} \int_{x_{i}}^{x_{i+1}}(x-y)^{-\alpha-1}\left|f\left(x_{k}\right)-f(x)-f\left(x_{i}\right)+f(y)\right| d y \\
& +\int_{x_{k}}^{x}(x-y)^{-\alpha-1}|f(y)-f(x)| d y \leq 2 c(\lambda) \sum_{i=0}^{k-1} \int_{x_{i}}^{x_{i+1}}(x-y)^{-\alpha-1} d y \cdot|\pi|^{\lambda} \\
& +c(\lambda) \int_{x_{k}}^{x}(x-y)^{\lambda-\alpha-1} d y \leq 2 c(\lambda)|\pi|^{\lambda} \frac{\left(x-x_{k}\right)^{-\alpha}}{1-\alpha}+c(\lambda) \frac{\left(x-x_{k}\right)^{\lambda-\alpha}}{\lambda-\alpha} \\
& \leq 3 c(\lambda) \frac{|\pi|^{\lambda-\alpha}}{\lambda-\alpha}
\end{aligned}
$$

which means that $\int_{a}^{b} A(x) d x \rightarrow 0$ as $|\pi| \rightarrow 0$.
2) We take $1-\mu<\alpha<\lambda$, then the fractional derivatives $D_{a+}^{\alpha} f(x)$ and $\left(D_{b-}^{1-\alpha} g\right)_{b-}(x)$ exist, and, moreover,

$$
\begin{aligned}
& \left|\left(D_{b-}^{1-\alpha} g\right)_{b-}(x)\right| \leq \frac{1}{\Gamma(1-\alpha)}\left(\frac{|g(b)-g(x)|}{(b-x)^{1-\alpha}}+(1-\alpha) \int_{x}^{b} \frac{|g(y)-g(x)|}{(y-x)^{2-\alpha}} d y\right) \\
& \leq \frac{1}{\Gamma(1-\alpha)} \cdot c(\lambda)(b-x)^{\mu+\alpha-1}\left(1+\frac{1-\alpha}{\mu+\alpha-1}\right) \leq C
\end{aligned}
$$

for some constant $C$. Therefore, according to part 1) of the proof,

$$
\begin{align*}
& \left|\int_{a}^{b} f_{\pi} d g-\int_{a}^{b} f d g\right| \leq \int_{a}^{b}\left|\left(D_{a+}^{\alpha} f_{\pi}\right)(x)-\left(D_{a+}^{\alpha} f\right)(x)\right|\left|\left(D_{b-}^{1-\alpha} g\right)_{b-}(x)\right| d x \\
& \leq C \int_{a}^{b}\left|\left(D_{a+}^{\alpha} f_{\pi}\right)(x)-\left(D_{a+}^{\alpha} f\right)(x)\right| d x \rightarrow 0 \tag{2.1.7}
\end{align*}
$$

as $|\pi| \rightarrow 0$.
Furthermore, according to Corollary 2.1.5,

$$
\begin{equation*}
\int_{a}^{b} f_{\pi} d g=\sum_{k=0}^{n-1} f\left(x_{k}\right)\left(g\left(x_{k+1}\right)-g\left(x_{k}\right)\right) \rightarrow(\mathrm{R}-\mathrm{S}) \int_{a}^{b} f d g \tag{2.1.8}
\end{equation*}
$$

and from (2.1.7)-(2.1.8) we obtain the desired equality.
Now we establish the properties of generalized integral $\int_{s}^{t} f d g$ as the function of upper and lower boundaries.

Lemma 2.1.8 ((Zah98)). 1) Let $a \leq s<t \leq b$ and the functions $f$ and $g$ satisfy the assumptions
(i) $\left(f \cdot \mathbf{1}_{(s, t)}\right) \in I_{+}^{\alpha}\left(L_{p}[a, b]\right), g_{b-} \in I_{-}^{1-\alpha}\left(L_{q}[a, b]\right)$ for some $0<\alpha<1$, $p \geq 1, q \geq 1,1 / p+1 / q \leq 1$,
(ii) $f_{s+} \in I_{+}^{\alpha^{\prime}}\left(L_{p^{\prime}}[s, t]\right), g_{t-} \in I_{-}^{1-\alpha^{\prime}}\left(L_{q^{\prime}}[s, t]\right)$ for some $0<\alpha^{\prime}<1$, $p^{\prime} \geq 1, q^{\prime} \geq 1,1 / p^{\prime}+1 / q^{\prime} \leq 1$. Then

$$
\int_{a}^{b} \mathbf{1}_{(s, t)} f d g=\int_{s}^{t} f d g
$$

2) The equality

$$
\int_{s}^{t} f d g+\int_{t}^{u} f d g=\int_{s}^{u} f d g
$$

holds for $a \leq s<t<u \leq b$, if all the integrals exist as generalized LebesgueStieltjes integrals.

Proof. 1) Let $\left\{\varphi_{n}(x), x \in \mathbb{R}\right\}$ be a sequence of smooth kernels, i.e.
$\varphi_{n} \in C^{\infty}(\mathbb{R}), \varphi_{n} \geq 0, \varphi_{n}=0$ outside $[-1 / n, 0]$ and $\int_{-1 / n}^{0} \varphi_{n}(x) d x=1$. More exactly, let $\varphi_{n}(x)=n \varphi(n x)$ for $\varphi \in C^{\infty}(\mathbb{R}), \varphi=0$ outside of $[-1,0]$. Then we can approximate the function $g_{b-}$ by smooth functions $g_{n}:=g_{b-} * \varphi_{n}$, and the following properties hold:

$$
\begin{align*}
& g_{n}(b-)=\left.n \int_{[x-b, x-a] \cap[-1 / n, 0]}(g(b-)-g(x-t)) \varphi(n t) d t\right|_{x=b-}=0 ; \\
& \left(D_{b-}^{1-\alpha} g_{n}\right)(x)=D_{b-}^{1-\alpha}\left(\int_{\mathbb{R}} g_{b-}(x-t) \varphi_{n}(t) d t\right) \\
& =\mathbf{1}_{(a, b)}(x)(\Gamma(1-\alpha))^{-1}\left(\int_{\mathbb{R}} g_{b-}(x-t) \varphi_{n}(t) d t(b-x)^{\alpha-1}\right. \\
& \left.+\alpha \int_{x}^{b}(y-x)^{2-\alpha}\left(\int_{\mathbb{R}}\left(g_{b-}(x-t)-g_{b-}(y-t)\right) \varphi_{n}(t) d t\right) d y\right)  \tag{2.1.9}\\
& =\frac{\mathbf{1}_{(a, b)}(x)}{\Gamma(1-\alpha)} \int_{\mathbb{R}} \varphi_{n}(t)\left(\frac{g_{b-}(x-t)}{(b-x)^{1-\alpha}}+\alpha \int_{x}^{b} \frac{g_{b-}(x-t)-g_{b-}(y-t)}{(y-x)^{2-\alpha}} d y\right) d t \\
& =\mathbf{1}_{(a, b)}(x)\left(\left(D_{b-\alpha}^{1-\alpha} g_{b-}\right) * \varphi_{n}\right)(x) ; \\
& \\
& \left\|\left(D_{b-}^{1-\alpha} g_{n}\right)-\left(D_{b-}^{1-\alpha} g_{b-}\right)\right\|_{L_{q}[a, b]}^{q} \\
& \quad\left\|\left(D_{b-\alpha}^{1-\alpha} g_{b-}\right) * \varphi_{n}-\left(D_{b-}^{1-\alpha} g_{b-}\right)\right\|_{L_{q}[a, b]}^{q} \\
& \quad=\int_{a}^{b}\left|\int_{-1}^{0}\left(\left(D_{b-}^{1-\alpha} g_{b-}\right)\left(x-\frac{t}{n}\right)-\left(D_{b-}^{1-\alpha} g_{b-}\right)(x)\right) \varphi(t) d t\right|^{q} d x  \tag{2.1.10}\\
& \leq C \int_{a}^{b} \int_{-1}^{0}\left|\left(D_{b-}^{1-\alpha} g_{b-}\right)\left(\cdot-\frac{t}{n}\right)-\left(D_{b-}^{1-\alpha} g_{b-}\right)(\cdot)\right|^{q} d t d x \rightarrow 0, \quad n \rightarrow \infty .
\end{align*}
$$

Therefore, from this $L_{q}$-convergence, from Lemma 2.1.2 and the properties of convolutions,

$$
\begin{aligned}
& \int_{a}^{b} \mathbf{1}_{(s, t)} f d g=\int_{a}^{b}\left(D_{a+}^{\alpha} \mathbf{1}_{(s, t)} f\right)(u)\left(D_{b-\alpha}^{1-\alpha} g_{b-}\right)(u) d u \\
& =\lim _{n \rightarrow \infty} \int_{a}^{b}\left(D_{a+}^{\alpha} \mathbf{1}_{(s, t)} f\right)(u)\left(D_{b-\alpha}^{1-\alpha} g_{n}\right)(u) d u \\
& =\lim _{n \rightarrow \infty} \int_{a}^{b}\left(\mathbf{1}_{(s, t)} f\right)(u) g_{n}^{\prime}(u) d u=\lim _{n \rightarrow \infty} \int_{s}^{t} f(u)\left(g_{b-} * \varphi_{n}^{\prime}\right)(u) d u
\end{aligned}
$$

Further, for any $c>0\left(c * \varphi_{n}^{\prime}\right)(u)=0$, therefore

$$
\begin{align*}
& \int_{s}^{t} f(u)\left(g_{b-} * \varphi_{n}^{\prime}\right)(u) d u=\int_{s}^{t} f(u)\left(g * \varphi_{n}^{\prime}\right)(u) d u  \tag{2.1.11}\\
& =\int_{s}^{t} f(u)\left(g_{t-} * \varphi_{n}^{\prime}\right)(u) d u
\end{align*}
$$

and

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{s}^{t} f(u)\left(g_{b-} * \varphi_{n}^{\prime}\right)(u) d u=\lim _{n \rightarrow \infty} \int_{s}^{t} f(u)\left(g_{t-} * \varphi_{n}^{\prime}\right)(u) d u  \tag{2.1.12}\\
& =\lim _{n \rightarrow \infty} \int_{s}^{t} f(u)\left(g_{t-} * \varphi_{n}\right)^{\prime}(u) d u
\end{align*}
$$

Thanks to Lemma 2.1.2, assumption (ii), (2.1.9) and (2.1.10), applied to $t$ instead of $b$,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{s}^{t} f(u)\left(g_{t-} * \varphi_{n}\right)^{\prime}(u) d u \\
& =\lim _{n \rightarrow \infty} \int_{s}^{t}\left(D_{s+}^{\alpha^{\prime}} f_{s+}\right)(u)\left(D_{t-}^{1-\alpha^{\prime}}\left(g_{t-} * \varphi_{n}\right)\right)(u) d u \\
& =\lim _{n \rightarrow \infty} \int_{s}^{t}\left(D_{s+}^{\alpha^{\prime}} f_{s+}\right)(u)\left(\left(D_{t-}^{1-\alpha^{\prime}} g_{t-}\right) * \varphi_{n}\right)(u) d u  \tag{2.1.13}\\
& =\int_{s}^{t}\left(D_{s+}^{\alpha^{\prime}} f_{s+}\right)(u)\left(D_{t-}^{1-\alpha^{\prime}} g_{t-}\right)(u) d u=\int_{s}^{t} f d g,
\end{align*}
$$

and we obtain the first statement. The second one we obtain by using some of the equalities from (2.1.11):

$$
\begin{aligned}
& \int_{s}^{t} f d g+\int_{t}^{u} f d g=\lim _{n \rightarrow \infty} \int_{s}^{t} f(r)\left(g * \varphi_{n}^{\prime}\right)(r) d r \\
& +\lim _{n \rightarrow \infty} \int_{t}^{u} f(r)\left(g * \varphi_{n}^{\prime}\right)(r) d r=\lim _{n \rightarrow \infty} \int_{s}^{u} f(r)\left(g * \varphi_{n}^{\prime}\right)(r) d r \\
& =\int_{s}^{u} f d g .
\end{aligned}
$$

### 2.1.2 Pathwise Stochastic Integration in Fractional Besov-type Spaces

In this subsection we consider the approach to pathwise stochastic integration in fractional Besov-type spaces, introduced by Nualart and Rǎşcanu (NR00) (see also (CKR93) and (NO03a)).

Consider the following functional spaces. Let for $0<\beta<1$
$\varphi_{f}^{\beta}(t):=|f(t)|+\int_{0}^{t}|f(t)-f(s)|(t-s)^{-\beta-1} d s$, and $W_{0}^{\beta}=W_{0}^{\beta}[0 T]$ be the space of real-valued measurable functions $f:[0, T] \rightarrow \mathbb{R}$ such that

$$
\|f\|_{0, \beta}:=\sup _{t \in[0, T]} \varphi_{f}^{\beta}(t)<\infty .
$$

Furthermore, let $W_{1}^{\beta}=W_{1}^{\beta}[0, T]$ be the space of real-valued measurable functions $f:[0, T] \rightarrow \mathbb{R}$ such that

$$
\|f\|_{1, \beta}:=\sup _{0 \leq s<t \leq T}\left(\frac{|f(t)-f(s)|}{(t-s)^{\beta}}+\int_{s}^{t} \frac{|f(u)-f(s)|}{(u-s)^{1+\beta}} d u\right)<\infty
$$

and $W_{2}^{\beta}=W_{2}^{\beta}[0, T]$ be the space of real-valued measurable functions $f:[0, T] \rightarrow \mathbb{R}$ such that

$$
\|f\|_{2, \beta}:=\int_{0}^{T} \frac{|f(s)|}{s^{\beta}} d s+\int_{0}^{T} \int_{0}^{s} \frac{|f(s)-f(u)|}{(s-u)^{\beta+1}} d u<\infty
$$

Note that the spaces $W_{i}^{\beta}, i=0,2$ are Banach spaces with respect to corresponding norms and $\|f\|_{1, \beta}$ is not the norm in a usual sense.

Moreover, for any $0<\varepsilon<\beta \wedge(1-\beta)$

$$
C^{\beta+\varepsilon}[0, T] \subset W_{i}^{\beta}[0, T] \subset C^{\beta-\varepsilon}[0, T], i=0,1, C^{\beta+\varepsilon}[0, T] \subset W_{2}^{\beta}[0, T]
$$

Therefore, the trajectories of $\mathrm{fBm} B^{H}$ for a.a. $\omega \in \Omega$, any $T>0$ and any $0<\beta<H$ belong to $W_{1}^{\beta}[0, T]$.

Let $f \in W_{1}^{\beta}[0, T]$. Then its restriction to $[0, t] \subset[0, T]$ belongs to $I_{-}^{\beta}\left(L_{\infty}[0, t]\right)$ and

$$
\Lambda_{\beta}(f):=\sup _{0 \leq s<t \leq T}\left|\left(D_{t-}^{\beta} f_{t-}\right)(s)\right| \leq \frac{1}{\Gamma(1-\beta)}\|f\|_{1, \beta}<\infty
$$

The restriction of $f \in W_{2}^{\beta}[0, T]$ to $[0, t] \subset[0, T]$ belongs to $I_{+}^{\beta}\left(L_{1}[0, t]\right)$.
Now, let $f \in W_{2}^{\beta}[0, T], g \in W_{1}^{1-\beta}[0, T]$. Then for any $0<t \leq T$ there exists the Lebesgue integral $\int_{0}^{t}\left(D_{0+}^{\beta} f\right)(x)\left(D_{t-}^{1-\beta} g_{t-}\right)(x) d x$, so we can define $\int_{0}^{t} f d g$ according to Definition 2.1.1 and formula (2.1.2). Moreover, for any $0<t \leq T \quad \int_{0}^{t} f d g=\int_{0}^{T} 1_{(0, t)} f d g$, and the integral $\int_{0}^{t} f d g$ admits an estimate

$$
\begin{aligned}
& \left|\int_{0}^{t} f d g\right| \leq \int_{0}^{t}\left|\left(D_{0+}^{\beta} f\right)(x) \|\left(D_{t-}^{1-\beta} g_{t-}\right)(x)\right| d x \\
& \leq \Lambda_{1-\beta}(g)\|f\|_{2, \beta} \leq(\Gamma(\beta))^{-1}\|g\|_{1,1-\beta}\|f\|_{2, \beta}
\end{aligned}
$$

Further we fix some $0<\beta<1 / 2$.
Lemma 2.1.9 ((NR00)). 1. Let $f \in W_{0}^{\beta}[0, T], g \in W_{1}^{1-\beta}[0, T], G_{t}(f):=$ $\int_{0}^{t} f d g, t \in[0, T]$. Then

$$
\varphi_{G .(f)}^{\beta}(t) \leq C_{\beta, T}^{1} \Lambda_{1-\beta}(g) \int_{0}^{t}\left((t-s)^{-2 \beta}+s^{-\beta}\right) \varphi_{f}^{\beta}(s) d s
$$

2. Let $f \in W_{0}^{\beta}[0, T], g \in W_{1}^{1-\beta}[0, T]$. Then $G .(f) \in C^{1-\beta}[0, T]$ and

$$
\|G(f)\|_{1,1-\beta} \leq C_{\beta, T}^{2} \Lambda_{1-\beta}(g)\|f\|_{0, \beta}
$$

Here $C_{\beta, T}^{i}, i=1,2$ depend only on $T$ and $\beta$.
Proof. 1. It is not hard to check that for $f \in W_{0}^{\beta}[0, T]$ and $g \in W_{1}^{1-\beta}[0, T]$ condition 1) of Lemma 2.1.8 holds. Therefore, evidently,

$$
\begin{align*}
& \left|G_{t}(f)-G_{s}(f)\right|=\left|\int_{s}^{t} f d g\right| \leq \int_{s}^{t}\left|\left(D_{s+}^{\beta} f\right)(u)\right|\left|\left(D_{t-}^{1-\beta} g_{t-}\right)(u)\right| d u \\
& \leq \Lambda_{1-\beta}(g) \int_{s}^{t}\left(\frac{|f(u)|}{(u-s)^{\beta}}+\beta \int_{s}^{u} \frac{|f(u)-f(v)|}{(u-v)^{\beta+1}} d v\right) d u . \tag{2.1.14}
\end{align*}
$$

From (2.1.14) it follows that

$$
\begin{align*}
& \int_{0}^{t} \frac{\left|G_{t}(f)-G_{u}(f)\right|}{(t-u)^{\beta+1}} d u \leq \Lambda_{1-\beta}(g)\left(\int_{0}^{t}|f(u)|\left(\int_{0}^{u}(t-s)^{-\beta-1}(u-s)^{-\beta} d s\right) d u\right. \\
& \left.+\int_{0}^{t} \int_{0}^{u} \frac{|f(u)-f(v)|}{(u-v)^{\beta+1}}(t-v)^{-\beta} d v d u\right) . \tag{2.1.15}
\end{align*}
$$

The first integral on the right-hand side of (2.1.15) can be estimated as $C \int_{0}^{t}|f(u)|(t-u)^{-2 \beta} d u$ with $C=\int_{0}^{\infty}(1+u)^{-\beta-1} u^{-\beta} d u$, and the second one can be estimated as $\int_{0}^{t}(t-u)^{-\beta} \int_{0}^{u} \frac{|f(u)-f(v)|}{(u-v)^{\beta+1}} d v d u$.

Since $(t-u)^{-2 \beta} \geq(t-u)^{-\beta} T^{-\beta}$, we obtain from (2.1.15) that

$$
\begin{equation*}
\int_{0}^{t} \frac{\left|G_{t}(f)-G_{u}(f)\right|}{(t-u)^{\beta+1}} d u \leq \Lambda_{1-\beta}(g)\left(C+T^{\beta}\right) \int_{0}^{t}(t-u)^{-2 \beta} \varphi_{f}^{\beta}(u) d u . \tag{2.1.16}
\end{equation*}
$$

Further, from (2.1.14) it follows that

$$
\begin{align*}
& \left|G_{t}(f)\right| \leq \Lambda_{1-\beta}(g) \int_{0}^{t}\left(\frac{|f(u)|}{u^{\beta}}+\beta \int_{0}^{u} \frac{|f(u)-f(v)|}{(u-v)^{\beta+1}} d v\right) d u  \tag{2.1.17}\\
& \leq \Lambda_{1-\beta}(g)\left(1+\beta T^{\beta}\right) \int_{0}^{t} u^{-\beta} \varphi_{f}^{\beta}(u) d u,
\end{align*}
$$

and the proof follows from (2.1.16)-(2.1.17).
2. It follows from (2.1.14) that

$$
\left|G_{t}(f)-G_{s}(f)\right| \leq \Lambda_{1-\beta}(g) \frac{1+\beta T^{\beta}}{1-\beta}\|f\|_{0, \beta}(t-s)^{1-\beta}
$$

and from (2.1.17) we obtain that

$$
\left|G_{t}(f)\right| \leq \Lambda_{1-\beta}(g) \frac{1+\beta T^{\beta}}{1-\beta} T^{1-\beta}\|f\|_{0, \beta}
$$

whence the proof follows with $C_{\beta, T}^{2}=\left(1 \vee T^{1-\beta}\right) \frac{1+\beta T^{\beta}}{1-\beta}$.
Similar but more simple estimates hold for the Lebesgue integral $F_{t}(f)=$ $\int_{0}^{t} f(s) d s$, so we omit the proof of the following lemma.

Lemma 2.1.10 ((NR00)). 1. Let $0<\beta<1$ and $f:[0, T] \rightarrow \mathbb{R}$ be a measurable function with $\sup _{t \in[0, T]} \int_{0}^{t}|f(s)|(t-s)^{-\beta} d s<\infty$.

Then

$$
\varphi_{F .(f)}^{\beta}(t) \leq C_{\beta, T}^{3} \int_{0}^{t}|f(s)|(t-s)^{-\beta} d s,
$$

with $C_{\beta, T}^{3}=T^{\beta}+1 / \beta$.
2. Let $f$ be bounded on $[0, T]$. Then $F(f) \in C^{1}[0, T]$ and
$\|F(f)\|_{0, \beta} \leq C_{\beta, T}^{4} f_{T}^{*}$, where $f_{T}^{*}:=\sup _{t \in[0, T]}|f(t)|, C_{\beta, T}^{4}$ depends on $\beta$ and $T$.

### 2.2 Pathwise Stochastic Integration w.r.t. Multi-parameter fBm

### 2.2.1 Some Additional Properties of Two-parameter Fractional Integrals and Derivatives

Throughout this section we consider two-parameter functions and fields. The first result can be proved similarly to the one-parameter case. Let the rectangle $\mathcal{P}=[a, b]$ be fixed.

Lemma 2.2.1. 1. Let $f \in I_{ \pm}^{\beta_{1} \beta_{2}}\left(L_{p}(\mathcal{P})\right)$ for some $p>1$. Then $\lim _{\beta_{1} \rightarrow 0, \beta_{2} \rightarrow 0} D_{a+(b-)}^{\beta_{1} \beta_{2}} f(x)=f(x)$, where the limit is in $L_{p}(\mathcal{P})$. 2. Let, in addition, the function $f$ be twice continuously differentiable in the neighborhood of the point $x$. Then $\lim _{\beta_{1} \rightarrow 1, \beta_{2} \rightarrow 1} D_{a+(b-)}^{\beta_{1} \beta_{2}} f(x)=\frac{\partial^{2} f}{\partial x_{1} \partial x_{2}}(x)$. So, we can put $D_{a+(b-)}^{00} f:=f, D_{a+(b-)}^{11} f:=f$.
Theorem 2.2.2. Let $0<\beta_{i}<1$ and $1<p<\beta_{1}^{-1} \vee \beta_{2}^{-1}$. Then the operator $I_{a+}^{\beta_{1} \beta_{2}}$ is bounded from $L_{p}(\mathcal{P})$ into $L_{q}(\mathcal{P})$, where $1<q<p\left(\left(1-\beta_{1} p\right)^{-1} \wedge\left(1-\beta_{2} p\right)^{-1}\right)$.
Proof. Denote $r:=p\left(\left(1-\beta_{1} p\right)^{-1} \vee\left(1-\beta_{2} p\right)^{-1}\right)$. Since $r>p$, it is sufficient to consider $q \in(p, r)$. Then for $\frac{1}{p^{\prime}}+\frac{1}{p}=1, \frac{1}{p_{i}^{\prime}}+\frac{1}{r}=1-\beta_{i}$, from the generalized Hölder inequality, it holds that

$$
\begin{array}{r}
\left|\left(I_{a+}^{\beta_{1} \beta_{2}} f\right)(x)\right| \leq C\left(\int_{[a, x]}|f(u)|^{p} \prod_{i=1,2}\left(x_{i}-u_{i}\right)^{\left(\beta_{i}-1\right) \gamma q} d u\right)^{\frac{1}{q}} \\
\times\left(\int_{[a, x]}|f(u)|^{p} d u\right)^{\frac{1}{p}-\frac{1}{q}}\left(\int_{[a, x]} \prod_{i=1,2}\left(x_{i}-u_{i}\right)^{\left(\beta_{i}-1\right)(1-\gamma) p^{\prime}} d u_{i}\right)^{\frac{1}{p^{\prime}}} \\
\leq C\|f\|_{L_{p}(\mathcal{P})}^{1-\frac{p}{q}}\left(\int_{[a, x]}|f(u)|^{p} \prod_{i=1,2}\left(x_{i}-u_{i}\right)^{\left(\beta_{i}-1\right) \gamma q} d u\right)^{\frac{1}{q}} .
\end{array}
$$

Here we choose $\gamma$ satisfying the inequalities $\left(1-\beta_{i}\right) \gamma q<1$ and $\left(1-\beta_{i}\right)(1-$ $\gamma) p^{\prime}<1$, which is equivalent to $1-\left(p^{\prime}\left(1-\beta_{i}\right)\right)^{-1}<\gamma<\left(q\left(1-\beta_{i}\right)\right)^{-1}$. Such a choice is possible, since the inequality $1-\left(p^{\prime}\left(1-\beta_{i}\right)\right)^{-1}<\left(q\left(1-\beta_{i}\right)\right)^{-1}$ is equivalent to $q<p\left(1-\beta_{i} p\right)^{-1}$, and this is evident under our suppositions. By integration over $\mathcal{P}$ we obtain that

$$
\begin{aligned}
& \left\|I_{a+}^{\beta_{1} \beta_{2}} f\right\|_{L_{q}(\mathcal{P})} \leq C\|f\|_{L_{p}(\mathcal{P})}^{1-\frac{p}{q}}\left(\int_{\mathcal{P}}|f(u)|^{p} d u \cdot \int_{\mathcal{P}} \prod_{i=1,2}\left(x_{i}-u_{i}\right)^{\left(\beta_{i}-1\right) \gamma q} d x\right)^{\frac{1}{q}} \\
& \leq C\|f\|_{L_{p}(\mathcal{P})} .
\end{aligned}
$$

Corollary 2.2.3. Let $f \in L_{p}(\mathcal{P}), g \in L_{q}(\mathcal{P}), I_{a+}^{\beta_{1} \beta_{2}} g \in L_{r}(\mathcal{P})$ for $1 / p+1 / r=$ 1 and $r<q\left(\left(1-\beta_{1} q\right)^{-1} \wedge\left(1-\beta_{2} q\right)^{-1}\right)$, i.e. $1 / p+1 / q<1+\beta_{1} \wedge \beta_{2}$. Then

$$
\int_{\mathcal{P}} f(u) I_{a+}^{\beta_{1} \beta_{2}} g(u) d u=\int_{\mathcal{P}} g(u) I_{b-}^{\beta_{1} \beta_{2}} f(u) d u
$$

Evidently,

$$
I_{ \pm}^{\rho_{1} \rho_{2}} I_{ \pm}^{\beta_{1} \beta_{2}}=I_{ \pm}^{\rho_{1}+\beta_{1} \rho_{2}+\beta_{2}} \quad \text { on } \quad L_{1}(\mathcal{P})
$$

for $f \in I_{ \pm}^{\rho_{1}+\beta_{1} \rho_{2}+\beta_{2}}\left(L_{1}(\mathcal{P})\right), \rho_{i}, \beta_{i} \geq 0, \rho_{i}+\beta_{i} \leq 1$

$$
D_{a+(b-)}^{\rho_{1} \rho_{2}} D_{a+(b-)}^{\beta_{1} \beta_{2}} f=D_{a+(b-)}^{\rho_{1}+\beta_{1} \rho_{2}+\beta_{2}} f
$$

for $f \in I_{a+(b-)}^{\rho_{1} \rho_{2}}\left(L_{p}(\mathcal{P})\right), g \in I_{b-}^{\rho_{1} \rho_{2}}\left(L_{q}(\mathcal{P})\right), p, q>1,1 / p+1 / q<1+\rho_{1} \wedge \rho_{2}$

$$
\int_{\mathcal{P}} D_{a+}^{\rho_{1} \rho_{2}} f(u) g(u) d u=\int_{\mathcal{P}} f(u) D_{b-}^{\rho_{1} \rho_{2}} g(u) d u
$$

### 2.2.2 Generalized Two-parameter Lebesgue-Stieltjes Integrals

We suppose that all the functions, considered on some rectangle $\mathcal{P}=[a, b]$, belong to the space $D(\mathcal{P})$, i.e. they have the limits in all the quadrants,

$$
\begin{array}{ll}
Q^{++}(x)=\{s \in \mathcal{P} \mid s \geq x\}, & Q^{+-}(x)=\left\{s \in \mathcal{P} \mid s_{1} \geq x_{1}, s_{2}<x_{2}\right\}, \\
Q^{-+}(x)=\left\{s \in \mathcal{P} \mid s_{1}<x_{1}, s_{2} \geq x_{2}\right\}, & Q^{--}(x)=\{s \in \mathcal{P} \mid s<x\}
\end{array}
$$

$f(x)=\lim _{s \rightarrow x, s \geq x} f(s)$, and on the sides of rectangle the limits that can be defined are supposed to exist and denoted as $f\left(x_{1}, b_{2}-\right), f\left(b_{1}-, x_{2}\right), f(b-)$. Denote $f_{a+}(x)=\Delta_{a} f(x), x \in \mathcal{P}$, and $f_{b-}(x):=f(x)-f\left(x_{1}, b_{2}-\right)-f\left(b_{1}-, x_{2}\right)+$ $f(b-)$.
Definition 2.2.4. Let $f, g: \mathcal{P} \rightarrow \mathbb{R}$. The generalized two-parameter Lebesgue-Stieltjes integral of $f$ w.r.t. $g$ is defined by

$$
\begin{align*}
& \int_{\mathcal{P}} f d g:=\int_{\mathcal{P}}\left(D_{a+}^{\beta_{1} \beta_{2}} f_{a+}\right)(u)\left(D_{b-}^{1-\beta_{1} 1-\beta_{2}} g_{b-}\right)(u) d u \\
& \quad+\sum_{i=1,2} \int_{a_{i}}^{b_{i}}\left(D_{a_{i}+}^{\beta_{i}} f_{a_{i}+}\right)\left(u, a_{i}\right)\left(D_{b_{i}-}^{1-\beta_{i}}\right)\left(g_{b_{i}-}\left(u, b_{i}-\right)-g_{b_{i}-}\left(u, b_{i}-\right)\right) d u \\
&+f(a) \Delta_{a} g(b), \tag{2.2.1}
\end{align*}
$$

under the assumption that all the integrals on the right-hand side exist.
A more convenient formula for $\int_{\mathcal{P}} f d g$ has a form

$$
\int_{\mathcal{P}} f d g=\int_{\mathcal{P}}\left(D_{a+}^{\beta_{1} \beta_{2}} f\right)(u)\left(D_{b-}^{1-\beta_{1} 1-\beta_{2}} g_{b-}\right)(u) d u
$$

(We do not specify here the conditions ensuring the latter equality but it is very easy to do it, similarly to the one-parameter case.) The next results also can be proved similarly to the one-parameter case ((SKM93) and (Zah98)).

Theorem 2.2.5. Definition 2.2 .4 is correct, i.e. the right-hand side of (2.2.1) does not depend on the choice of $\beta_{i}, i=1,2$.
Theorem 2.2.6. Let $f: \mathcal{P} \rightarrow \mathbb{R}, f \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P})$ and $\lambda_{i}+\beta_{i}<1, i=1,2$, $0<\beta_{i}<1$. Then $I_{a+(b-)}^{\beta_{1} \beta_{2}}\left(f_{a+(b-)}\right) \in C^{\lambda_{1}+\beta_{1} \lambda_{2}+\beta_{2}}(\mathcal{P})$.
Theorem 2.2.7. Let the function $f \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P})$. Then for any $p \geq 1$ and $0<\varepsilon_{i}<\lambda_{i}, i=1,2$

$$
f_{a+(b-)} \in I_{ \pm}^{\varepsilon_{1} \varepsilon_{2}}\left(L_{p}(\mathcal{P})\right)
$$

and

$$
D_{a+(b-)}^{\varepsilon_{1} \varepsilon_{2}} f_{a+(b-)} \in C^{\lambda_{1}-\varepsilon_{1} \lambda_{2}-\varepsilon_{2}}(\mathcal{P})
$$

Theorem 2.2.8. Let $f \in C(\mathcal{P}), g \in B V(\mathcal{P}), f \in I_{+}^{\beta_{1} \beta_{2}}\left(L_{p}(\mathcal{P})\right)$, $g_{b-} \in$ $I_{-}^{1-\beta_{1} 1-\beta_{2}}\left(L_{q}(\mathcal{P})\right), i=1,2, j=3-i, \frac{1}{p}+\frac{1}{q} \leq 1,0 \leq \beta_{i} \leq 1, i=1,2$. Then the generalized two-parameter Lebesgue-Stieltjes integral $\int_{\mathcal{P}} f d g$ equals the Riemann-Stieltjes integral $\int_{\mathcal{P}} f(x) d g(x)$.

Theorem 2.2.9. 1. Let $g \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P})$ for some $0<\lambda_{i} \leq 1, i=1,2$. Then for any $\mathcal{P}_{1}=[c, d) \subset \mathcal{P}$

$$
\int_{\mathcal{P}} \mathbf{1}_{\mathcal{P}_{1}} d g=\Delta_{c} g(d) .
$$

2. Let $g \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P})$ and let the partition $\pi=\pi^{1} \times \pi^{2}$, where $\pi^{i}=\left\{a_{i}=x_{0}^{i}<\right.$ $\left.\cdots<x_{n_{i}}^{i}=b_{i}\right\}$ be the partition of $\left[a_{i}, b_{i}\right]$.
Also, let $f_{\pi}(x)=\sum_{i=1,2} \sum_{j_{i}=0}^{n_{i}-1} f_{j_{1} j_{2}} \mathbf{1}_{\mathcal{P}_{j_{1} j_{2}}}(x)$, where $\mathcal{P}_{j_{1} j_{2}}=\prod_{i=1,2}\left[x_{j_{i}}^{i}, x_{j_{i}+1}^{i}\right)$.
Then $\int_{\mathcal{P}} f_{\pi} d g=\sum_{i=1,2} \sum_{j_{i}=0}^{n_{i}-1} f_{j_{1} j_{2}} \Delta_{x_{j}} g\left(x_{j+1}\right)$, where $x_{j}=\left(x_{j_{1}}^{1}, x_{j_{2}}^{2}\right)$.
Now, let $\pi_{n}$ be the sequence of partitions of rectangle $\mathcal{P}, \pi_{n} \subset \pi_{n+1}$ and $\left|\pi_{n}\right|=\max _{i=1,2} \max _{0 \leq j_{i} \leq n_{i, n}-1}\left(x_{j_{i}+1}^{i, n}-x_{j_{i}}^{i, n}\right)$. Let $f: \mathcal{P} \rightarrow \mathbb{R}, f_{j_{1} j_{2}}=$ $f\left(x_{j_{i}+1}^{n}\right)$. We say that the partitions $\pi_{n}$ are uniform, if $n_{1}^{(n)}=n_{2}^{(n)}$ and $x_{j_{i}+1}^{i, n}-$ $x_{j_{i}}^{i, n}=\frac{b_{i}-a_{i}}{n_{1}^{(n)}}, i=1,2$.
Theorem 2.2.10. 1. Let $f \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P})$ for some $0<\lambda_{i} \leq 1, i=1,2$. Then

$$
\lim _{n \rightarrow \infty} \sup _{\pi_{n}}\left\|f_{\pi_{n}}-f\right\|_{L_{\infty}(\mathcal{P})}=0
$$

where $\sup _{\pi_{n}}$ is taken over all the sequences of partitions mentioned above.
2. $\lim _{n \rightarrow \infty} \sup _{\pi_{n}^{\prime}}\left\|D_{a+}^{\beta_{1} \beta_{2}}\left(f_{\pi_{n}^{\prime}}\right)_{a+}-D_{a+}^{\beta_{1} \beta_{2}} f_{a+}\right\|_{L_{1}(\mathcal{P})}=0$,
for any $\beta_{1} \vee \beta_{2}<\lambda_{1} \wedge \lambda_{2}$ and all the sequences of uniform partitions of $\mathcal{P}$.

Proof. The first statement is a direct consequence of uniform continuity $f$ on $\mathcal{P}$. Further, let $g_{n}(x)=f_{\pi_{n}^{\prime}}(x)-f(x)$. For the second statement it is sufficient to prove that any of the following functions

$$
\begin{aligned}
G_{1}^{n}(x) & :=g_{n}(x)\left(x-a_{1}\right)^{-\beta_{1}}\left(y-a_{2}\right)^{-\beta_{2}} \\
G_{2}^{n}(x) & :=\left(x_{2}-a_{2}\right)^{-\beta_{2}} \int_{a_{1}}^{x_{1}}\left(g_{n}(x)-g_{n}\left(s_{1}, x_{2}\right)\right)\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1}, \\
G_{3}^{n}(x) & :=\left(x_{1}-a_{1}\right)^{-\beta_{1}} \int_{a_{2}}^{x_{2}}\left(g_{n}(x)-g_{n}\left(x_{1}, s_{2}\right)\right)\left(x_{2}-s_{2}\right)^{-1-\beta_{2}} d s_{2}, \\
G_{4}^{n}(x) & :=\int_{[a, x]} \Delta_{s} g_{n}(x) \prod_{i=1,2}\left(x_{i}-s_{i}\right)^{-1-\beta_{i}} d s
\end{aligned}
$$

tends to zero in $L_{1}(\mathcal{P})$. First, note that $\left|g_{n}(x)\right| \leq C\left(\left|\pi_{n}\right|^{\lambda_{1}}+\left|\pi_{n}\right|^{\lambda_{2}}\right)$, whence $\left\|G_{1}^{n}\right\|_{L_{1}(\mathcal{P})} \leq C\left(\left|\pi_{n}\right|^{\lambda_{1}}+\left|\pi_{n}\right|^{\lambda_{2}}\right) \prod_{i=1,2}\left(b_{i}-a_{i}\right)^{1-\beta_{i}} \rightarrow 0, \quad n \rightarrow \infty$. Further, let the point $x \in \mathcal{P}_{j}^{n}:=\prod_{i=1,2}\left[x_{j_{i}}^{i, n}, x_{j_{i+1}}^{i, n}\right)=:\left[x_{j}^{n}, x_{j+1}^{n}\right)$. Then it holds that

$$
\begin{aligned}
& G_{2}^{n}(x)=\left(x_{2}-a_{2}\right)^{-\beta_{2}}\left(\sum_{k=0}^{j_{1}-1} \int_{x_{k}^{1, n}}^{x_{k+1}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1}\right. \\
&\left.\quad+\int_{x_{j_{1}}}^{x_{1}} g_{n}\left(x, x_{j}^{n}, s_{1}\right)\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1}\right),
\end{aligned}
$$

where $g_{n}\left(x, x_{j}^{n}, s_{1}\right)=f\left(x_{j}^{n}\right)-f(x)-f\left(x_{k}^{1, n}, x_{j_{2}}^{2, n}\right)+f\left(s_{1}, x_{2}\right)$. Therefore,

$$
\begin{aligned}
& \left|G_{2}^{n}(x)\right| I\left\{x \in \mathcal{P}_{j}^{n}\right\} \\
& \leq C\left(x_{2}-a_{2}\right)^{-\beta_{2}}\left[\left(\sum_{i=1,2}\left|x_{j_{i}}^{i, n}-x_{i}\right|^{\lambda_{i}}\right) \int_{a_{1}}^{x_{j_{1}}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1}\right. \\
& \quad+\sum_{k=0}^{j_{1}-1}\left(\left(x_{k+1}^{1, n}-x_{k}^{1, n}\right)^{\lambda_{1}}+\left(x_{j_{2}+1}^{2, n}-x_{j_{2}}^{2, n}\right)^{\lambda_{2}}\right) \int_{x_{k}^{1, n}}^{x_{k+1}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1} \\
& \left.\quad+\int_{x_{j_{1}}}^{x}\left(x_{1}-s_{1}\right)^{\lambda_{1}-1-\beta_{1}} d s_{1}\right] \\
& \leq C\left(x_{2}-a_{2}\right)^{-\beta_{2}}\left[\sum_{i=1,2}\left(x_{1}-x_{j_{1}}^{1, n}\right)^{\lambda_{i}}\left(x_{1}-x_{j_{1}}^{1, n}\right)^{-\beta_{1}}\right. \\
& \quad+\sum_{k=0}^{j_{1}-1}\left(\left(x_{k+1}^{1, n}-x_{k}^{1, n}\right)^{\lambda_{1}}+\left(x_{j_{2}+1}^{2, n}-x_{j_{2}}^{2, n} \lambda^{\lambda_{2}}\right) \int_{x_{k}^{1, n}}^{x_{k+1}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1}\right. \\
& \left.\quad+\left(x_{1}-x_{j_{1}}^{1, n}\right)^{\lambda_{1}-\beta_{1}}\right],
\end{aligned}
$$

and

$$
\begin{align*}
& \left\|G_{1}^{n}\right\|_{L_{1}(\mathcal{P})} \leq \sum_{j_{1}, j_{2}}\left\|G_{1}^{n}\right\|_{L_{1}\left(\mathcal{P}_{j}^{n}\right)} \leq C \sum_{j_{1}, j_{2}}\left(\int _ { \mathcal { P } _ { j } ^ { n } } \left(\left(x_{2}-a_{2}\right)^{-\beta_{2}}\left(x_{1}-x_{j_{1}}^{1, n}\right)^{\lambda_{1}-\beta_{1}}\right.\right. \\
& +\left(x_{2}-a_{2}\right)^{-\beta_{2}}\left(x_{2}-x_{j_{2}}^{2, n}\right)^{\lambda_{2}}\left(x_{1}-x_{j_{1}}^{1, n}\right)^{-\beta_{1}} \\
& +\sum_{k=0}^{j_{1}-1}\left(x_{k+1}^{1, n}-x_{k}^{1, n}\right)^{\lambda_{1}}\left(x_{2}-a_{2}\right)^{-\beta_{2}} \int_{x_{k}^{1, n}}^{x_{k+1}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1} \\
& +\left(x_{2}-a_{2}\right)^{-\beta_{2}}\left(x_{j_{2}+1}^{2, n}-x_{j_{2}}^{2, n}\right)^{\lambda_{1}} \sum_{k=0}^{j_{1}-1} \int_{x_{k}^{1, n}}^{x_{k+1}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1} \\
& \left.\left.+\left(x_{2}-a_{2}\right)^{-\beta_{2}}\left(x_{1}-x_{j_{1}}^{1, n}\right)^{\lambda_{1}-\beta_{1}}\right) d x\right) \\
& \leq C\left(b_{2}-a_{2}\right)^{1-\beta_{2}}\left(\left|\pi_{n}\right|^{\lambda_{1}-\beta_{1}}+\left|\pi_{n}\right|^{\lambda_{2}} \sum_{j_{1}=1}^{n_{1}^{(n)}}\left(x_{j_{1}+1}^{1, n}-x_{j_{1}, n}^{1, \beta_{1}} \beta_{1}\right.\right. \\
& +\sum_{j_{1}=0}^{n_{1}^{(n)}-1}\left(x_{k+1}^{1, n}-x_{k}^{1, n}\right)^{\lambda_{1}} \int_{x_{k}^{1, n}}^{x_{k+1}^{1, n}}\left(\int_{x_{k+1}^{1, n}}^{b_{1}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d x_{1}\right) d s_{1} \\
& \left.+\left|\pi_{n}\right|^{\lambda_{2}} \sum_{j_{1}=0}^{n_{1}^{(n)}-1} \int_{x_{k}^{1, n}}^{x_{k+1}^{1, n}} \int_{a_{1}}^{x_{k}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1} d x_{1}+\left|\pi_{n}\right|^{\lambda_{1}-\beta_{1}}\right) . \tag{2.2.2}
\end{align*}
$$

The first, third and fifth terms on the right-hand side of (2.2.2) are bounded from above by $C\left|\pi_{n}\right|^{\lambda_{1}-\beta_{1}} \rightarrow 0, \quad n \rightarrow \infty$, and it is true for any $\pi_{n}$. The second and fourth terms can be effectively estimated when $\pi_{n}=\pi_{n}^{\prime}$ is uniform. In this case

$$
\left|\pi_{n}^{\prime}\right|^{\lambda_{2}} \sum_{j_{1}=1}^{n_{1}^{(n)}}\left(x_{j_{1}+1}^{1, n}-x_{j_{1}}^{1, n}\right)^{1-\beta_{1}} \leq \frac{C}{\left(n_{1}^{(n)}\right)^{\lambda_{2}-\beta_{1}}} \rightarrow 0, \quad n \rightarrow \infty
$$

and

$$
\begin{aligned}
& \left|\pi_{n}^{\prime}\right|^{\lambda_{2}} \sum_{j_{1}=0}^{n_{1}^{(n)}-1} \int_{x_{k}^{1, n}}^{x_{k, n}^{1, n}} \int_{a_{1}}^{x_{k}^{1, n}}\left(x_{1}-s_{1}\right)^{-1-\beta_{1}} d s_{1} d x_{1} \\
& \leq\left|\pi_{n}^{\prime}\right|^{\lambda_{2}} \sum_{j_{1}=1}^{n_{1}^{(n)}}\left(x_{j_{1}+1}^{1, n}-x_{j_{1}}^{1, n}\right)^{1-\beta_{1}} \rightarrow 0, \quad n \rightarrow \infty
\end{aligned}
$$

$G_{3}^{n}$ and $G_{4}^{n}$ can be estimated in a similar way.
Definition 2.2.11. We say that the two-parameter left Riemann-Stieltjes integral $l$ - $\int_{\mathcal{P}} f d g$ exists if the sums $S_{n}$ have the limit for all sequences of uniform partitions of $\mathcal{P}$ with vanishing diameter.

Theorem 2.2.12. Let $f \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P}), g \in C^{\mu_{1} \mu_{2}}(\mathcal{P})$ and $\lambda_{i}+\mu_{i}>1, i=1,2$. Then the generalized two-parameter Lebesgue-Stieltjes integrals $\int_{\mathcal{P}} f d g$ and $l-\int_{\mathcal{P}} f d g$ exist and coincide.

Proof. It is sufficient to prove that $S_{n} \rightarrow \int_{P} f d g$. But the sums $S_{n}$ equal $S_{n}=\int_{P} f_{\pi_{n}} d g$. Denote $f^{(n)}:=f_{\pi_{n}}$. Then

$$
\int_{\mathcal{P}} f^{(n)} d g=\int_{\mathcal{P}} D_{a+}^{\beta_{1} \beta_{2}} f^{(n)}(x) D_{b-}^{1-\beta_{1} 1-\beta_{2}} g_{b-}(x) d x
$$

for any $1-\mu_{i}<\beta_{i}<\lambda_{i}$. According to previous theorem, $D_{a+}^{\beta_{1} \beta_{2}} f^{(n)} \rightarrow D_{a+}^{\beta_{1} \beta_{2}} f$ in $L_{1}(\mathcal{P})$, whence the proof follows.

Remark 2.2.13. We can use the Hölder properties of $f$ in order to establish that $\int_{\mathcal{P}} f d g=\lim \widetilde{S}_{n}$, where

$$
\widetilde{S}_{n}=\sum_{j_{1} j_{2}}\left(f\left(x_{j_{1}}^{1, n}, \xi_{j_{2}}^{2, n}\right)+f\left(\xi_{j_{1}}^{1, n}, x_{j_{2}}^{2, n}\right)-f\left(\xi_{j}^{n}\right)\right) \Delta_{x_{j}^{n}} g\left(x_{j+1}^{n}\right)
$$

and $\xi_{j}^{n}$ is any point of $\mathcal{P}_{j}^{n}$.

### 2.2.3 Generalized Integrals of Two-parameter fBm in the Case of the Integrand Depending on fBm

Since the trajectories of two-parameter $\mathrm{fBm} B^{H_{1} H_{2}}$ a.s. belong to $C^{H_{1}-\varepsilon_{1} H_{2}-\varepsilon_{2}}(\mathcal{P})$ for any rectangle $\mathcal{P} \subset \mathbb{R}_{+}^{2}$ and any $0<\varepsilon_{i}<H_{i}$, the next result is a direct consequence of Theorem 2.2.12.
Theorem 2.2.14. Let $B^{H_{1} H_{2}}$ be a two-parameter fBm with $H_{i} \in(1 / 2,1)$, and the function $F: \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}, F \in C^{1}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Then there exists the generalized two-parameter Lebesgue-Stieltjes integral $\int_{\mathcal{P}} F\left(\cdot, B^{H_{1} H_{2}}\right) d B^{H_{1} H_{2}}$ which coincides with the left Riemann-Stieltjes integral l- $\int_{P} F\left(\cdot, B^{H_{1} H_{2}}\right) d B^{H_{1} H_{2}}$.
Remark 2.2.15. Theorem 2.2 .14 holds if we replace $F\left(\cdot, B^{H_{1} H_{2}}\right)$ with any Hölder field $f \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P})$, such that $\lambda_{i}+H_{i}>1$. It means that for such an $f$, we can consider the integral $\int_{P} f d B^{H_{1} H_{2}}$ for any $\omega \in \Omega^{\prime}, P\left(\Omega^{\prime}\right)=1$ as the limit of corresponding integral sums.

### 2.2.4 Pathwise Integration in Two-parameter Besov Spaces

According to the form of two-parameter forward and backward fractional Marchaud derivatives (Definition 1.20.8), the Besov type spaces in this case receive the following form.

$$
\begin{aligned}
\text { Let } \mathcal{P}_{t} & :=[0, t]=\prod_{i=1,2}\left[0, t_{i}\right], \\
\varphi_{1}^{\beta_{1}}(f)(t) & :=\int_{0}^{t_{1}}\left|f(t)-f\left(s_{1}, t_{2}\right)\right|\left(t_{1}-s_{1}\right)^{-\beta_{1}-1} d s_{1}, \\
\varphi_{2}^{\beta_{2}}(f)(t) & :=\int_{0}^{t_{2}}\left|f(t)-f\left(t_{1}, s_{2}\right)\right|\left(t_{2}-s_{2}\right)^{-\beta_{2}-1} d s_{2}
\end{aligned}
$$

$\varphi_{3}^{\beta_{3} \beta_{2}}(f)(t):=\int_{\mathcal{P}_{t}}\left|\Delta_{s} f(t)\right|(\varphi(t, s, 1+\beta))^{-1} d s, 0<\beta_{i}<1$,
and $\varphi_{f}^{\beta_{1} \beta_{2}}(t):=|f(t)|+\sum_{i=1,2} \varphi_{i}^{\beta_{i}}(f)(t)+\varphi_{3}^{\beta_{1} \beta_{2}}(f)(t)$.
Denote by $W_{0}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$ the Banach space of measurable functions $f: \mathcal{P}_{T} \rightarrow$ $\mathbb{R}$, such that

$$
\|f\|_{0, \beta_{1}, \beta_{2}}:=\sup _{t \in \mathcal{P}_{T}} \varphi_{f}^{\beta_{1} \beta_{2}}(t)<\infty,
$$

$W_{1}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$ the Banach space of measurable functions $f: \mathcal{P}_{T} \rightarrow \mathbb{R}$, such that

$$
\begin{aligned}
& \|f\|_{1, \beta_{1}, \beta_{2}}:=\sup _{0<s \leq t<T}\left(\left|\Delta_{s} f(t)\right| \prod_{i=1,2}\left(t_{i}-s_{i}\right)^{-\beta_{i}}\right. \\
& +\left(t_{2}-s_{2}\right)^{-\beta_{2}} \int_{s_{1}}^{t_{1}}\left|f_{t-}\left(u, s_{2}\right)-f_{t-}(s)\right|\left(u-s_{1}\right)^{-1-\beta_{1}} d u \\
& +\left(t_{1}-s_{1}\right)^{-\beta_{1}} \int_{s_{2}}^{t_{2}}\left|f_{t-}\left(s_{1}, v\right)-f_{t-}(s)\right|\left(v-s_{2}\right)^{-1-\beta_{2}} d v \\
& \left.+\int_{[s, t]}\left|\Delta_{s} f(r)\right|(\varphi(r, s, 1+\beta))^{-1} d r\right)<\infty
\end{aligned}
$$

(for the notation of $\varphi(r, s, \beta)$ see Definition 1.20.3) and $W_{2}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$ the Banach space of measurable functions $f: \mathcal{P}_{T} \rightarrow \mathbb{R}$, such that

$$
\begin{aligned}
& \|f\|_{2, \beta_{1}, \beta_{2}}:=\int_{\mathcal{P}_{T}}\left(|f(s)| \prod_{i=1,2} s_{i}^{-\beta_{i}}+s_{2}^{-\beta_{2}} \varphi_{1}^{\beta_{1}}(f)(s)\right. \\
& \left.+s_{1}^{-\beta_{1}} \varphi_{2}^{\beta_{2}}(f)(s)+\varphi_{3}^{\beta_{1} \beta_{2}}(f)(s)\right) d s<\infty .
\end{aligned}
$$

Similarly to Lemmas 2.1.9 and 2.1.10, the following bounds can be established. Let $0<\beta_{i}<1 / 2, i=1,2, G_{t}(f)=\int_{\mathcal{P}_{t}} f d g, F_{t}(f)=\int_{\mathcal{P}_{t}} f d s$.
Lemma 2.2.16. 1. Let $f \in W_{2}^{\beta_{1} \beta_{2}}\left(\mathcal{P}_{T}\right), g \in W_{1}^{1-\beta_{1}, 1-\beta_{2}}\left(\mathcal{P}_{T}\right)$. Then

$$
\varphi_{G .(f)}^{\beta_{1} \beta_{2}}(t) \leq C_{\beta_{1}, \beta_{2}, T}^{1} \Lambda_{1-\beta_{1} 1-\beta_{2}}(g) \int_{\mathcal{P}_{t}} \prod_{i=1,2}\left(r_{i}^{-\beta_{i}}+\left(t_{i}-r_{i}\right)^{-2 \beta_{i}}\right) \varphi_{f}^{\beta_{1} \beta_{2}}(r) d r .
$$

2. Let $f \in W_{0}^{\beta_{1} \beta_{2}}\left(\mathcal{P}_{T}\right), g \in W_{1}^{1-\beta_{1}, 1-\beta_{2}}\left(\mathcal{P}_{T}\right)$. Then $G .(f) \in C^{1-\beta_{1} 1-\beta_{2}}\left(\mathcal{P}_{T}\right)$ and

$$
\|G(f)\|_{1-\beta_{1}, 1-\beta_{2}} \leq C_{\beta_{1}, \beta_{2}, T}^{2} \Lambda_{1-\beta_{1} 1-\beta_{2}}(g)\|f\|_{0, \beta_{1}, \beta_{2}}
$$

3. Let $0<\beta_{i}<1$ and $f_{T}^{*}:=\sup _{t \in \mathcal{P}_{T}}|f(t)|<\infty$. Then F. $(f) \in W_{0}^{\beta_{1} \beta_{2}}\left(\mathcal{P}_{T}\right) \cap C^{2}\left(\mathcal{P}_{T}\right)$ and

$$
\|F(f)\|_{0, \beta_{1}, \beta_{2}} \leq C_{\beta_{1}, \beta_{2}, T}^{3} f_{T}^{*} .
$$

### 2.2.5 The Existence of the Integrals of the Second Kind of a Two-parameter fBm

We fix the rectangle $\mathcal{P}=[0, T] \subset \mathbb{R}_{+}^{2}$ and consider the sequence of uniform partitions

$$
\pi_{n}=\left\{t_{j}^{n}=\left(T_{1} j_{1} \cdot 2^{-n}, T_{2} j_{2} \cdot 2^{-n}\right), 0 \leq j_{i} \leq 2^{n}\right\}
$$

Let the functions $f, g: \mathcal{P} \rightarrow \mathbb{R},\left.f\right|_{\partial \mathbb{R}_{+}^{2}}=f_{0} \in \mathbb{R},\left.g\right|_{\partial \mathbb{R}_{+}^{2}}=g_{0} \in \mathbb{R}$, $f \in C^{\lambda_{1} \lambda_{2}}(\mathcal{P})$ and $g \in C^{\mu_{1} \mu_{2}}(\mathcal{P})$.

Consider the sequence of integral sums of the second kind, i.e.

$$
\widetilde{S}_{n}:=\sum_{j_{1}, j_{2}=0}^{2^{n}-1} f\left(t_{j}^{n}\right) \Delta_{j}^{1} g \Delta_{j}^{2} g
$$

where $\Delta_{j}^{1} g=g\left(t_{j_{1}+1 j_{2}}^{n}\right)-g\left(t_{j}^{n}\right), \Delta_{j}^{2} g=g\left(t_{j_{1} j_{2}+1}^{n}\right)-g\left(t_{j}^{n}\right)$.
Theorem 2.2.17. Let $\lambda_{i}, \mu_{i}>\frac{1}{2}, \lambda_{i}+\mu_{1}+\mu_{2}>2, i=1,2$. Then there exists $\lim _{n \rightarrow \infty} \widetilde{S}_{n}=: \widetilde{S}$. This limit will be called the integral of the second kind of $f$ w.r.t. $g$ and denoted as $\widetilde{S}=\int_{P} f d_{1} g d_{2} g$.

Proof. Let, for technical simplicity, $T_{1}=T_{2}=1$. Also, let $m>n$. Consider the difference $S_{n}-S_{m}=S_{n}-S_{m n}+S_{m n}-S_{m}$, where

$$
\begin{aligned}
S_{m n} & =\sum_{j_{1}, j_{2}=0}^{2^{n}-1} \sum_{r \in A_{j_{1}}} f\left(r 2^{-m}, j_{2} 2^{-n}\right)\left(g\left((r+1) 2^{-m}, j_{2} 2^{-n}\right)-g\left(r 2^{-m}, j_{2} 2^{-n}\right)\right) \\
& \times\left(g\left(r 2^{-m},\left(j_{2}+1\right) 2^{-n}\right)-g\left(r 2^{-m}, j_{2} 2^{-n}\right)\right) \\
A_{j_{1}} & =\left\{r: j_{1} 2^{m-n} \leq r<\left(j_{1}+1\right) 2^{m-n}\right\} .
\end{aligned}
$$

It is sufficient to estimate only $S_{n}-S_{m n}$, because $S_{m n}-S_{m}$ can be estimated similarly. We have that

$$
\left|S_{n}-S_{m n}\right| \leq\left|\Delta_{m n}^{1}\right|+\left|\Delta_{m n}^{2}\right|
$$

where

$$
\begin{aligned}
& \Delta_{m n}^{1}=\sum_{j_{1}, j_{2}=0}^{2^{n}-1} \sum_{r \in A_{j_{1}}} f\left(t_{j}^{n}\right) \Delta_{j r} g \Delta_{j_{2} r}^{1} g, \Delta_{m n}^{2}=\sum_{j_{1}, j_{2}=0}^{2^{n}-1} \sum_{r \in A_{j_{1}}} \Delta_{j r}^{1} f \Delta_{j_{2} r}^{1} g \Delta_{j_{2} r}^{2} g, \\
& \Delta_{j r} g=\Delta_{t_{j}^{n}} g\left(r 2^{-m},\left(j_{2}+1\right) 2^{-n}\right), \\
& \Delta_{j_{2} r}^{1} g=\Delta_{\left(r 2^{-m}, j_{2} 2^{-n}\right)}^{1} g\left((r+1) 2^{-m},\left(j_{2}+1\right) 2^{-n}\right) \\
& \left.\Delta_{j r}^{1} f=\Delta_{t_{n}^{n}}^{1} f\left(r 2^{-m}, j_{2} 2^{-n}\right),\left(j_{2}+1\right) 2^{-n}\right), \\
& \Delta_{j_{2} r}^{2} g=\Delta_{\left(r 2^{-m}, j_{2} 2^{-n}\right)}^{2} g\left(r 2^{-m},\left(j_{2}+1\right) 2^{-n}\right) .
\end{aligned}
$$

Transform $\Delta_{m n}^{1}$ into the sum

$$
\Delta_{m n}^{1}=\sum_{j_{1}, j_{2}=0}^{2^{n}-1} \sum_{r \in A_{j_{1}}} f\left(t_{j}^{n}\right) \Delta_{j_{2} r} g \Delta_{j r}^{1} g
$$

where $\Delta_{j_{2} r} g=\Delta_{\left(r 2^{-m}, j_{2} 2^{-n}\right)}\left(g\left((r+1) 2^{-m}\left(j_{2}+1\right) 2^{-n}\right)\right)$,
and $\Delta_{j r}^{1} g=\Delta_{\left(r 2^{-m}, j_{2} 2^{-n}\right)}^{1} g\left(t_{j_{1}+1 j_{2}}^{n}\right)$. The increments $\Delta_{j_{2} r} g$ correspond to the
rectangles $\Delta_{j_{2} r}=\left(r 2^{-m},(r+1) 2^{-m}\right] \times\left(j_{2} 2^{-n},\left(j_{2}+1\right) 2^{-n}\right]$, that do not intersect, and $\cup \Delta_{j_{2} r}=(0,1]^{2}$. Therefore the sum $\Delta_{n, m}^{1}$ can be presented as a two-parameter generalized Lebesgue-Stieltjes integral $\int_{\mathcal{P}} \widetilde{f}_{m n} d g$, where

$$
\widetilde{f}_{m n}(s)=f\left(t_{j}^{n}\right) \Delta_{j r}^{1} g \cdot \mathbf{1}_{\left\{s \in \Delta_{j_{2} r}\right\}}
$$

In turn,

$$
\int_{\mathcal{P}} \tilde{f}_{m n} d g=\int_{\mathcal{P}}\left(D_{0+}^{\beta_{1} \beta_{2}} \tilde{f}_{m n}\right)(s)\left(D_{1-}^{1-\beta_{1} 1-\beta_{2}} g_{1-}\right)(s) d s
$$

where $1=(1,1), 0=(0,0), 1-\mu_{i}<\beta_{i}<\lambda_{i}, i=1,2$. With such a choice of $\beta_{i} D_{1-}^{1-\beta_{1} 1-\beta_{2}} g_{1-} \in C^{\mu_{1}+\beta_{1}-1 \mu_{2}+\beta_{2}-1}(\mathcal{P})$, in particular, there exists such a $C>0$ that $\left|\left(D_{1-}^{1-\beta_{1} 1-\beta_{2}} g_{1-}\right)(s)\right| \leq C, s \in \mathcal{P}$. Therefore, it is sufficient to prove that $\int_{\mathcal{P}}\left|\left(D_{0+}^{\beta_{1} \beta_{2}} \widetilde{f}_{m n}\right)(s)\right| d s \rightarrow 0, n, m \rightarrow \infty$. Since $D_{0+}^{\beta_{1} \beta_{2}} \widetilde{f}_{m n}$ consists of four terms, we must consider them separately. Estimate only $\int_{\mathcal{P}}\left|\varphi_{m n i}(s)\right| d s$, where
$\varphi_{m n 1}(s)=s_{2}^{-\beta_{2}} \int_{0}^{s_{1}}\left(\tilde{f}_{m n}(s)-\tilde{f}_{m n}\left(u_{1}, s_{2}\right)\right)\left(s_{1}-u_{1}\right)^{-1-\beta_{1}} d u_{1}$,
and
$\varphi_{m n 2}(s)=\int_{[0, s]} \Delta_{u} \tilde{f}_{m n}(s) \prod_{i=1,2}\left(s_{i}-u_{i}\right)^{-1-\beta_{i}} d u_{1} ;$
the other two terms can be considered similarly.
Let $s \in \Delta_{j_{2} r}$. Then, taking into account that $|f(s)| \leq C$ for some $C>0$, we obtain that

$$
\begin{aligned}
& \left|\varphi_{m n 1}(s)\right| \leq s_{2}^{-\beta_{2}}\left(\int_{0}^{j_{1} 2^{-n}}+\int_{j_{1} 2^{-n}}^{r 2^{-m}}\right)\left|\widetilde{f}_{m n}(s)-\widetilde{f}_{m n}\left(u_{1}, s_{2}\right)\right|\left(s_{1}-u_{1}\right)^{-1-\beta_{1}} d u_{1} \\
& \leq s_{2}^{-\beta_{2}} \int_{0}^{j_{1} 2^{-n}}\left(\left|\widetilde{f}_{m n}(s)\right|+\left|\widetilde{f}_{m n}\left(u_{1}, s_{2}\right)\right|\right)\left(s_{1}-u_{1}\right)^{-1-\beta_{1}} d u_{1} \\
& \quad+C s_{2}^{-\beta_{2}} \int_{j_{1} 2^{-n}}^{r 2^{-m}}\left|f\left(t_{j}^{n}\right)\right|\left(s_{1}-u_{1}+2^{-m}\right)^{\mu_{1}}\left(s_{1}-u_{1}\right)^{-1-\beta_{1}} d u_{1} \leq C s_{2}^{-\beta_{2}} \\
& \times\left(2^{-n \mu_{1}}\left(s_{1}-j_{1} 2^{-n}\right)^{-\beta_{1}}+\left(s_{1}-r 2^{-m}\right)^{\mu_{1}-\beta_{1}}+2^{-m \mu_{1}}\left(s_{1}-r 2^{-m}\right)^{-\beta_{1}}\right),
\end{aligned}
$$

whence

$$
\begin{aligned}
& \int_{\mathcal{P}}\left|\varphi_{m n 1}(s)\right| d s \leq C \sum_{j_{1}, j_{2}=0}^{2^{n}-1} \sum_{r \in A_{j_{1}}}\left(2^{-n \mu_{1}} \int_{\Delta_{j_{2} r}} s_{2}^{-\beta_{2}}\left(s_{1}-j_{1} 2^{-n}\right) d s\right. \\
& \left.+\int_{\Delta_{j_{2} r}} s_{2}^{-\beta_{2}}\left(s_{1}-r 2^{-m}\right)^{\mu_{1}-\beta_{1}} d s+2^{-m \mu_{1}} \int_{\Delta_{j_{2} r} r} s_{2}^{-\beta_{2}}\left(s_{1}-r 2^{-m}\right)^{-\beta_{1}} d s\right) \\
& \leq C\left(1-\beta_{2}\right)^{-1}\left(2^{n\left(\beta_{1}-\mu_{1}\right)}+2^{m\left(\beta_{1}-\mu_{1}\right)}\right) \rightarrow 0, \quad m, n \rightarrow \infty .
\end{aligned}
$$

Further, from Hölder properties of $f$ and $g$, it follows that for $u \leq\left(j_{1} 2^{-n}, j_{2} 2^{-n}\right)$ we have the estimate $\left|\Delta_{u} \widetilde{f}_{m n}(s)\right| \leq 2\left(s_{2}-u_{2}+\right.$ $\left.2^{-n}\right)^{\lambda_{2}} 2^{-n \mu_{1}}+C\left(s_{2}-u_{2}+{\underset{\sim}{2}}^{-n}\right)^{\mu_{2}}\left(s_{1}-u_{1}\right)^{-n \mu_{1}}$, for $u \in\left(j_{1} 2^{-n}, r 2^{-m}\right) \times$ $\left(0, j_{2} 2^{-n}\right)$ the estimate is $\left|\Delta_{u} \widetilde{f}_{m n}(s)\right| \leq 2\left(s_{2}-u_{2}+2^{-n}\right)^{\lambda_{2}}\left(s_{1}-u_{1}+2^{-m}\right)^{\mu_{1}}+$ $C 2^{-m \mu_{1}}\left(s_{2}-u_{2}+2^{-n}\right)^{\mu_{2}}$, and $\Delta_{u} \widetilde{f}_{m n}(s)=0$ otherwise. Hence,

$$
\begin{aligned}
& \left|\varphi_{m n 2}(s)\right| \leq C 2^{-n \mu_{1}}\left(s_{1}-j_{2} 2^{-n}\right)^{-\beta_{1}}\left(s_{2}-\left(j_{1}-1\right) 2^{-n}\right)^{\lambda_{2} \wedge \mu_{2}-\beta_{2}} \\
& \quad+C\left(s_{1}+j_{2} 2^{-n}+2^{-m}\right)^{\mu_{1}-\beta_{1}}\left(s_{2}-j_{2} 2^{-m}+2^{-n}\right)^{\mu_{2} \wedge \mu_{2}-\beta_{2}}
\end{aligned}
$$

and $\int_{\mathcal{P}}\left|\varphi_{m n 2}(s)\right| d s \leq C 2^{n\left(\beta_{1}+\beta_{2}-\mu_{1}-\mu_{2} \wedge \lambda_{2}\right)} \rightarrow 0, m, n \rightarrow \infty$. So,
$\left|\Delta_{m n}^{1}\right| \rightarrow 0, m, n \rightarrow \infty$. Now we want to prove that $\left|\Delta_{m n}^{2}\right| \rightarrow 0, m, n \rightarrow \infty$.
We can present $\Delta_{m n}^{2}$ as

$$
\Delta_{m n}^{2}=\sum_{j_{2}=0}^{2^{n}-1} \Delta_{m n}^{2, j_{2}}
$$

where

$$
\Delta_{m n}^{2, j_{2}}=\sum_{j_{1}=0}^{2^{n}-1} \sum_{r \in A_{j_{1}}} \Delta_{j r}^{1} f \Delta_{j_{2} r}^{1} g \Delta_{j_{2} r}^{2} g .
$$

Moreover, $\Delta_{m n}^{2, j_{2}}$ can be presented as one-parameter generalized Lebesgue-Stieltjes integral $\int_{0}^{1} \psi_{j_{2}}(u) d_{1} g\left(u, j_{2} 2^{-n}\right)$, where $\psi_{j_{2}}(u)=$ $\Delta_{j r}^{1} f \Delta_{j_{2} r}^{2} g \mathbf{1}_{\left\{r 2^{-m} \leq u<(r+1) 2^{-m}\right\}}, \psi(0)=0$. Then $\int_{0}^{1} \psi_{j_{2}}(u) d_{1} g\left(u, j_{2} 2^{-n}\right)=$ $\int_{0}^{1}\left(D_{0+}^{\beta} \psi_{j_{2}}\right)(u)\left(D_{1-}^{1-\beta} g_{1-}\right)\left(u, j_{2} 2^{-n}\right) d u$, where $1-\mu_{1}<\beta<1 / 2$. Evidently, $\left|\left(D_{1-}^{1-\beta} g_{1-}\right)\left(u, j_{2} 2^{-n}\right)\right| \leq C$, therefore, it is sufficient to prove that

$$
\sum_{j_{2}=0}^{2^{n}-1} \int_{0}^{1}\left|\left(D_{0+}^{\beta} \psi_{j_{2}}\right)(u)\right| d u \rightarrow 0, m, n \rightarrow \infty
$$

Note that

$$
\begin{aligned}
\left(D_{0+}^{\beta} \psi_{j_{2}}\right)(u)=(\Gamma(1-\beta))^{-1} & \left(\psi_{j_{2}}(u) u^{-\beta}\right. \\
& \left.+\beta \int_{0}^{u}\left(\psi_{j_{2}}(u)-\psi_{j_{2}}(z)\right)(u-z)^{-1-\beta} d z\right)
\end{aligned}
$$

and $\left|\psi_{j_{2}}(u)\right| \leq C 2^{-n\left(\lambda_{1}+\mu_{2}\right)}$, whence

$$
\sum_{j_{2}=0}^{2^{n}-1} \int_{0}^{1}\left|\psi_{j_{2}}(u)\right| u^{-\beta} d u \leq C \int_{0}^{1} u^{-\beta} d u \cdot 2^{n\left(1-\lambda_{1}-\mu_{2}\right)} \rightarrow 0, n \rightarrow \infty
$$

Further, for $j_{1} 2^{-n} \leq r 2^{-m} \leq u<(r+1) 2^{-m} \leq\left(j_{1}+1\right) 2^{-n}$,

$$
\int_{0}^{u}\left(\psi_{j_{2}}(u)-\psi_{j_{2}}(z)\right)(u-z)^{-1-\beta} d z=\int_{0}^{j_{1} 2^{-n}}+\int_{j_{1} 2^{-n}}^{r 2^{-m}}
$$

and

$$
\left|\psi_{j_{2}}(u)-\psi_{j_{2}}(z)\right| \leq\left|\psi_{j_{2}}(u)\right|+\left|\psi_{j_{2}}(z)\right| \leq C 2^{-n\left(\lambda_{1}+\mu_{2}\right)}
$$

From here,

$$
\begin{aligned}
& \sum_{j_{2}=0}^{2^{n}-1} \int_{0}^{1}\left|\int_{0}^{j_{1} 2^{-n}}\left(\psi_{j_{2}}(u)-\psi_{j_{2}}(z)\right)(u-z)^{-1-\beta} d z\right| d u \\
& \leq C 2^{-n\left(\lambda_{1}+\mu_{2}\right)} \sum_{j_{1}, j_{2}=0}^{2^{n}-1} \sum_{r \in A_{j_{1}}} \int_{r 2^{-m}}^{(r+1) 2^{-m}}\left|\int_{0}^{j_{1} 2^{-n}}(u-z)^{-1-\beta} d z\right| d u \\
& \leq C 2^{n\left(1+\beta-\lambda_{1}-\mu_{2}\right)} \rightarrow 0, n \rightarrow \infty
\end{aligned}
$$

since under assumption $\lambda_{1}+\mu_{1}+\mu_{2}>2$ we can choose $\frac{1}{2}>\beta>1-\mu_{1}$ in such a way that $1+\beta-\lambda_{1}-\mu_{2}<0$. Finally, for $j_{1} 2^{-n} \leq z \leq u \leq(r+1) 2^{-m}$

$$
\left|\psi_{j_{2}}(u)-\psi_{j_{2}}(z)\right| \leq 2^{-n \mu_{2}}\left(u-z+2^{-m}\right)^{\lambda_{1}}
$$

and

$$
\begin{aligned}
& \sum_{j_{2}=0}^{2^{n}-1} \int_{0}^{1}\left|\int_{j_{1} r^{-n}}^{r 2^{-m}}\left(\psi_{j_{2}}(u)-\psi_{j_{2}}(z)\right)(u-z)^{-1-\beta} d z\right| d u \\
& \leq C 2^{m\left(1+\beta_{1}-\lambda_{1}-\mu_{2}\right)} \rightarrow 0, m \rightarrow \infty
\end{aligned}
$$

Remark 2.2.18. For $f(s)=C \Delta_{m n}^{2}=0$, and it is easy to see from the bounds of $\Delta_{m n}^{1}$ that the theorem will hold under the assumption $\lambda_{i}, \mu_{i}>\frac{1}{2}, i=1,2$. Remark 2.2.19. Multiple stochastic fractional integral with Hurst parameter less than $1 / 2$ was considered in (BJ06).

### 2.3 Wick Integration with Respect to fBm with $H \in[1 / 2,1)$ as $S^{*}$-integration

### 2.3.1 Wick Products and $S^{*}$-integration

Recall (see Sections 1.4-1.5), that the random variable $F$ on the probability space $S^{\prime}(R)$ belongs to $S^{*}$ if F admits the formal expansion (1.5.1) with finite negative norm

$$
\|F\|_{-q}^{2}=\sum_{\alpha \in \mathcal{I}} \alpha!c_{\alpha}^{2}(2 \mathbb{N})^{-q \alpha}<\infty
$$

for at least one $q \in \mathbb{N}$. Introduce the following notations:
(i) Let the function $Z: \mathbb{R} \rightarrow S^{*}$, and for any $F \in S$ we have that $\langle\langle Z(t), F\rangle\rangle \in L_{1}(\mathbb{R})$ as a function of $t \in \mathbb{R}$.
(ii) In this case, define $\int_{\mathbb{R}} Z(t) d t$ as the unique element of $S^{*}$ such that

$$
\left\langle\left\langle\int_{\mathbb{R}} Z(t) d t, F\right\rangle\right\rangle=\int_{\mathbb{R}}\langle\langle Z(t), F\rangle\rangle d t
$$

and say that $Z$ is integrable in $S^{*}$.
(iii) Define the Wick products: for $F(\omega)=\sum_{\alpha} c_{\alpha} \mathcal{H}_{\alpha}(\omega)$, and $G(\omega)=\sum_{\beta} d_{\beta} \mathcal{H}_{\beta}(\omega)$, put $(F \diamond G)(\omega)=\sum_{\alpha, \beta}^{\alpha} c_{\alpha} d_{\beta} \mathcal{H}_{\alpha+\beta}(\omega)$. According to the (HOUZ96), for $F, G, H \in S$ it holds that
(iv) $F \diamond G=G \diamond F$;
(v) $\quad(F \diamond G) \diamond H=F \diamond(G \diamond H)$;
(vi) $H \diamond(F+G)=H \diamond F+H \diamond G$;
(vii) $F \diamond G \in S$ if $F, G \in S ; F \diamond G \in S^{*}$ if $F, G \in S^{*}$.

In this section we consider only the case $H \in[1 / 2,1)$.

Theorem 2.3.1. Let the process $Y(t) \in S^{*}$ and admit an expansion $Y(t)=\sum_{\alpha} c_{\alpha}(t) \mathcal{H}_{\alpha}(\omega), t \in \mathbb{R}$, with the coefficients, satisfying the inequality

$$
K:=\sup _{\alpha}\left\{\alpha!\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}^{2}(2 \mathbb{N})^{-q \alpha}\right\}<\infty
$$

for some $q>0$.
Then the Wick product $Y(t) \diamond \dot{B}_{t}^{M}$ is $S^{*}$-integrable, and, moreover,

$$
\begin{equation*}
\int_{\mathbb{R}} Y(t) \diamond \dot{B}_{t}^{M} d t=\sum_{\alpha, k} \int_{\mathbb{R}} c_{\alpha}(t) M_{+} \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega) . \tag{2.3.1}
\end{equation*}
$$

Proof. Consider only $\dot{B}_{t}^{H}$, and for arbitrary $\dot{B}_{t}^{M}$ the proof is the same. Since $\left\langle\widetilde{h}_{k}, \omega\right\rangle=\mathcal{H}_{\varepsilon_{k}}(\omega)$, we have that the Wick product $Y(t) \diamond \dot{B}_{t}^{H} \in S^{*}$ and equals $\sum_{\alpha, k} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t) \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega)$. According to (HOUZ96, Lemmas 2.5.6 and 2.5.7), the $S^{*}$-integrability of $Y(t) \diamond \dot{B}_{t}^{H}$ follows from the inequality

$$
\sum_{\beta \in \mathcal{I}} \beta!\left\|\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t)\right\|_{L_{1}(\mathbb{R})}^{2}(2 \mathbb{N})^{-p \beta}<\infty
$$

for some $p>0$. According to estimate (1.5.3), $\left|M_{+}^{H} \widetilde{h}_{k}(t)\right| \leq C k^{2 / 3-H / 2}<C k^{5 / 12}$ for any $k \geq 1$ and some $C>0$.

Therefore,

$$
\int_{\mathbb{R}}\left|c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t)\right| d t \leq C k^{5 / 12}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})},
$$

and

$$
\begin{aligned}
\left\|\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t)\right\|_{L_{1}(\mathbb{R})}^{2} & \leq\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left\|c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t)\right\|_{L_{1}(\mathbb{R})}\right)^{2} \\
& \leq C\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta} k^{5 / 12}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}\right)^{2}
\end{aligned}
$$

Consider the sum

$$
\begin{aligned}
S & :=\sum_{\beta \in \mathcal{I}} \beta!\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta} k^{5 / 12}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}\right)^{2}(2 \mathbb{N})^{-p \beta} \\
& \leq \sum_{\beta \in \mathcal{I}} \beta!(l(\beta))^{5 / 6}\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}\right)^{2}(2 \mathbb{N})^{-p \beta},
\end{aligned}
$$

where $l(\beta)$ equals the number of the last nonzero element in the index $\beta$ (the length of the index $\beta$ ). Further, for any $\alpha, \beta$ there exists no more than one $k$, such that $\alpha+\varepsilon_{k}=\beta$. Therefore,

$$
\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}\right)^{2} \leq l^{2}(\beta) \sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}^{2}
$$

It means that

$$
\begin{aligned}
S & \leq \sum_{\alpha, k}\left(\alpha+\varepsilon_{k}\right)!\left(l\left(\alpha+\varepsilon_{k}\right)\right)^{17 / 6}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}^{2}(2 \mathbb{N})^{-p \alpha-p \varepsilon_{k}} \\
& \leq K \sum_{\alpha, k} \frac{\left(\alpha+\varepsilon_{k}\right)!}{\alpha!}\left(l\left(\alpha+\varepsilon_{k}\right)\right)^{3}(2 \mathbb{N})^{-(p-q) \alpha-p \varepsilon_{k}} \\
& \leq K \sum_{\alpha, k}(|\alpha|+1)^{4} 2^{-|\alpha|(p-q)} k^{-p}<\infty
\end{aligned}
$$

for $p>q+1$, and we have established the $S^{*}$-integrability of $Y(t) \diamond \dot{B}_{t}^{H}$. Now, for any $F=\sum_{\beta, k} d_{\beta, k} \mathcal{H}_{\beta+\varepsilon_{k}}(\omega) \in S$, we have from the definition of the $S^{*}$-integral and of Wick product, that

$$
\begin{align*}
\left\langle\left\langle\int_{\mathbb{R}} Y(t) \diamond \dot{B}_{t}^{H} d t, F\right\rangle\right\rangle & =\int_{\mathbb{R}}\left\langle\left\langle\sum_{\alpha, k} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t) \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega), F\right\rangle\right\rangle d t  \tag{2.3.2}\\
& =\int_{\mathbb{R}} \sum_{\alpha, k}\left(\alpha+\varepsilon_{k}\right)!c_{\alpha}(t) d_{\alpha, k} M_{+}^{H} \widetilde{h}_{k}(t)(\omega) d t
\end{align*}
$$

Note that

$$
\sum_{\alpha, k}\left(\alpha+\varepsilon_{k}\right)!\left|d_{\alpha, k}\right|^{2}(2 \mathbb{N})^{2 q\left(\alpha+\varepsilon_{k}\right)}=: C_{q}<\infty
$$

for any $q \in \mathbb{N}$. Therefore

$$
\begin{gathered}
\sum_{\alpha, k} \int_{\mathbb{R}}\left(\alpha+\varepsilon_{k}\right)!\left|c_{\alpha}(t)\right|\left|d_{\alpha, k}\right|\left|M_{+}^{H} \widetilde{h}_{k}(t)\right| d t \leq \sum_{\alpha, k}\left(\alpha+\varepsilon_{k}\right)!\left|d_{\alpha, k}\right| k^{5 / 12}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})} \\
\leq\left(\sum_{\alpha, k} \beta_{k}!\left|d_{\alpha, k}\right|^{2}(2 \mathbb{N})^{2 q \beta_{k}} \sum_{\alpha, k} k^{5 / 6}\left\|c_{\alpha}\right\|_{L_{1}(\mathbb{R})}^{2} \beta_{k}!(2 \mathbb{N})^{-2 q\left(\alpha+\varepsilon_{k}\right)}\right)^{1 / 2} \\
\leq\left(C_{q} K \sum_{\alpha, k} k^{5 / 6} \frac{\beta_{k}!}{\alpha!}(2 \mathbb{N})^{-q|\alpha|} k^{-2 q}\right)^{1 / 2}<\infty
\end{gathered}
$$

for $q>11 / 12, \beta_{k}=\alpha+\varepsilon_{k}$, because $\sum_{\alpha} \frac{\beta_{k}!}{\alpha!}(2 \mathbb{N})^{-q|\alpha|} \leq \sum_{\alpha}(|\alpha|+1) 2^{-q|\alpha|}<$ $\infty$. So, we can change the signs of sum and integral in (2.3.2) and obtain

$$
\begin{aligned}
\left\langle\left\langle\int_{\mathbb{R}} Y(t) \diamond \dot{B}_{t}^{H} d t, F\right\rangle\right\rangle & =\sum_{\alpha, k}\left(\alpha+\varepsilon_{k}\right)!d_{\alpha, k} \int_{\mathbb{R}} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t)(\omega) d t \\
& =\left\langle\left\langle\sum_{\alpha, k} \int_{\mathbb{R}} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t)(\omega) d t, F\right\rangle\right\rangle,
\end{aligned}
$$

whence (2.3.1) follows.
Corollary 2.3.2. Let $Y(t)=\sum_{\alpha} c_{\alpha}(t) \mathcal{H}_{\alpha}(\omega) \in S^{*}$ be a process such that $\int_{0}^{T} E Y^{2}(t) d t<\infty$ for some $T>0$. Then $\sum_{\alpha} \alpha!\int_{0}^{T} c_{\alpha}^{2}(t) d t=\int_{0}^{T} E Y^{2}(t) d t<$ $\infty$, whence $K:=\sup _{\alpha}\left\{\alpha!\left\|\bar{c}_{\alpha}\right\|_{L_{1}(\mathbb{R})}^{2}(2 \mathbb{N})^{-q \alpha}\right\}<\infty$ for any $q>0$ (hereafter we put $\left.\bar{c}_{\alpha}(t):=c_{\alpha}(t) \mathbf{1}_{[0, T]}(t)\right)$.

So, we can use Theorem 2.3.1 and conclude that $Y(t) \diamond \dot{B}_{t}^{M}$ is $S^{*}$-integrable, and, moreover, equality (2.3.1) holds.

Corollary 2.3.3. Let $Y(t) \equiv 1$. Then the previous corollary holds with $c_{0}(t)=1, c_{\alpha}(t)=0$ for $\alpha \neq 0$, whence

$$
\int_{0}^{T} \dot{B}_{t}^{M} d t=\sum_{k} \int_{0}^{T} M_{+} \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\varepsilon_{k}}(\omega)=B_{T}^{M}
$$

In this connection, we can say that the fractional noise is the $S^{*}$-derivative of fBm.

As a consequence, we can define $\int_{\mathbb{R}} Y_{t} \diamond d B_{t}^{M}:=\int_{\mathbb{R}} Y_{t} \diamond \dot{B}_{t}^{M} d t$ for the process $Y_{t}$, satisfying the conditions of Theorem 2.3.1.

Now, let $Y \in L_{2}[0, T]$ be some nonrandom function, $H \in(1 / 2,1)$.
Then $c_{\alpha}(t)=Y(t)=\bar{c}_{\alpha}(t)$, for $\alpha=0$ and $c_{\alpha} \equiv 0$ for other $\alpha$, so, by using Theorem 2.3.1, we obtain that

$$
\int_{0}^{T} Y(t) \diamond \dot{B}_{t}^{H} d t=\sum_{k} \int_{0}^{T} Y(t) M_{+}^{H} \widetilde{h}_{k}(t) d t \cdot\left\langle\widetilde{h}_{k}, \omega\right\rangle .
$$

Further, even for $Y \in L_{1}[0, T]$ we can replace the operator $M_{+}^{H}$ and obtain $\int_{0}^{T} Y(t) M_{+}^{H} \widetilde{h}_{k}(t) d t=\int_{0}^{T} M_{-}^{H} Y(t) \widetilde{h}_{k}(t) d t$, whence

$$
\begin{align*}
\int_{0}^{T} Y(t) \diamond \dot{B}_{t}^{H} d t & =\sum_{k} \int_{\mathbb{R}} M_{-}^{H} \bar{Y}(t) \widetilde{h}_{k}(t) d t \cdot\left\langle\widetilde{h}_{k}, \omega\right\rangle  \tag{2.3.3}\\
& =\sum_{k} \int_{\mathbb{R}} M_{-}^{H} \bar{Y}(t) \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\varepsilon_{k}}(\omega),
\end{align*}
$$

where $\bar{Y}(t)=Y(t) \mathbf{1}_{[0, T]}(t)$. The right-hand side of (2.3.3) corresponds to (HOUZ96, representation (2.5.22)) of the integral $\int_{0}^{T} M_{-}^{H} Y(t) \diamond \dot{B}_{t} d t$, where $\dot{B}_{t}=\dot{B}_{t}^{1 / 2}$ is a white noise:

$$
\int_{0}^{T} M_{-}^{H} Y(t) \diamond \dot{B}_{t} d t=\sum_{\alpha, k} \int_{0}^{T} c_{\alpha}(t) \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega) .
$$

Therefore, for $Y \in L_{2}^{H}[0, T]$

$$
\begin{equation*}
\int_{0}^{T} Y(t) \diamond \dot{B}_{t}^{M} d t=\int_{\mathbb{R}} M_{-} \bar{Y}(t) \diamond \dot{B}_{t} d t=\int_{\mathbb{R}} M_{-} \bar{Y}(t) \cdot \dot{B}_{t} d t \tag{2.3.4}
\end{equation*}
$$

### 2.3.2 Comparison of Wick and Pathwise Integrals for "Markov" Integrands

In this subsection we can, without losing generality, consider instead of $S^{\prime}(\mathbb{R})$ the probability space $\Omega=C_{0}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ of real-valued continuous functions on $\mathbb{R}_{+}$with the initial value zero and the topology of local uniform convergence. There exists a probability measure $P$ on $(\Omega, \mathcal{F})$, where $\mathcal{F}$ is the Borel $\sigma$-field, such that on the probability space $(\Omega, \mathcal{F}, P)$ the coordinate process $B: \Omega \rightarrow \mathbb{R}$ defined as,

$$
B_{t}(\omega)=\omega(t), \omega \in \Omega
$$

is the Wiener process.
(i) Recall the notion of a stochastic derivative. Let $F$ be a square-integrable random variable, and suppose that the limit

$$
\lim _{\beta \rightarrow 0} \frac{1}{\beta}\left(F\left(\omega .+\beta \int_{0} h(s) d s\right)-F(\omega .)\right) \text { exists in } L_{2}(P)
$$

for any $h \in L_{2}(\mathbb{R})$. Then this limit is called the directional derivative $D_{h} F$.
(ii) If the directional derivative $D_{h} F, h \in L_{2}(\mathbb{R})$, is absolutely continuous w.r.t. the measure $h(x) d x$, i.e.

$$
D_{h}(F)=\int_{\mathbb{R}} \frac{d D_{h}(F)}{d h}(x) \cdot h(x) d x
$$

and $\left(d D_{h}(F)\right) /(d h)$ does not depend on $h$, then the Radon-Nikodym derivative $\left(d D_{h}(F)\right) /(d h)$ is called the stochastic derivative of $F$ and is denoted by $D_{x} F$.
(iii) We have a chain rule for the stochastic derivative: if $D_{x} F$ exists and $\varphi \in C^{1}(\mathbb{R})$, then $D_{x} \varphi(F)$ has the stochastic derivative

$$
D_{x} \varphi(F)=\varphi^{\prime}(F) D_{x} F
$$

(iv) Let $u \in L_{2}(\mathbb{R})$ be a nonrandom function. Then it follows from (NP95, Proposition 5.5), that

$$
D_{x} \int_{\mathbb{R}} u_{s} d B_{s}=u_{x} \quad \text { a.e. }
$$

(v) Recall the notion of the class $\mathbb{D}_{1,2}$. This is the Banach space, obtained as a completion of the set $\mathcal{P}_{0}$ of smooth functionals $F=f\left(B_{t_{1}}, \ldots, B_{t_{i}}\right)$, w.r.t. the norm $\|F\|_{1,2}:=\|F\|_{L_{2}(P)}+\| \| D_{x} F\left\|_{H S}\right\|_{L_{1}(P)}$, where $F \in \mathcal{P}_{0}$, and $\|\cdot\|_{H S}$ denotes the Hilbert-Schmidt norm.
Denote $L_{2}^{M}(\mathbb{R})=\left\{f: \mathbb{R} \rightarrow \mathbb{R}: \int_{\mathbb{R}}\left|M_{-} f(x)\right|^{2} d x<\infty\right\}$.
Lemma 2.3.4. Let $F \in \mathbb{D}_{1,2}, f \in L_{2}^{M}(\mathbb{R})$. Suppose that the integrals

$$
\int_{\mathbb{R}}\left(M_{-} f\right)(s) \cdot D_{s} F d s \text { and } F \cdot \int_{\mathbb{R}}\left(M_{-} f\right)(s) d B_{s}=F \cdot \int_{\mathbb{R}} f(s) d B_{s}^{M}
$$

belong to $L_{2}(P)$. Then $F \diamond \int_{\mathbb{R}} f(s) d B_{s}^{M}$ exists and

$$
\begin{align*}
& F \diamond \int_{\mathbb{R}} f(s) d B_{s}^{M}=\int_{\mathbb{R}}\left(F \cdot M_{-} f\right)(s) \delta B_{s} \\
= & F \cdot \int_{\mathbb{R}} f(s) d B_{s}^{M}-\int_{\mathbb{R}}\left(M_{-} f\right)(s) \cdot D_{s} F d s \tag{2.3.5}
\end{align*}
$$

Proof. By using (HOUZ96, Corollary 2.5.12) and (NP95, Theorem 3.2), we obtain for nonrandom $f$ that

$$
\begin{aligned}
F & \diamond \int_{\mathbb{R}} f(s) d B_{s}^{M}=F \diamond \int_{\mathbb{R}}\left(M_{-} f\right)(s) d B_{s} \\
& =\int_{\mathbb{R}}\left(F \diamond M_{-} f\right)(s) \delta B_{s}=\int_{\mathbb{R}}\left(F \cdot M_{-} f\right)(s) \delta B_{s} \\
& =F \cdot \int_{\mathbb{R}}\left(M_{-} f\right)(s) d B_{s}-\int_{\mathbb{R}}\left(M_{-} f\right)(s) \cdot D_{s} F d s \\
& =F \cdot \int_{\mathbb{R}} f(s) d B_{s}^{M}-\int_{\mathbb{R}}\left(M_{-} f\right)(s) \cdot D_{s} F d s
\end{aligned}
$$

(Note that according to (NP95, Theorem 3.2), the Skorohod integral
$\int_{\mathbb{R}} F \cdot\left(M_{-} f\right)(s) \delta B_{s}$ exists if and only if the difference $F \cdot \int_{\mathbb{R}}\left(M_{-} f\right)(s) d B_{s}$ $-\int_{\mathbb{R}}\left(M_{-} f\right)(s) \cdot D_{s} F d s$ belongs to $\left.L_{2}(P)\right)$.

Using this result, we can compare the Wick integral and the pathwise integral w.r.t. $\mathrm{fBm} B_{t}^{H}, H \in(1 / 2,1)$ (the latter integral coincides with Stratonovich integral). Therefore, now $M_{ \pm}=M_{ \pm}^{H}$.

Lemma 2.3.5. Let $\varphi \in C^{1}(\mathbb{R}), F_{t}=\varphi\left(B_{t}^{H}\right), f(s)=1_{[t, t+h]}(s), t, h>0$. If $\varphi^{\prime}\left(B_{t}^{H}\right)$ and $F_{t} \cdot\left(B_{t+h}^{H}-B_{t}^{H}\right)$ belong to $L_{2}(P)$, then

$$
\begin{aligned}
F_{t} \diamond\left(B_{t+h}^{H}-B_{t}^{H}\right)=F \cdot\left(B_{t+h}^{H}-\right. & \left.B_{t}^{H}\right) \\
& -H \varphi^{\prime}\left(B_{t}^{H}\right) t^{2 \alpha} h+c(\omega)\left(t^{2 \alpha-1} h^{2}+h^{2 H}\right)
\end{aligned}
$$

where $c(\omega)$ is a.s. finite and independent of $t$ and $h$.
Proof. According to equation (2.3.5), we can rewrite formally the left-hand side of the previous equality:

$$
\begin{align*}
F_{t} \diamond\left(B_{t+h}^{H}-B_{t}^{H}\right)=F_{t} \cdot\left(B_{t+h}^{H}\right. & \left.-B_{t}^{H}\right) \\
& -\int_{\mathbb{R}}\left(M_{-}^{H} \mathbf{1}_{[t, t+h]}\right)(s) D_{s} \varphi\left(B_{t}^{H}\right) d s . \tag{2.3.6}
\end{align*}
$$

Further, according to the chain rule (iii), it holds that

$$
D_{s} \varphi\left(B_{t}^{H}\right)=\varphi^{\prime}\left(B_{t}^{H}\right) D_{s} B_{t}^{H}
$$

and

$$
D_{s} B_{t}^{H}=D_{s} \int_{\mathbb{R}}\left(M_{-}^{H} \mathbf{1}_{[0, t]}\right)(u) d B_{u}=\left(M_{-}^{H} \mathbf{1}_{[0, t]}\right)(s)
$$

Therefore,

$$
\begin{aligned}
F_{t} \diamond\left(B_{t+h}^{H}-B_{t}^{H}\right)=F_{t} \cdot & \left(B_{t+h}^{H}-B_{t}^{H}\right) \\
& -\varphi^{\prime}\left(B_{t}^{H}\right) \int_{\mathbb{R}}\left(M_{-}^{H} \mathbf{1}_{[t, t+h]}\right)(s)\left(M_{-}^{H} \mathbf{1}_{[0, t]}\right)(s) d s,
\end{aligned}
$$

and under the conditions of the lemma the right-hand side of equation (2.3.6) is well-defined. Finally,

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(M_{-}^{H} \mathbf{1}_{[t, t+h]}\right)(s)\left(M_{-}^{H} \mathbf{1}_{[0, t]}\right)(s) d s=E\left(B_{t+h}^{H}-B_{t}^{H}\right) B_{t}^{H} \\
& \quad=\frac{1}{2}\left((t+h)^{2 H}-t^{2 H}-h^{2 H}\right)=H t^{2 \alpha} h+2 H \alpha \theta^{2 \alpha-1} h^{2}-h^{2 H}
\end{aligned}
$$

where $\theta \in(t, t+h)$. The lemma is proved.
Remark 2.3.6. Evidently, the assumption $E\left(\varphi\left(B_{t}^{H}\right)\right)^{2+\varepsilon}<\infty$ for some $\varepsilon>0$ is sufficient for $F_{t}\left(B_{t+h}^{H}-B_{t}^{H}\right)$ to belong to $L_{2}(P)$.

Now, fix some $T>0$ and consider the sequence $\pi_{n}=\left\{0=t_{0}^{n}<\cdots<\right.$ $\left.t_{n}^{n}=T\right\}$ of partitions of $[0, T]$, such that $\pi_{n} \subset \pi_{n+1}$ and $\left|\pi_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$. Suppose that

$$
\begin{equation*}
\varphi^{\prime}\left(B_{t}^{H}\right) \in L_{2}(P), \varphi\left(B_{t}^{H}\right) \in L_{2+\varepsilon}(P), t \in[0, T] \tag{2.3.7}
\end{equation*}
$$

for some $\varepsilon>0$.
According to Lemma 2.3.5, we can write

$$
\begin{aligned}
& \sum_{i=1}^{n} \varphi\left(B_{t_{i-1}^{n}}^{H}\right) \diamond \Delta B_{i, n}^{H}=\sum_{i=1}^{n} \varphi\left(B_{t_{i-1}^{n}}^{H}\right) \Delta B_{i, n}^{H} \\
&-H \sum_{i=1}^{n} \varphi^{\prime}\left(B_{t_{i-1}^{n}}^{H}\right)\left(t_{i-1}^{n}\right)^{2 \alpha} \Delta t_{i, n}+R_{n}(T),
\end{aligned}
$$

where $\Delta t_{i, n}=t_{i}^{n}-t_{i-1}^{n}, \Delta B_{i, n}^{H}=B_{t_{i}^{n}}^{H}-B_{t_{i-1}^{n}}^{H}$. Here $R_{n}(T)$ is a remainder term and $R_{n}(T) \rightarrow 0$ a.s. as $n \rightarrow \infty$. Furthermore, the process $C_{t}:=\varphi\left(B_{t}^{H}\right)$ is Hölder continuous up to order $H$. Also, by Theorem 2.1.7, part 2), the sum $\sum_{i=1}^{n} \varphi\left(B_{t_{i-1}^{n}}^{H}\right) \Delta B_{i, n}^{H}$ converges a.s. as $n \rightarrow \infty$ to the pathwise integral $\int_{0}^{T} \varphi\left(B_{s}^{H}\right) d B_{s}^{H}$. Clearly,

$$
\sum_{i=1}^{n} \varphi^{\prime}\left(B_{t_{i-1}^{n}}^{H}\right)\left(t_{i-1}^{n}\right)^{2 \alpha} \Delta t_{i, n} \rightarrow \int_{0}^{T} \varphi^{\prime}\left(B_{s}^{H}\right) s^{2 \alpha} d s \text { a.s. }
$$

Therefore,

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \varphi\left(B_{t_{i-1}^{n}}^{H}\right) \diamond \Delta B_{i, n}^{H}=\int_{0}^{T} \varphi\left(B_{s}^{H}\right) d B_{s}^{H}-H \int_{0}^{T} \varphi^{\prime}\left(B_{s}^{H}\right) s^{2 \alpha} d s \text { a.s. }
$$

Moreover, under assumption (2.3.7) and

$$
\begin{equation*}
E \int_{0}^{T}\left(\varphi\left(B_{s}^{H}\right)\right)^{2} d s<\infty \tag{2.3.8}
\end{equation*}
$$

there exists the Wick integral $\int_{0}^{T} \varphi\left(B_{s}^{H}\right) \diamond d B_{s}^{H}$. Now we are in a position to prove that

$$
\begin{equation*}
\int_{0}^{T} \varphi\left(B_{s}^{H}\right) \diamond d B_{s}^{H}=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \varphi\left(B_{t_{i-1}^{n}}^{H}\right) \diamond \Delta B_{i, n}^{H} \tag{2.3.9}
\end{equation*}
$$

Theorem 2.3.7. Under conditions (2.3.7) and

$$
\begin{equation*}
E \sup _{s \leq T}\left(\varphi\left(B_{s}^{H}\right)\right)^{2}+E \sup _{s \leq T}\left(\varphi^{\prime}\left(B_{s}^{H}\right)\right)^{2}<\infty \tag{2.3.10}
\end{equation*}
$$

equality (2.3.8) and (2.3.9), consequently, the equality

$$
\int_{0}^{T} \varphi\left(B_{s}^{H}\right) \diamond d B_{s}^{H}=\int_{0}^{T} \varphi\left(B_{s}^{H}\right) d B_{s}^{H}-H \int_{0}^{T} \varphi^{\prime}\left(B_{s}^{H}\right) s^{2 \alpha} d s
$$

holds a.s.

Proof. Let the random variables $F, G \in \mathbb{D}_{1,2}$. According to equality (2.3.5) and (NP95, Theorem 3.2), for $i \leq k$

$$
\begin{align*}
& E\left[F \diamond \Delta B_{i, n}^{H} \cdot G \diamond \Delta B_{k, n}^{H}\right] \\
& =E\left[\int_{\mathbb{R}} F M_{-}^{H} \mathbf{1}_{\left[t_{i-1}^{n}, t_{i}^{n}\right]}(s) \delta B_{s} \cdot \int_{\mathbb{R}} G M_{-}^{H} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right]}(s) \delta B_{s}\right] \\
& =E\left[\int_{\mathbb{R}} F G M_{-}^{H} \mathbf{1}_{\left[t_{i-1}^{n}, t_{i}^{n}\right]}(s) M_{-}^{H} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right]}(s) d s\right] \\
& +E\left[\int_{\mathbb{R} \times \mathbb{R}} D_{t} F D_{s} G M_{-}^{H} \mathbf{1}_{\left[t_{i-1}^{n}, t_{i}^{n}\right]}(t) M_{-}^{H} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right]}(s) d s d t\right]  \tag{2.3.11}\\
& =\frac{1}{2} E\left[F G r_{i k}\right] \\
& +E\left[\int_{\mathbb{R}} D_{t} F M_{-}^{H} \mathbf{1}_{\left[t_{i-1}^{n}, t_{1}^{n}\right]}(t) d t \cdot \int_{\mathbb{R}} D_{s} G M_{-}^{H} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right]}(s) d s\right],
\end{align*}
$$

where

$$
r_{i k}=\left|t_{k-1}^{n}-t_{i}^{n}\right|^{2 H}+\left(t_{k}^{n}-t_{i-1}^{n}\right)^{2 H}-\left(t_{k}^{n}-t_{i}^{n}\right)^{2 H}-\left(t_{k-1}^{n}-t_{i-1}^{n}\right)^{2 H} .
$$

Put in (2.3.11) $F=\varphi\left(B_{t_{i-1}}^{H}\right), G=\varphi\left(B_{t_{k-1}^{\prime}}^{H}\right)$ and take the sum over $1 \leq i \leq k \leq n$. We obtain that

$$
E\left(\sum_{i=1}^{n} \varphi\left(B_{t_{i-1}^{n}}^{H}\right) \diamond \Delta B_{i, n}^{H}\right)^{2}=S_{1}^{n}+S_{2}^{n},
$$

where

$$
S_{1}^{n}=\sum_{1 \leq i \leq k \leq n} E \varphi\left(B_{t_{i-1}^{n-1}}^{H}\right) \varphi\left(B_{t_{k-1}^{n}}^{H}\right) r_{i k},
$$

and

$$
\begin{aligned}
S_{2}^{n}= & \sum_{1 \leq i \leq k \leq n} E \int_{\mathbb{R}} \varphi^{\prime}\left(B_{t_{i-1}^{n}}^{H}\right) M_{-}^{H} \mathbf{1}_{\left[t_{i-1}^{n}, t_{i}^{n}\right]}(t) M_{-}^{H} \mathbf{1}_{\left[0, t_{i-1}^{n}\right]}(t) d t \\
& \times \int_{\mathbb{R}} \varphi^{\prime}\left(B_{t_{k-1}^{n}}^{H}\right) M_{-}^{H} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right]}(s) M_{-}^{H} \mathbf{1}_{\left[0, t_{k-1}^{n}\right]}(s) d s \\
= & \frac{1}{4} \\
& \sum_{1 \leq i \leq k \leq n} E \varphi^{\prime}\left(B_{t_{i-1}^{n}}^{H}\right) \varphi^{\prime}\left(B_{t_{k-1}^{n}}^{H}\right)\left(\left(t_{k}^{n}\right)^{2 H}-\left(t_{k-1}^{n}\right)^{2 H}-\left(\Delta t_{k}^{n}\right)^{2 H}\right) \\
& \times\left(\left(t_{i}^{n}\right)^{2 H}-\left(t_{i-1}^{n}\right)^{2 H}-\left(\Delta t_{i}^{n}\right)^{2 H}\right) .
\end{aligned}
$$

Evidently,

$$
\begin{equation*}
\left|S_{2}^{n}\right| \leq H^{2} E\left(\sum_{i=1}^{n}\left|\varphi^{\prime}\left(B_{t_{i-1}^{n}}^{H}\right)\right| t_{i}^{2 \alpha} \cdot \Delta t_{i}^{n}\right)^{2} . \tag{2.3.12}
\end{equation*}
$$

If the partition $\pi_{n}$ is uniform, i.e. $t_{i}^{n}=\frac{i T}{n}$, then for some $C_{H}>0$

$$
\begin{align*}
& S_{1}^{n} \leq 2 \sum_{1 \leq i \leq n} E\left|\varphi\left(B_{t_{i-1}^{n}}^{H}\right)\right|^{2}\left(\frac{i T}{n}\right)^{2 H} \\
& \quad+\left(\frac{T}{n}\right)^{2 H} C_{H} \sum_{1 \leq i \leq k \leq n}\left|\varphi\left(B_{t_{i-1}^{n}}^{H}\right) \varphi\left(B_{t_{k-1}^{n}}^{H}\right)\right| \cdot \int_{i-1}^{i} \int_{k-1}^{k}(u-v)^{2 \alpha-1} d u d v \tag{2.3.13}
\end{align*}
$$

Now it is very easy to conclude from (2.3.10)-(2.3.13), that the sums

$$
S_{n}:=\sum_{k=1}^{n} \varphi\left(B_{t_{k}^{n}}^{H}\right) \diamond \Delta B_{k, n}^{H}
$$

form a Cauchy sequence in $L_{2}(P)$, at least, for uniform $\pi_{n}$. From the estimate

$$
|\langle\langle F, g\rangle\rangle| \leq\|F\|_{L_{2}(P)}\|g\|_{L_{2}(P)}, F \in L_{2}(P), g \in S,
$$

we obtain that $\left\langle\left\langle S_{n}-S_{m}, g\right\rangle\right\rangle \rightarrow 0, n, m \rightarrow \infty$ for any $g \in S$. This means that $\left\{S_{n}\right\}$ is a Cauchy sequence in the weak sense. If we establish the weak convergence $S_{n} \rightarrow \widetilde{S}:=\int_{0}^{T} \varphi\left(B_{s}^{H}\right) \diamond d B_{s}^{H}$, then the theorem will be proved, since the convergence will be in $L_{2}(P)$, as well. According to (2.3.1) and Corollary 2.3.2, we have that

$$
\begin{aligned}
& \widetilde{S}=\int_{0}^{T} \varphi\left(B_{t}^{H}\right) \diamond \dot{B}_{t}^{H} d t=\sum_{\alpha, k} \int_{0}^{T} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega), \\
& S_{n}=\int_{0}^{T} \varphi_{n}(t) \diamond \dot{B}_{t}^{H} d t=\sum_{\alpha, k} \int_{0}^{T} c_{\alpha}^{n}(t) M_{+}^{H} \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega),
\end{aligned}
$$

where

$$
\begin{gathered}
\varphi_{n}(t)=\sum_{i=1}^{n} \varphi\left(B_{t_{i-1}^{n}}^{H}\right) \mathbf{1}_{\left[t_{i-1}^{n}, t_{i}^{n}\right)}(t) \\
\varphi\left(B_{t}^{H}\right)=\sum_{\alpha} c_{\alpha}(t) \mathcal{H}_{\alpha}(\omega), c_{\alpha}^{n}(t)=\sum_{i=1}^{n} c_{\alpha}\left(t_{i-1}^{n}\right) \mathbf{1}_{\left[t_{i-1}^{n}, t_{i}^{n}\right)}(t) .
\end{gathered}
$$

Denote $d_{\alpha}^{n}:=c_{\alpha}-c_{\alpha}^{n}$. Then

$$
S-S_{n}=\sum_{\beta} \sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta} \int_{0}^{T} d_{\alpha}^{n}(t) M_{+}^{H} \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\beta}(\omega)
$$

Furthermore, for any $g=\sum_{\beta} g_{\beta} \mathcal{H}_{\beta}(\omega) \in S$ and any $q>0$

$$
\begin{aligned}
\left|\left\langle\left\langle\widetilde{S}-S_{n}, g\right\rangle\right\rangle\right| \leq & \sum_{\beta} \beta!\left|g_{\beta} \sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta} \int_{0}^{T} d_{\alpha}^{n}(t) M_{+}^{H} \widetilde{h}_{k}(t) d t\right| \\
\leq & \left(\sum_{\beta} \beta!\left(g_{\beta}\right)^{2}(2 \mathbb{N})^{\beta q}\right)^{1 / 2} \\
& \times\left(\sum_{\beta} \beta!\left\|_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left|d_{\alpha}^{n} M_{+}^{H} \widetilde{h}_{k}\right|\right\|_{L_{1}[0, T]}^{2}(2 \mathbb{N})^{-\beta q}\right)^{1 / 2} .
\end{aligned}
$$

We estimate only the second multiplicand. According to (1.5.3), for $H \in(1 / 2,1)\left|M_{+}^{H} \widetilde{h}_{k}(t)\right| \leq C k^{5 / 12}$ with constant $C$ independent of $t, k$. So,

$$
\begin{aligned}
\left\|\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left|d_{\alpha}^{n} M_{+}^{H} \widetilde{h}_{k}\right|\right\|_{L_{1}[0, T]}^{2} & \leq C\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta} k^{5 / 12}\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}\right)^{2} \\
& \leq C(l(\beta))^{5 / 6}\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}\right)^{2},
\end{aligned}
$$

where $l(\beta)$ equals the number of nonzero entries in $\beta$. Further,

$$
\begin{aligned}
& \sum_{\beta} \beta!(2 \mathbb{N})^{-\beta q}\| \|_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left|d_{\alpha}^{n} M_{+}^{H} \widetilde{h}_{k}\right| \|_{L_{1}[0, T]} \\
& \leq \sum_{\beta} \beta!(2 \mathbb{N})^{-\beta q} l(\beta)^{5 / 6}\left(\sum_{\alpha, k: \alpha+\varepsilon_{k}=\beta}\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}\right)^{2} \\
& \leq \sum_{\beta} \beta!l(\beta)^{17 / 6} \sum_{\alpha: \exists k, \alpha+\varepsilon_{k}=\beta}\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}(2 \mathbb{N})^{-\beta q} \\
& \leq \sum_{\alpha, k}\left(\alpha+\varepsilon_{k}\right)!\left(l\left(\alpha+\varepsilon_{k}\right)\right)^{17 / 6}\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}^{2}(2 \mathbb{N})^{-q\left(\alpha+\varepsilon_{k}\right)} \\
& \leq \sup _{\alpha}\left\{\alpha!\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}^{2}\right\} \sum_{\alpha, k} \frac{\left(\alpha+\varepsilon_{k}\right)!}{\alpha!}\left(l\left(\alpha+\varepsilon_{k}\right)\right)^{17 / 6}(2 \mathbb{N})^{-q \alpha}(2 \mathbb{N})^{-q \varepsilon_{k}} \\
& \leq \sup _{\alpha}\left\{\alpha!\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}^{2}\right\} \sum_{\alpha, k}(|\alpha|+1)^{23 / 6} 2^{-|\alpha| q} k^{-q} .
\end{aligned}
$$

The last series converges for $q>1$, and it follows from the continuity of $\varphi$ and condition (2.3.10), that

$$
\begin{aligned}
& \sup _{\alpha}\left\{\alpha!\left\|d_{\alpha}^{n}\right\|_{L_{1}[0, T]}^{2}\right\} \leq \sum_{\alpha} \alpha!\left\|d_{\alpha}^{n}\right\|_{L_{2}[0, T]} \cdot T \\
&=T\left\|\varphi\left(B^{H}\right)-\varphi_{n}(\cdot)\right\|_{L_{2}[0, T]} \rightarrow 0, n \rightarrow \infty
\end{aligned}
$$

Theorem 2.3.7 can be generalized to the processes of the form

$$
B_{t}^{M}:=\sum_{k=1}^{m} \sigma_{k} B_{t}^{H_{k}}
$$

Suppose that $H_{1}=\frac{1}{2}$ and $H_{k} \in(1 / 2,1), 2 \leq k \leq m$.
Theorem 2.3.8. Assume that conditions (2.3.7), (2.3.8) and (2.3.10) hold with $B_{t}^{H}$ replaced by $B_{t}^{M}$. Then

$$
\begin{aligned}
& \int_{0}^{T} \varphi\left(B_{t}^{M}\right) \diamond d B_{t}^{M}=\int_{0}^{T} \varphi\left(B_{t}^{M}\right) d B_{t}^{M} \\
- & \sum_{i, k=1}^{n} \sigma_{i} \sigma_{k} \widetilde{C}_{H_{i} H_{k}}\left(H_{i}+H_{k}\right) \int_{0}^{T} \varphi^{\prime}\left(B_{s}^{M}\right) s^{H_{i}+H_{k}-1} d s+\frac{1}{2} \sigma_{1}^{2} \int_{0}^{T} \varphi^{\prime}\left(B_{s}^{M}\right) d s
\end{aligned}
$$

where

$$
\widetilde{C}_{H_{i} H_{k}}=\left\{\begin{array}{l}
\frac{C_{H_{i}}^{(3)} C_{H_{k}}^{(3)} B\left(H_{i}-1 / 2,2-H_{i}-H_{k}\right)}{\left(H_{i}+H_{k}\right)\left(H_{i}+H_{k}-1\right) \Gamma\left(H_{i}-1 / 2\right) \Gamma\left(H_{k}-1 / 2\right)} \\
H_{i}, H_{k} \in(1 / 2,1) \\
\frac{C_{H_{k}}^{(3)}}{\Gamma\left(H_{k}+3 / 2\right)}, H_{i}=1 / 2, H_{k} \in(1 / 2,1) \\
0, H_{i} \in(1 / 2,1), H_{k}=1 / 2 \\
\frac{1}{2}, H_{i}=H_{k}=1 / 2
\end{array}\right.
$$

Proof. We start with (2.3.5) and conclude that

$$
\begin{aligned}
& \varphi\left(B_{t}^{M}\right) \diamond\left(B_{t+h}^{M}-B_{t}^{M}\right)=\varphi\left(B_{t}^{M}\right) \cdot\left(B_{t+h}^{M}-B_{t}^{M}\right) \\
&-\varphi^{\prime}\left(B_{t}^{M}\right) \sum_{i, k=1}^{m} \sigma_{i} \sigma_{k} \int_{\mathbb{R}} M_{-}^{H_{i}} \mathbf{1}_{[t, t+h]}(s) M_{-}^{H_{k}} \mathbf{1}_{[0, t]}(s) d s
\end{aligned}
$$

Further, for $f \in L_{2}^{H_{i}}(\mathbb{R}), g \in L_{2}^{H_{k}}(\mathbb{R}), H_{i}, H_{k} \in(1 / 2,1)$

$$
\begin{aligned}
& \int_{\mathbb{R}} M_{-}^{H_{i}} f(s) M_{-}^{H_{k}} g(s) d s=C_{i, k, H}^{(1)} \int_{\mathbb{R}} \int_{s}^{\infty}(x-s)^{H_{i}-3 / 2} f(x) d x \\
& \quad \times \int_{s}^{\infty}(y-s)^{H_{k}-3 / 2} g(y) d y d s=C_{i, k, H}^{(1)} \int_{\mathbb{R}^{2}} f(x) g(y) d x d y \\
& \quad \times \int_{-\infty}^{x \wedge y}(x-s)^{H_{i}-3 / 2}(y-s)^{H_{k}-3 / 2} d s
\end{aligned}
$$

where $C_{i, k, H}^{(1)}=\frac{C_{H_{i}}^{(3)} C_{H_{k}}^{(3)}}{\Gamma\left(H_{i}-1 / 2\right) \Gamma\left(H_{k}-1 / 2\right)}$. Evidently,

$$
\begin{aligned}
& \int_{-\infty}^{x \wedge y}(x-s)^{H_{i}-3 / 2}(y-s)^{H_{k}-3 / 2} d s \\
&=|y-x|^{H_{i}+H_{k}-2}\left(C_{i, k, H}^{(2)} \mathbf{1}\{y>x\}+C_{k, i, H}^{(2)} \mathbf{1}\{y \leq x\}\right)
\end{aligned}
$$

with $C_{i, k, H}^{(2)}=\int_{0}^{\infty} z^{H_{i}-3 / 2}(1+z)^{H_{k}-3 / 2} d z=B\left(H_{i}-1 / 2,2-H_{i}-H_{k}\right)$. Therefore,

$$
\begin{aligned}
\int_{\mathbb{R}} M_{-}^{H_{i}} f(s) M_{-}^{H_{k}} g(s) d s= & C_{i, k, H}^{(1)} \int_{\mathbb{R}} f(x)|y-x|^{H_{i}+H_{k}-2} \\
& \cdot\left(C_{i, k, H}^{(2)} \mathbf{1}\{x<y\}+C_{k, i, H}^{(2)} \mathbf{1}\{y<x\}\right) d x d y
\end{aligned}
$$

Let $f(x)=\mathbf{1}_{[t, t+h]}(x), g(y)=\mathbf{1}_{[0, t]}(y)$. Then

$$
\begin{align*}
& \int_{\mathbb{R}} M_{-}^{H_{i}} \mathbf{1}_{[t, t+h]}(s) M_{-}^{H_{k}} \mathbf{1}_{[0, t]}(s) d s \\
& =\prod_{j=1,2} C_{k, i, H}^{(j)} \int_{0}^{t} \int_{t}^{t+h}(y-x)^{H_{i}+H_{k}-2} d y d x \\
& =\prod_{j=1,2} C_{k, i, H}^{(j)}\left(\left(H_{i}+H_{k}\right)\left(H_{i}+H_{k}-1\right)\right)^{-1} \\
& \quad \times\left[(t+h)^{H_{i}+H_{k}}-t^{H_{i}+H_{k}}-h^{H_{i}+H_{k}}\right] \\
& =: \\
& =\widetilde{C}_{H_{i} H_{k}}\left[(t+h)^{H_{i}+H_{k}}-t^{H_{i}+H_{k}}-h^{H_{i}+H_{k}}\right] \\
& =\widetilde{C}_{H_{i} H_{k}}\left[\left(H_{i}+H_{k}\right) t^{H_{i}+H_{k}-1} h+\left(H_{i}+H_{k}\right)\left(H_{i}+H_{k}-1\right) \theta^{H_{i}+H_{k}-1} h^{2}\right.  \tag{2.3.14}\\
& \left.\quad \quad-h^{H_{i}+H_{k}}\right], \theta \in(t, t+h) .
\end{align*}
$$

For $H_{i}=1 / 2$ and $H_{k} \in(1 / 2,1)$ we have that $M_{-}^{1 / 2}=I$ is identity operator, and
$\int_{\mathbb{R}} M_{-}^{1 / 2} f(s) M_{-}^{H_{k}} g(s) d s=\frac{C_{H_{k}}^{(3)}}{\Gamma\left(H_{k}-1 / 2\right)} \int_{\mathbb{R}} f(s) \int_{s}^{\infty} g(y)(y-s)^{H_{k}-3 / 2} d y d s$.
For $f$ and $g$ as above, the last integral equals

$$
\begin{align*}
& \frac{C_{H_{k}}^{(3)}}{\Gamma\left(H_{k}-1 / 2\right)} \int_{0}^{t} \int_{t}^{t+h}(y-s)^{H_{k}-3 / 2} d y d s \\
& =\frac{C_{H_{k}}^{(3)}}{\Gamma\left(H_{k}+3 / 2\right)}\left[(t+h)^{H_{k}+1 / 2}-t^{H_{k}+1 / 2}-h^{H_{k}+1 / 2}\right] \\
& =: \widetilde{C}_{\frac{1}{2} H_{k}}\left[\left(H_{k}+1 / 2\right) t^{H_{k}-1 / 2} h\right. \\
& \left.\quad \quad+\left(H_{k}+1 / 2\right)\left(H_{k}-1 / 2\right) t^{H_{k}-2} h^{2}-h^{H_{k}+1 / 2}\right] . \tag{2.3.15}
\end{align*}
$$

At last, for $H_{i}=H_{k}=1 / 2$

$$
\begin{equation*}
\int_{\mathbb{R}} M_{-}^{1 / 2} \mathbf{1}_{[0, t]}(s) M_{-}^{1 / 2} \mathbf{1}_{[t, t+h]}(s) d s=0 \tag{2.3.16}
\end{equation*}
$$

Now we can proceed as in Lemma 2.3.5 and Theorem 2.3.7, put $\widetilde{C}_{\frac{1}{2} \frac{1}{2}}:=\frac{1}{2}$, take into account (2.3.14)-(2.3.16) and obtain the proof.

### 2.3.3 Comparison of Wick and Stratonovich Integrals for "General" Integrands

Now we consider the general process $F_{t}$ instead of $\varphi\left(B_{t}^{M}\right)$. Suppose that fBm $\left\{B_{t}^{H}, t \geq 0\right\}$ is "one-sided", $H \in\left(\frac{1}{2}, 1\right)$.

Theorem 2.3.9. Let $\left\{F_{t}, \mathcal{F}_{t}, t \in[0, T]\right\}$ be the stochastic process satisfying the conditions
(i) $\quad F_{t} \in \mathbb{D}_{1,2}$ for any $t \in[0, T], \quad E\left|F_{t}\right|^{2+\varepsilon}<\infty$ for any $t \in[0, T]$ and some $\varepsilon>0$, $\sup _{s, t \in[0, T]}\left|D_{s} F_{t}\right|$ is bounded in probability;
(ii) $\lim _{h \downarrow 0} \sup _{t \in[0, T]}\left|D_{t} F_{s}-D_{t} F_{s+h}\right|=0$ in probability;
(iii) $F_{t}$ is a.s. Hölder continuous of order $\alpha>1-H$ (this condition implies the existence of the Stratonovich integral $\left.\int_{0}^{T} F_{t} d B_{t}^{H}, H \in(1 / 2,1)\right)$;
(iv) $E \int_{0}^{T} F_{t}^{2} d t<\infty$ (this condition implies the existence of the Wick integral $\int_{0}^{T} F_{t} \diamond d B_{t}^{H}$, according to Corollary 2.3.2);
(v) there exists a sequence of partitions $\left\{\pi_{n}, n \geq 1\right\}$ with $\left|\pi_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$ such that the integral sums $\sum_{k=1}^{n} F_{t_{k-1}^{n}} \diamond \Delta B_{k, n}^{H}$ converge to $\int_{0}^{T} F_{t} \diamond d B_{t}^{H}$ in probability.

Then

$$
\int_{0}^{T} F_{s} \diamond d B_{s}^{H}=\int_{0}^{T} F_{s} d B_{s}^{H}-C_{H}^{(3)} \int_{0}^{T}\left(\int_{0}^{s}(s-t)^{\alpha-1} D_{s} F_{t} d t\right) d s
$$

Proof. Consider for any $0 \leq t<t+h \leq T$ the function $f(u)=\mathbf{1}_{[t, t+h]}(u)$. Then we take into account that $D_{s} F_{t}=0$ for $s>t$ and $s<0$ (since $F_{t}$ is $\mathcal{F}_{t^{-}}$ adapted) and obtain that $\int_{\mathbb{R}} M_{-}^{H} f D_{s} F_{t} d s=C_{H}^{(3)} \int_{0}^{t} \int_{t}^{t+h}(u-s)^{\alpha-1} d u D_{s} F_{t} d s$, where $\int_{t}^{t+h}(u-s)^{\alpha-1} d u \leq \frac{h^{\alpha}}{\alpha}$. Hence,

$$
E\left(\int_{\mathbb{R}} M_{-}^{H} f D_{s} F_{t} d s\right)^{2} \leq \frac{\left(C_{H}^{(3)}\right)^{2}}{\alpha^{2}} h^{2 \alpha} t E \int_{0}^{t}\left|D_{s} F_{t}\right|^{2} d s<\infty .
$$

Further, $F_{t} \cdot \int_{\mathbb{R}} M_{-}^{H} f d B_{s}=F_{t} \cdot\left(B_{t+h}^{H}-B_{t}^{H}\right)$, and, according to (i),

$$
E\left|F_{t} \cdot\left(B_{t+h}^{H}-B_{t}^{H}\right)\right|^{2} \leq\left(E\left|F_{t}\right|^{2+\varepsilon}\right)^{\frac{2}{2+\varepsilon}}\left(E\left|B_{t+h}^{H}-B_{t}^{H}\right|^{\frac{2(2+\varepsilon)}{\varepsilon}}\right)^{\frac{\varepsilon}{2+\varepsilon}}<\infty .
$$

Therefore, $\int_{\mathbb{R}} M_{-}^{H} f \cdot D_{s} F_{t} d s$ and $F_{t} \cdot \int_{\mathbb{R}} M_{-}^{H} f d B_{s}$ belong to $L_{2}(P)$ and it follows from Lemma 2.3.4 that the integral sums $\sum_{k=1}^{n} F_{t_{k-1}^{n}} \diamond \Delta B_{k, n}^{H}$ exist. Moreover,

$$
\begin{align*}
F_{t_{k-1}^{n}}^{n} \diamond \Delta B_{k, n}^{H} & =F_{t_{k-1}^{n}} \cdot \Delta B_{k, n}^{H}-\int_{\mathbb{R}} M_{-}^{H} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right]}(s) D_{s} F_{t_{k-1}^{n}} d s \\
& =F_{t_{k-1}^{n}} \cdot \Delta B_{k, n}^{H}-\int_{\mathbb{R}} \mathbf{1}_{\left[t_{k-1}^{n}, t_{1}^{n}\right]}(s)\left(M_{+}^{H}\left(D \cdot F_{t_{k-1}^{n}}\right)\right)(s) d s \\
& =F_{t_{k-1}^{n}} \cdot \Delta B_{k, n}^{H}-C_{H}^{(3)} \int_{t_{k-1}^{n}}^{t_{k}^{n}} \int_{0}^{t_{k-1}^{n}}(s-u)^{\alpha-1} D_{u} F_{t_{k-1}^{n}} d u d s . \tag{2.3.17}
\end{align*}
$$

Consider the difference,

$$
\begin{align*}
& \mid \sum_{k=1}^{n} \int_{t_{k-1}^{n}}^{t_{k}^{n}} \int_{0}^{t_{k-1}^{n}}(s-u)^{\alpha-1} D_{u} F_{t_{k-1}^{n}} d u d s \\
& \quad-\int_{0}^{T} \int_{0}^{s}(s-u)^{\alpha-1} D_{u} F_{t_{k-1}^{n}} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right)}(s) d u d s \mid \\
& \leq C \cdot \sup _{0 \leq u \leq t \leq T}\left|D_{u} F_{t}\right| \cdot\left|\pi_{n}\right|^{\alpha} \cdot T \rightarrow 0 \tag{2.3.18}
\end{align*}
$$

as $n \rightarrow \infty$ in probability, according to (i). Further, according to (i) and (ii),

$$
\begin{align*}
\mid \int_{0}^{T} \int_{0}^{s}(s-u)^{\alpha-1} D_{u} F_{t_{k-1}^{n}} & \mathbf{1}_{\left[t_{k-1}^{n}, t_{k}^{n}\right)}(s) d u d s \\
& -\int_{0}^{T} \int_{0}^{s}(s-u)^{\alpha-1} D_{u} F_{s} d u d s \mid \rightarrow 0 \tag{2.3.19}
\end{align*}
$$

in probability. Now, the proof follows from (v) and (2.3.17)-(2.3.19).
Now consider one sufficient condition for (v) (condition (v) seems to be the most artificial among other conditions (i)-(iv)). To this end, consider the middle part of (2.3.11), from which we obtain that for any step processes $F_{n}(t)=\sum_{k=1}^{n} F_{k, n} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k-1}^{n}\right)}(t)$ and $G_{n}(t)=\sum_{k=1}^{n} G_{k, n} \mathbf{1}_{\left[t_{k-1}^{n}, t_{k-1}^{n}\right)}(t)$

$$
\begin{align*}
& E\left[\sum_{k=1}^{n} F_{n}(t) \diamond d B_{t}^{H} \cdot \sum_{k=1}^{n} G_{n}(t) \diamond d B_{t}^{H}\right] \\
& \quad=E \int_{\mathbb{R}} M_{-}^{H} F_{n}(t) M_{-}^{H} G_{n}(t) d t+E \int_{\mathbb{R}^{2}} M_{-}^{H} D_{s} F_{n}(t) M_{-}^{H} D_{t} G_{n}(s) d s d t \tag{2.3.20}
\end{align*}
$$

The next result was motivated by (Ben03a, Theorem 2.2.8).
Theorem 2.3.10. Let the stochastic process $\left\{F_{t}, \mathcal{F}_{t}, t \in[0, T]\right\}$ satisfy the assumptions (i)-(iv) and
(vi) $E \int_{0}^{T} F_{t}^{2} d t<\infty$;
(vii) the operator $F_{t}:[0, T] \rightarrow \mathbb{D}_{1,2}$ is continuous in $L_{2}([0, T] \times P)$.

Then the integral sums $\sum_{k=1}^{n} F_{t_{k-1}^{n}} \diamond \Delta B_{k, n}^{H}$ exist, the integral $\int_{0}^{T} F_{s} \diamond d B_{s}^{H}$ exists and

$$
\int_{0}^{T} F_{s} \diamond d B_{s}^{H}=\lim _{n \rightarrow \infty} \sum_{k=1}^{n} F_{t_{k-1}^{n}} \diamond \Delta B_{k, n}^{H} \quad \text { in } \quad L_{2}(P)
$$

for any sequence of increasing partitions $\pi_{n}$ with $\left|\pi_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$.
Proof. Under condition (vi), the existence of sums $\sum_{k=1}^{n} F_{t_{k-1}^{n}} \diamond \Delta B_{k, n}^{H}$ and the integral $\int_{0}^{T} F_{s} \diamond d B_{s}^{H}$ was established in Theorem 2.3.9. Further, using (2.3.20) and (vii), we obtain that

$$
\begin{aligned}
E \mid \int_{0}^{T} F_{t} \diamond d B_{t}^{H}-\sum_{k=1}^{n} & \left.F_{t_{k-1}^{n}} \diamond \Delta B_{k, n}^{H}\right|^{2} \\
& =E \int_{\mathbb{R}}\left[M_{-}^{H}\left(F .-F_{.}^{n}\right)(t)\right]^{2} d t \\
& +\int_{\mathbb{R}^{2}} E\left[M_{-}^{H}\left(D_{t} F .-D_{t} F_{.}^{n}\right)(s)\right]^{2} d s d t=: E_{n}<\infty
\end{aligned}
$$

From the Hardy-Littlewood theorem (Theorem 1.1.1) with $q=2, \alpha=$ $H-1 / 2$ and $p=\frac{1}{H}$

$$
\int_{\mathbb{R}}\left[M_{-}^{H}\left(F .-F_{.}^{n}\right)(t)\right]^{2} d t \leq C_{H}\left\|F .-F_{\cdot}^{n}\right\|_{L_{\frac{1}{H}}[0, T]}^{2}
$$

and from condition (vii) it follows that

$$
\int_{\mathbb{R}}\left[M_{-}^{H}\left(D_{t} F .-D_{t} F_{.}^{n}\right)(s)\right]^{2} d s \leq C_{H}\left\|D_{t} F .-D_{t} F_{.}^{n}\right\|_{L_{\frac{1}{H}}[0, T]}^{2}
$$

whence from (vii) and (iv) we obtain that

$$
\begin{aligned}
E_{n} & \leq C_{H} E\left(\left\|F .-F_{.}^{n}\right\|_{L_{\frac{1}{H}}[0, T]}^{2}+\int_{0}^{T} E\left\|D_{t} F .-D_{t} F^{n}\right\|_{L_{\frac{1}{H}}[0, T]}^{2} d t\right) \\
& \leq C_{H} T^{2 \alpha} E\left(\left\|F .-F_{.^{n}}^{n}\right\|_{L_{2}[0, T]}^{2}+\int_{0}^{T}\left\|D_{t} F .-D_{t} F_{\cdot}^{n}\right\|_{L_{2}[0, T]}^{2} d t\right) \\
& \leq C_{H} T^{2 \alpha} \int_{0}^{T} E\left\|F .-F^{n}\right\|_{1,2}^{2} d t \\
& \leq C_{H, 1} T^{2 \alpha}\left\|F-F^{(n)}\right\|_{L_{2}([0, T] \times P)} \rightarrow 0, n \rightarrow \infty .
\end{aligned}
$$

### 2.3.4 Reduction of Wick Integration w.r.t. Fractional Noise to the Integration w.r.t. White Noise

Recall that for nonrandom integrands $f \in L_{2}^{H}(\mathbb{R})$

$$
\int_{\mathbb{R}} f(t) d B_{t}^{H}:=\int_{\mathbb{R}}\left(M_{-}^{H} f\right)(t) d B_{t}
$$

In this subsection we reduce $\int_{\mathbb{R}} X_{t} \diamond \dot{B}_{t}^{H} d t$ to the corresponding integral $\int_{\mathbb{R}}\left(M_{-}^{H} X\right)(t) \diamond \dot{B}_{t} d t$ w.r.t. white noise.
Theorem 2.3.11. Let the following conditions hold:

$$
E \int_{\mathbb{R}}\left|X_{t}\right|^{2} d t<\infty \quad \text { and } \quad E \int_{\mathbb{R}}\left(\left(M_{-}^{H}\left|X_{t}\right|\right)(t)\right)^{2} d t<\infty
$$

Then

$$
\int_{\mathbb{R}} X_{t} \diamond \dot{B}_{t}^{H} d t=\int_{\mathbb{R}}\left(M_{-}^{H} X\right)(t) \diamond \dot{B}_{t} d t \quad \text { a.s. }
$$

Proof. According to Theorem 2.3.1 and Corollary 2.3.2, the condition $E \int_{\mathbb{R}}\left|X_{t}\right|^{2} d t<\infty$ supplies the equality

$$
\begin{equation*}
\int_{\mathbb{R}} X_{t} \diamond \dot{B}_{t}^{H} d t=\sum_{\alpha, k} \int_{\mathbb{R}} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t) d t \cdot \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega) \tag{2.3.21}
\end{equation*}
$$

First, replace the operator $M_{+}^{H}$ in the last equality. Evidently,

$$
\begin{equation*}
\int_{\mathbb{R}} f(t) M_{+}^{H} g(t) d t=\int_{\mathbb{R}} M_{-}^{H} f(t) g(t) d t \tag{2.3.22}
\end{equation*}
$$

for $f \in L_{p}(\mathbb{R}), g \in L_{q}(\mathbb{R})$ with $p>1, q>1$ and $\frac{1}{p}+\frac{1}{q}=1+\alpha=H+1 / 2$.
Moreover, $\widetilde{h}_{k} \in L_{q}(\mathbb{R})$ for any $q>1$. Since $E \int_{\mathbb{R}}\left|X_{t}\right|^{2} d t$
$=\sum_{\alpha} \alpha!\int_{\mathbb{R}} c_{\alpha}^{2}(t) d t<\infty$, we can take $p=2, q=\frac{1}{H}$ and obtain from (2.3.22) that

$$
\begin{equation*}
\int_{\mathbb{R}} c_{\alpha}(t) M_{+}^{H} \widetilde{h}_{k}(t) d t=\int_{\mathbb{R}}\left(M_{-}^{H} c_{\alpha}\right)(t) \widetilde{h}_{k}(t) d t \tag{2.3.23}
\end{equation*}
$$

Further, consider the formal expansion $Y_{t}:=\sum_{\alpha}\left(M_{-}^{H} c_{\alpha}\right)(t) \mathcal{H}_{\alpha}(\omega)$. Again, from Corollary 2.3.2, the condition

$$
\begin{equation*}
E \int_{\mathbb{R}} Y_{t}^{2} d t=\sum_{\alpha} \alpha!\int_{\mathbb{R}}\left|\left(M_{-}^{H} c_{\alpha}\right)(t)\right|^{2} d t<\infty \tag{2.3.24}
\end{equation*}
$$

ensures the equality

$$
\begin{equation*}
\int_{\mathbb{R}} Y_{t} \diamond \dot{B}_{t} d t=\sum_{\alpha, k} \int_{\mathbb{R}}\left(M_{-}^{H} c_{\alpha}\right)(t) \widetilde{h}_{k}(t) d t \mathcal{H}_{\alpha+\varepsilon_{k}}(\omega) \tag{2.3.25}
\end{equation*}
$$

So, we want to know when (2.3.24) holds and we need the equality $Y_{t}=\left(M_{-}^{H} X\right)(t)$. This follows from the equalities

$$
\begin{equation*}
\left(\left(M_{-}^{H} X\right)(t), \mathcal{H}_{\alpha}(\omega)\right)_{L_{2}(P)}=\left(M_{-}^{H} c_{\alpha}\right)(t)=M_{-}^{H}\left(X_{t}, \mathcal{H}_{\alpha}(\omega)\right)_{L_{2}(P)} \tag{2.3.26}
\end{equation*}
$$

if they hold for any $\alpha \in \mathcal{I}$. Equalities (2.3.26) can be reduced to

$$
\begin{align*}
& \int_{\Omega}\left(\int_{t}^{\infty}(x-t)^{\alpha-1} X_{x}(\omega) d x\right) \mathcal{H}_{\alpha}(\omega) d P \\
&=\int_{t}^{\infty}(x-t)^{\alpha-1}\left(\int_{\Omega} X_{x}(\omega) \mathcal{H}_{\alpha}(\omega) d P\right) d x \tag{2.3.27}
\end{align*}
$$

for a.a. $t \in \mathbb{R}$. In turn, the Fubini theorem can be applied to (2.3.27) in the case when

$$
\begin{equation*}
E\left(\int_{t}^{\infty}(x-t)^{\alpha-1}\left|X_{x}(\omega)\right| d x\right)^{2}<\infty \quad \text { for a.a. } t \in \mathbb{R} \tag{2.3.28}
\end{equation*}
$$

because $E \mathcal{H}_{\alpha}^{2}(\omega)=\alpha!<\infty$. Evidently, the condition $E \int_{\mathbb{R}}\left(\left(M_{-}^{H}|X|\right)(t)\right)^{2} d t<$ $\infty$ ensures both (2.3.24) and (2.3.28). The proof now follows from (2.3.21), (2.3.23), (2.3.25) and (2.3.26).

### 2.4 Skorohod, Forward, Backward and Symmetric Integration w.r.t. fBm. Two Approaches to Skorohod Integration

Taking into account the definition of the integral for nonrandom function w.r.t. $\mathrm{fBm}: \int_{\mathbb{R}} f(t) d B_{t}^{H}:=\int_{\mathbb{R}}\left(M_{-}^{H} f\right)(t) d B_{t}$, and Theorem 2.3.11, it is desirable to define the integral $\int_{\mathbb{R}} f(t) d B_{t}^{H}$ for stochastic integrands in a similar way. Evidently, in this case, even for very simple and natural integrands, such as $f(t)=B_{t}^{H}$, we have that $\left(M_{-}^{H} B^{H}\right)(t)=C_{H}^{(3)} \int_{t}^{\infty}(x-t)^{\alpha-1} B_{x}^{H} d x$ is not adapted. So, we must in this case address the theory of integration of nonadapted processes. To this end, recall the definition of the Skorohod integral (see also the pioneer paper (Sko75)).

Let the stochastic process $X_{t}=X_{t}(\omega)$ be such that

$$
E X_{t}^{2}<\infty \quad \text { for all } t \in \mathbb{R}
$$

Then $X_{t}$ admits a Wiener-Itô chaos expansion

$$
X_{t}=\sum_{n=0}^{\infty} \int_{\mathbb{R}^{n}} f_{n}\left(s_{1}, \ldots, s_{n}, t\right) d B^{\otimes n}\left(s_{1}, \ldots, s_{n}\right)
$$

where the functions $f_{n}(\cdot) \in L_{2}\left(\mathbb{R}^{n}\right)$ and are symmetric in variables $\left(s_{1}, \ldots, s_{n}\right)$, for $n=0,1,2, \ldots$ and for each $t \in \mathbb{R}$. See, for example, (HOUZ96, Theorem 2.2.5). Let $\widehat{f}_{n}\left(s_{1}, \ldots, s_{n}, s_{n+1}\right)$ be the symmetrization of $f_{n}\left(s_{1}, \ldots, s_{n}, s_{n+1}\right)$ with respect to $(n+1)$ variables $s_{1}, \ldots, s_{n}, s_{n+1}$.
Definition 2.4.1. Assume that

$$
\sum_{n=0}^{\infty}(n+1)!\left\|\widehat{f}_{n}\right\|_{L_{2}\left(\mathbb{R}^{n+1}\right)}<\infty
$$

Then we say that the process $X$ is Skorohod integrable, write $X \in \operatorname{Dom}(\delta)$, denote the Skorohod integral as $\int_{\mathbb{R}} X_{t} \delta B_{t}$, and define it as $\int_{\mathbb{R}} X_{t} \delta B_{t}:=\sum_{n=0}^{\infty} \int_{\mathbb{R}^{n+1}} \widehat{f}_{n}\left(s_{1}, \ldots, s_{n+1}\right) d B^{\otimes(n+1)}\left(s_{1}, \ldots, s_{n+1}\right)$. The Skorohod integral belongs to $L_{2}(P)$,

$$
E \int_{\mathbb{R}} X_{t} \delta B_{t}=0, \text { and } E\left|\int_{\mathbb{R}} X_{t} \delta B_{t}\right|^{2}=\sum_{n=0}^{\infty}(n+1)!\left\|\widehat{f}_{n}\right\|_{L_{2}\left(\mathbb{R}^{n+1}\right)}
$$

Remark 2.4.2 ((NP95)). Define by $\mathbb{L}_{1,2}$ the class of stochastic processes $X \in L_{2}(\mathbb{R} \times \Omega)$ such that $X \in \mathbb{D}_{1,2}$ for almost all $t$, and there exists a measurable version of two-parameter process $D_{s} X_{t}$ satisfying the relation $E \int_{\mathbb{R}^{2}}\left(D_{s} X_{t}\right)^{2} d s d t<\infty$. Then $\mathbb{L}_{1,2} \subset \operatorname{Dom}(\delta)$.
Definition 2.4.3 ((Ben03a)). Let the stochastic process $X_{t}=X_{t}(\omega)$ be such that $\left(M_{-}^{H} X\right)(t)$ exists and belongs to $\operatorname{Dom}(\delta)$. Then we define the Skorohod integral with respect to $\mathrm{fBm} B^{H}$ as

$$
\int_{\mathbb{R}} X_{t} \delta B_{t}^{H}:=\int_{\mathbb{R}}\left(M_{-}^{H} X\right)(t) \delta B_{t}
$$

for the underlying Wiener process $B$.
Evidently, $E \int_{\mathbb{R}} X_{t} \delta B_{t}^{H}=0$. Of course, we can define in the usual way the Skorohod integral with finite limits and indefinite integral $\int_{0}^{t} X_{t} \delta B_{t}^{H}, t \in$ $[0, T]$. It is easy to compare now the Skorohod and Wick integral w.r.t. fBm.
Theorem 2.4.4. Let $M_{-}^{H} X \in \operatorname{Dom}(\delta), E \int_{\mathbb{R}}\left|X_{t}\right|^{2} d t<\infty$ and $E \int_{\mathbb{R}}\left(\left(M_{-}^{H}|X|\right)(t)\right)^{2} d t<\infty$. Then

$$
\int_{\mathbb{R}} X_{t} \delta B_{t}^{H}=\int_{\mathbb{R}} X_{t} \diamond \dot{B}_{t}^{H} d t
$$

Proof. According to (HOUZ96, Theorem 2.5.9), the condition $M_{-}^{H} X \in$ $\operatorname{Dom}(\delta)$ ensures the existence of $\int_{\mathbb{R}}\left(M_{-}^{H} X\right)(t) \diamond \dot{B}_{t} d t$ and the equalities:

$$
\int_{\mathbb{R}}\left(M_{-}^{H} X\right)(t) \diamond \dot{B}_{t} d t=\int_{\mathbb{R}}\left(M_{-}^{H} X\right)(t) \delta B_{t}=\int_{\mathbb{R}} X_{t} \delta B_{t}^{H}
$$

Further, according to Theorem 2.3.11, in our case

$$
\int_{\mathbb{R}}\left(M_{-}^{H} X\right)(t) \diamond \dot{B}_{t} d t=\int_{\mathbb{R}} X_{t} \diamond \dot{B}_{t}^{H} d t,
$$

whence the proof follows.
Remark 2.4.5. Let $Y \in L_{2}^{H}[0, T]$. Then $Y$ is a Skorohod integrable adapted stochastic process. Indeed, it is nonrandom thus adapted. From (2.3.4) and (HOUZ96, Theorem 2.5.9), $Y(t) \diamond \dot{B}_{t}^{M}$ is $S^{*}$-integrable, and

$$
\begin{aligned}
\int_{0}^{T} Y(t) \diamond \dot{B}_{t}^{M} d t=\int_{\mathbb{R}} M_{-} \bar{Y}(t) \cdot \dot{B}_{t} d t & \\
& =\int_{0}^{T} M_{-} \bar{Y}(t) \delta B_{t}=\int_{0}^{T} M_{-} \bar{Y}(t) d B_{t},
\end{aligned}
$$

where $\delta$ means Skorohod integration, and the last integral is the Itô, and even the Wiener, integral. Note that, according to Corollary 1.9.4 (for $H>1 / 2$, or $1 / H<2) L_{2}[0, T] \subset L_{2}^{H}[0, T]$. We obtain that the $S^{*}$-integral for nonrandom functions from $L_{2}[0, T]$ coincides with the Wiener integral $\int_{0}^{T} Y(t) d B_{t}^{H}$ from Definition 1.6.1.

Another approach to Skorohod integration w.r.t. fBm was developed in the papers (AN02), (Nua03), (Nua06). The main idea is to use the basic tools of a stochastic calculus of variations (Malliavin calculus) with respect to $B^{H}$. Recall some of these notions for $H \in(1 / 2,1)$. (For $H \in(0,1 / 2)$ see, for example, (AMN00).)

Let $\mathcal{S}$ be a family of smooth random variables of the form

$$
F=f\left(B_{t_{1}}^{H}, \ldots, B_{t_{n}}^{H}\right)
$$

with $f \in C_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ and $t_{i} \in[0, T], 1 \leq i \leq n$. Let $\mathcal{H}$ be a closure of the linear space of step functions defined on $[0, T]$ with respect to the scalar product

$$
\left\langle 1_{[0, t]}, 1_{[0, s]}\right\rangle_{\mathcal{H}}:=2 \alpha H \int_{0}^{t} \int_{0}^{s}|r-u|^{2 \alpha-1} d u d r
$$

Then the derivative operator $D: \mathcal{S} \rightarrow L_{p}(\Omega, \mathcal{H})$ for $p \geq 1$ is defined as

$$
D_{H} F=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}\left(B_{t_{1}}^{H}, B_{t_{2}}^{H}, \ldots, B_{t_{n}}^{H}\right) 1_{\left[0, t_{i}\right]} .
$$

Let $D_{k, p}(\mathcal{H})$ be the Sobolev space, the closure of $\mathcal{S}$ with respect to the norm

$$
\|F\|_{k, p}^{p}=E\left(|F|^{p}\right)+\sum_{j=1}^{k} E\left(\left\|D^{\nu} F\right\|_{\mathcal{H}^{\otimes j}}^{p}\right),
$$

where $D^{j}$ is the $j$ th iteration of $D$. The Skorohod integral (divergence operator) $\delta_{H}$ is defined as the adjoint of $D_{H}: \mathbb{D}_{1,2}(\mathcal{H}) \subset L_{2}(\Omega) \rightarrow L_{2}(\Omega, \mathcal{H})$, defined by the means of the duality relationship

$$
E\left(G \delta_{H}(u)\right)=E\left\langle D_{H} G, u\right\rangle_{\mathcal{H}}, u \in L_{2}(\Omega, \mathcal{H}), G \in S
$$

Its domain is denoted by $\operatorname{Dom}\left(\delta_{H}\right)$.
Introduce the Banach space $|\mathcal{H}| \otimes|\mathcal{H}|$ as the class of all the measurable functions $\varphi:[0, T]^{2} \rightarrow \mathbb{R}$ such that

$$
\begin{aligned}
& \|\varphi\|_{|\mathcal{H}| \otimes|\mathcal{H}|}^{2} \\
& \quad:=(2 \alpha H)^{2} \int_{[0, T]^{4}}\left|\varphi_{u, v} \| \varphi_{s, t}\right||s-u|^{2 \alpha-1}|t-v|^{2 \alpha-1} d u d v d s d t<\infty
\end{aligned}
$$

and denote $|\mathcal{H}|:=\left|R_{H}\right|$ with the norm $\|\cdot\|_{\left|R_{H}\right|, 2}$ (see (1.6.7)). Denote also $\mathcal{S}_{|\mathcal{H}|}$ the family of $|\mathcal{H}|$-valued random variables of the form $F=\sum_{i=1}^{n} F_{i} h_{i}$, where $F_{i} \in S$ and $h_{i} \in|\mathcal{H}|$. Put $D^{k} F:=\sum_{i=1}^{n} D^{k} F_{i} \otimes h_{i}$, and define the space $\mathbb{D}_{k, p}(|\mathcal{H}|)$ as the completion of $\mathcal{S}_{|\mathcal{H}|}$ with respect to the norm

$$
\|F\|_{k, p,|\mathcal{H}|}^{p}=E\left(\|F\|_{|\mathcal{H}|}^{p}\right)+\sum_{i=1}^{k} E\left(\left\|D^{i} F\right\|_{\mathcal{H}^{\otimes i} \otimes|\mathcal{H}|}^{p}\right)
$$

Then $\mathbb{D}_{1,2}(|\mathcal{H}|) \subset \operatorname{Dom}\left(\delta_{H}\right)$. The basic property of the divergence operator is that for every $u \in \mathbb{D}_{1,2}(|\mathcal{H}|)$ we have

$$
E\left(|\delta(u)|^{2}\right) \leq\|u\|_{\mathbb{D}_{1,2}(|\mathcal{H}|)}^{2}
$$

Consider the forward integral w.r.t. fBm ((AN02), (LT02)). It is defined as

$$
\begin{equation*}
\int_{0}^{t} u_{s} d B_{s}^{H,-}:=P-\lim _{\varepsilon \rightarrow 0} \varepsilon^{-1} \int_{0}^{t} u_{s}\left(B_{(s+\varepsilon) \wedge t}^{H}-B_{s}^{H}\right) d s \tag{2.4.1}
\end{equation*}
$$

(Note that in a similar way the symmetric Stratonovich integral can be defined: $\int_{0}^{t} u_{s} d B_{s}^{H,-}:=P-\lim _{\varepsilon \rightarrow 0}(2 \varepsilon)^{-1} \int_{0}^{t} u_{s}\left(B_{(s+\varepsilon) \wedge t}^{H}-B_{(s-\varepsilon) \wedge t}^{H}\right) d s$, and also backward integral can be defined.) In (LT02) the ucp-limit is considered instead of the $P$-limit, where ucp-convergence is uniform convergence in probability on $[0, T]$. Moreover, it is mentioned in (AN02) that forward, backward and symmetric integrals with integrand $u$ and w.r.t. fBm coincide with each other under the following suppositions: $u \in \mathbb{D}_{1,2}(|\mathcal{H}|)$ with $\int_{0}^{t} \int_{0}^{t}\left|D_{s} u_{r} \| r-s\right|^{2 \alpha-1} d s d r<\infty$ a.s.). Also, it was proved that for processes $u \in \mathbb{D}_{1,2}(|\mathcal{H}|)$ with $\int_{0}^{t} \int_{0}^{t}\left|D_{s} u_{r} \| r-s\right|^{2 \alpha-1} d s d r<\infty$ a.s. we have the equality

$$
\begin{equation*}
\int_{0}^{t} u_{s} d B_{s}^{H, s}=\delta_{H}(u)+2 \alpha H \int_{0}^{t} \int_{0}^{t}\left|D_{s} u_{r}\right||r-s|^{2 \alpha-1} d r d s \tag{2.4.2}
\end{equation*}
$$

Evidently, for $u \in C^{\beta}[0, T]$ with $\beta+H>1$ all the integrals, symmetric, forward, backward, and pathwise, coincide. We use this fact in order to establish the conditions of coincidence of Skorohod integrals introduced in (Ben03a) and in (AN02).

Theorem 2.4.6. Fix a time interval $[0, T]$. Let $\phi \in C^{1}(\mathbb{R})$ and satisfy, together with its derivative $\phi^{\prime}$, the growth condition $|\phi(x)| \leq C \exp \left(\lambda x^{b}\right)$ for some $\lambda>0$ and $0<b<2$. Then the integrals $\delta_{H}\left(\phi\left(B^{H}\right)\right)$ and $\int_{0}^{t} \phi\left(B_{s}^{H}\right) \delta B_{s}^{H}$ coincide on $[0, T]$ a.s

Proof. According to Proposition 3.3 (Nua06), under the condition of the theorem (even under the less restrictive condition $|\phi(x)| \leq C \exp \left(\lambda x^{2}\right)$ for $\left.\lambda<\left(4 T^{2 H}\right)^{-1}\right)$, the divergence operator $\delta_{H}\left(\phi\left(B^{H}\right)\right)$ exists on $[0, T]$ and satisfies the relation

$$
\delta_{H}\left(\phi\left(B^{H}\right)\right)=\int_{0}^{T} \phi\left(B_{s}^{H}\right) d B_{s}^{H}-H \int_{0}^{T} \phi^{\prime}\left(B_{s}^{H}\right) s^{2 \alpha} d s \quad \text { a.s. }
$$

where $\int_{0}^{T} \phi\left(B_{s}^{H}\right) d B_{s}^{H}$ is the pathwise integral. According to Theorem 2.3.7, under conditions (2.3.10), which evidently hold now, the same equality is valid for the integral $\int_{0}^{T} \phi\left(B_{s}^{H}\right) \diamond d B_{s}^{H}$. Therefore, $\delta_{H}\left(\phi\left(B^{H}\right)\right)$ and $\int_{0}^{T} \phi\left(B_{s}^{H}\right) \diamond d B_{s}^{H}$ coincide a.s. on $[0, T]$. Further, the conditions of Theorem 2.4.4 also hold now. Indeed, for example, $E \int_{\mathbb{R}}\left(\left(M_{-}^{H}|X|\right)(t)\right)^{2} d t$ can be bounded in our case by $C \int_{0}^{T}\left|\phi\left(B_{s}^{H}\right)\right|^{2} d s$. Therefore, $\int_{0}^{T} \phi\left(B_{t}^{H}\right) \delta B_{t}^{H}$ exists and equals $\int_{0}^{T} \phi\left(B_{t}^{H}\right) \diamond \dot{B}_{t}^{H} d t$. Finally, we use Theorem 2.3.1 and Corollary 2.3.2 and obtain the proof.

Remark 2.4.7. A general $S$-transform approach to the stochastic fractional integration is presented in (Ben03b); see also (CC00) and (Cou07).

### 2.5 Isometric Approach to Stochastic Integration with Respect to fBm

### 2.5.1 The Basic Idea

Some special approach to stochastic integration w.r.t. fBm was considered in (MV00). We will work with a continuous stochastic process $\left\{X_{t}, 0 \leq t \leq T\right\}$ defined on a complete probability space $(\Omega, \mathcal{F}, P)$. Let $\mathcal{F}_{t}:=\mathcal{F}_{t}^{X}$ be the sigmafield generated by $X$ on $[0, t]$. We assume that $X_{0}=0$. Given a partition $\pi_{n}:=\left\{t_{i}: 0=t_{0}<t_{1}<\cdots<t_{n}=T\right\}$ and $X$ a stochastic process, define $\Delta X_{i}$ by $\Delta X_{i}:=X_{t_{i}}-X_{t_{i-1}}$ for $1 \leq i \leq n$. Assume first that the integrand $f$ is a simple predictable process: $f_{t}=\sum_{i} f_{i} \mathbf{1}_{\left[t_{i-1}, t_{i}\right)}(t)$, where the random variables $f_{i}$ are assumed to be $\mathcal{F}_{t_{i-1}}$ measurable and $t_{i} \in \pi_{n}$; denote the
class of simple predictable processes by $L^{s}$. With such an $f \in L^{s}$ and any (continuous) process $X$, define the stochastic integral of $f$ with respect to $X$ by

$$
(f, X):=\sum_{i} f_{i} \Delta X_{i}
$$

Assume now that $\left|\pi_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$. If the process $X$ is the standard Brownian motion $B, f:=L_{2}(P \otimes \lambda)-\lim f^{n}$, where $\lambda$ is the Lebesgue measure on $[0, T]$, one can define the integral $(f, B)$ as the $L_{2}$-limit of the simple stochastic integrals $\left(f^{(n)}, B\right)$ using the classical Itô isometry

$$
\begin{equation*}
E\left(f^{(n)}, B\right)^{2}=E \int_{0}^{T}\left(f_{s}^{(n)}\right)^{2} d s \tag{2.5.1}
\end{equation*}
$$

Assume now that the process $X$ is any continuous stochastic process and $f$ is a simple predictable process. Define now a semi-norm for $(f, X)$ using (2.5.1). Note that such a semi-norm does not depend on the process $X$. It is the main feature of this approach. If the process $X$ is the standard Brownian motion, then the semi-norm is a norm and the integrals of simple function converge to the classical stochastic integral defined by Itô. For an arbitrary integrator $X$, even if the semi-norm is a norm, it may happen that the integrals of simple functions of processes have no limit. However, they have a limit in the completion of the space integral sums with respect to this norm. In this sense we generalize the Itô construction of stochastic integrals.

In particular, we show that if $X$ is a fractional Brownian motion $B^{H}$, then we can define a norm by putting

$$
\left\|\left(f, B^{H}\right)\right\|_{G}:=\left(E \int_{0}^{T} f_{s}^{2} d s\right)^{1 / 2}
$$

in the space $G$ of random variables of the form $\left\{g \in G: G=\left(f, B^{H}\right), f \in L^{s}\right\}$.
Even more turns out to be true: for any $k \geq 2$ define random variables $\left(f, X^{(k)}\right)$ by the formula

$$
\left(f, X^{(k)}\right):=\sum_{i} f_{i}\left(\Delta X_{i}\right)^{k}
$$

and define again a semi-norm for such random variables by putting

$$
\left\|\left(f, X^{(k)}\right)\right\|_{G^{k}}:=\left(E \int_{0}^{T} f_{s}^{2} d s\right)^{1 / 2}
$$

Again, if the process $X$ is a fractional Brownian motion $B^{H}$, then $\left\|\left(f,\left(B^{H}\right)^{(k)}\right)\right\|_{G^{k}}$ is a norm. Denote by $L_{2}^{p r}(P \otimes \lambda)$ the space of predictable process $f$ with the property $E \int_{0}^{T} f_{s}^{2} d s<\infty$. Now, let $f \in L_{2}^{p r}(P \otimes \lambda)$ be a predictable process and $f^{(n)}$ a sequence of simple predictable processes such that

$$
\left\|f^{(n)}-f\right\|_{L^{2}(P \otimes \lambda)} \rightarrow 0
$$

as $n \rightarrow \infty$. Define the higher-order generalized integral $\left(f,\left(B^{H}\right)^{(k)}\right)$ as a limit in the Banach space $\left(\mathcal{J}^{k},\|\cdot\|_{G^{k}}\right)$, which is the space of some kind of extended random variables $g$, which are limits of the sequences of the form $\left(f,\left(B^{H}\right)^{(k)}\right)$ with respect the norm $\|\cdot\|_{G^{k}}$.

### 2.5.2 First- and Higher-order Integrals with Respect to $X$

## Wiener Integrals

Further, if $\left(Y,\|\cdot\|_{Y}\right)$ is a complete metric space, then the $Y$-lim stands for the limit on the space $Y$ with respect to the norm $\|\cdot\|_{Y}$. Assume that $f$ is a simple deterministic process, $f_{t}=\sum_{i=1}^{m} f_{i} \mathbf{1}_{\left[t_{i-1}, t_{i}\right)}(t)$. Then $\|\cdot\|_{G}$ is a norm if and only if

$$
\begin{equation*}
(f, X)=\sum_{i=1}^{m} f_{i} \Delta X_{i}=0 \Longleftrightarrow f_{i}=0,1 \leq i \leq m \tag{2.5.2}
\end{equation*}
$$

Let $X=\left(X_{t}\right)_{t \in[0, T]}$ be a square integrable process with $E X_{t}=0, X_{0}=0$, and write $R(t, s)$ for the covariance function, $R(t, s)=E X_{t} X_{s}$. Consider the quadratic forms

$$
B_{m}=E((f, X))^{2}
$$

where $f \in L^{s}$ has deterministic coefficients $f_{i}, 1 \leq i \leq m$. Then condition (2.5.2) is equivalent to the following:

The quadratic form $B_{m}$ is positive definite for each $m \geq 1$.
We can write $B_{m}$ in terms of the correlation function $R$ :

$$
\begin{align*}
B_{m} & =\sum_{i=1}^{m}\left[f_{i}^{2}\left(R\left(t_{i}, t_{i}\right)-2 R\left(t_{i-1}, t_{i}\right)+R\left(t_{i-1}, t_{i-1}\right)\right)\right] \\
& +2 \sum_{i \neq j, i, j \leq m} f_{i} f_{j}\left[R\left(t_{i}, t_{j}\right)-R\left(t_{i-1}, t_{j}\right)-R\left(t_{i}, t_{j-1}\right)+R\left(t_{i-1}, t_{j-1}\right)\right] \tag{2.5.4}
\end{align*}
$$

Put

$$
\delta_{i i}:=R\left(t_{i}, t_{i}\right)-2 R\left(t_{i-1}, t_{i}\right)+R\left(t_{i-1}, t_{i-1}\right)
$$

and

$$
\delta_{i j}:=R\left(t_{i}, t_{j}\right)-R\left(t_{i-1}, t_{j}\right)-R\left(t_{i}, t_{j-1}\right)+R\left(t_{i-1}, t_{j-1}\right)
$$

Then condition (2.5.3) is equivalent to the property that the matrix $\left(\delta_{i j}\right)_{i, j \leq m}$ is positive definite for each $m \geq 1$. Assume that condition (2.5.2) is valid for the process $X$ and assume that $f \in L_{2}[0, T]$. Then there exists $f^{n} \in L^{s}$ such that $\left\|f^{n}-f\right\|_{L_{2}[0, T]} \rightarrow 0$ as $n \rightarrow \infty$. Moreover, the sequence $\left(f^{n}, X\right)$
is a Cauchy sequence in the space $\left(E^{s},\|\cdot\|_{E^{s}}\right)$, where $E^{s}$ is the subspace of $L^{s}$ consisting of deterministic simple functions $f$. Complete $E^{s}$ with respect the norm $\|\cdot\|_{E^{s}}$ and denote this Banach space by $\bar{E}$. Define now the integral $\int_{0}^{T} f_{s} d X_{s}$ as the limit of $\left(f^{n}, X\right)$ in the space $\bar{E}$. We say that $\int_{0}^{T} f_{s} d X_{s}$ is the generalized Wiener integral with respect to process $X$. Note that $L^{s}$ in dense in $L_{2}[0, T]$ and hence also $E^{s}$ is dense in $\bar{E}$, by using the isometry.

We clarify the connection between random variables and Wiener integrals defined above. Let $\zeta^{n}$ be a sequence of random variables of the form

$$
\zeta^{n}:=\left(f^{n}, X\right)
$$

with some $f^{n} \in L^{s}$. Assume now that $\zeta=P-\lim _{n} \zeta^{n}$ and $\left\|f-f^{n}\right\|_{L_{2}[0, T]} \rightarrow 0$, $n \rightarrow \infty$. We show later that it may happen that $P\{|\zeta|<\infty\}<1$ or even $P\{|\zeta|<\infty\}=0$. But even in the above situation the limit

$$
\int_{0}^{T} f_{s} d X_{s}=\bar{E}-\lim _{n}\left(f^{n}, X\right)
$$

defines the generalized Wiener integral. In this kind of situation we say that the random variable $\zeta$ is one of the representatives of $\int_{0}^{T} f_{s} d X_{s}$ in the space of random variables and $\int_{0}^{T} f_{s} d X_{s}$ is one of the representatives of the random variable $\zeta$ in the space $\bar{E}$ : write this as $\zeta \leftrightarrow \int_{0}^{T} f_{s} d X_{s}$. It is easy to check that if $X$ is a process with non-correlated increments and with the property

$$
\begin{equation*}
E X_{t}^{2}>E X_{s}^{2} \tag{2.5.5}
\end{equation*}
$$

where $s<t$, then condition (2.5.2) is satisfied. Note first that condition (2.5.5) is equivalent to the condition $E\left(X_{t}-X_{s}\right)^{2}>0$ for $s<t$. Since the process $X$ has non-correlated increments, we have that

$$
E\left(\sum_{i=1}^{m} f_{i} \Delta X_{i}\right)^{2}=\sum_{i=1}^{m} f_{i}^{2} E\left(\Delta X_{i}\right)^{2}=0
$$

if and only if $f_{i}=0, i \leq m$. Note that if $X$ is a square integrable martingale and $E X_{t}^{2}>E X_{s}^{2}, s<t$, then (2.5.2) is satisfied.

Similarly, if $X$ is a stationary process with so-called orthogonal vector measure $\varphi(d \lambda)$ such that the spectral measure $F(d \lambda):=E|\varphi(d \lambda)|^{2}$ is equivalent to the Lebesgue measure, then condition (2.5.2) is satisfied.

If the process $X$ is the standard Brownian motion $B$, then

$$
\|(f, B)\|_{E^{s}}=E(f, B)^{2}=\|f\|_{L_{2}[0, T]}
$$

and then the limits of simple integrals $\left(f^{(n)}, B\right)$ in the space $\bar{E}$ and in $L_{2}(P)$ are the same. Similarly, if the process $X$ is a continuous square integrable martingale $M$ with the angle bracket $\langle M\rangle_{t}=\int_{0}^{t} a_{s} d s$, where $1 / K \leq E a_{s} \leq K$, the limits in the space $\bar{E}$ and $L_{2}(P)$ are the same.

## First-order Stochastic Integrals with Respect to $\boldsymbol{X}$

Let $\mathcal{F}:=\left\{\mathcal{F}_{t}, t \in[0, T]\right\}$ be a filtration on $(\Omega, \mathcal{F}, P)$ satisfying the usual conditions of right continuity and completeness.

The notation $X \in \mathcal{F}$ means that $X_{t}$ is $\mathcal{F}_{t}$ measurable. So, let $X \in \mathcal{F}$ be a process and introduce the space $G^{s}$ of random variables $\xi$ :

$$
\xi=\sum_{i=1}^{m} f_{i} \Delta X_{i}
$$

where $f_{i} \in \mathcal{F}_{t_{i-1}}$ and $f_{i} \in L_{2}(P), 1 \leq i \leq m, m \geq 1$. Let $f$ be as above, i.e., $f \in L^{s}$ and the coefficients $f_{i}, 1 \leq i \leq m$ satisfy $f_{i} \in \mathcal{F}_{t_{i-1}}$ and $f_{i} \in L_{2}(P)$. Then we can define a surjection $\mathcal{I}$ from $L^{s} \rightarrow G^{s}$ by

$$
\mathcal{I}(f):=(f, X)=\sum_{i=1}^{m} f_{i} \Delta X_{i} .
$$

Introduce the following semi-norm on $G^{s}$ :

$$
\begin{equation*}
\|(f, X)\|_{G^{s}}:=\left(E \sum_{i=1}^{m} f_{i}^{2}\left(t_{i}-t_{i-1}\right)\right)^{1 / 2} . \tag{2.5.6}
\end{equation*}
$$

It is easy to check that the condition

$$
\begin{equation*}
(f, X)=0 P \text {-a.s. if and only if } f_{i}=0 P \text {-a.s. for } 1 \leq i \leq m \tag{2.5.7}
\end{equation*}
$$

is a necessary and a sufficient condition for $\mathcal{I}$ to be a bijection and $\|\cdot\|_{G^{s}}$ to be a norm.

Let $X$ be a square integrable process, which satisfies (2.5.7). Now let $f$ be a predictable process with $E \int_{0}^{T} f_{s}^{2} d s<\infty$. Then there exist processes $f^{n} \in L^{s}$ such that

$$
E \int_{0}^{T}\left(f_{s}-f_{s}^{n}\right)^{2} d s \rightarrow 0
$$

as $n \rightarrow \infty$. Now $L^{s}$ is the space of elementary "predictable" processes $g$, where $g_{t}:=\sum_{i=1}^{m} f_{i} \mathbf{1}_{\left[t_{i-1}, t_{i}\right)}(t)$, and $f_{i} \in \mathcal{F}_{t_{i-1}}, 1 \leq i \leq m$. Complete again the space $G^{s}$ with respect to the norm $\|\cdot\|_{G^{s}}$. The integral $\int_{0}^{T} f_{s} d X_{s}=: \mathcal{I}(f)$ is defined using the extension of the isometry $\mathcal{I}$ on the completed Banach space $\bar{G}$. The sequence $f^{n}$ is a Cauchy sequence with respect the norm $\|\cdot\|_{\bar{G}}$ and the integral $\int_{0}^{T} f_{s} d X_{s}$ is the limit of the elementary integrals $\left(f^{n}, X\right)$ in the space $\left(\bar{G},\|\cdot\|_{\bar{G}}\right)$. We say that the integral $\int_{0}^{T} f_{s} d X_{s}$ defined for predictable $f \in L_{2}^{p r}(P \otimes \lambda)$ is the first order generalized stochastic integral with respect to the process $X$. Later we will use the notation $\int_{0}^{T} f_{s} d X_{s}^{(1)}$ for this integral. If $\zeta^{n}$ be a sequence of random variables of the form

$$
\zeta^{n}:=\left(f^{n}, X\right)
$$

with some $f^{n} \in L^{s}$ and assume that $\zeta=P-\lim _{n} \zeta^{n}$ and $\left\|f-f^{n}\right\|_{L_{2}^{p r}(P \otimes \lambda)} \rightarrow$ $0, n \rightarrow \infty$. Hence also

$$
\int_{0}^{T} f_{s} d X_{s}=\bar{G}-\lim _{n}\left(f^{n}, X\right)
$$

It may happen that $P\{|\zeta|<\infty\}<1$ or even $P\{|\zeta|<\infty\}=0$. Again the random variable $\zeta$ is one of the representatives of the integral $\int_{0}^{T} f_{s} d X_{s}^{(1)}$ in the space of random variables and $\int_{0}^{T} f_{s} d X_{s}^{(1)}$ is one of the representatives of the random variable $\zeta$ in the space $\bar{G}$ : write this again as $\zeta \leftrightarrow \int_{0}^{T} f_{s} d X_{s}^{(1)}$. The first-order integral is linear: $(a f+b g, X)=a(f, X)+b(g, X)$.

## Higher-order Stochastic Integrals with Respect to $X$

Let $(X, \mathcal{F})$ be again a stochastic process defined on $(\Omega, \mathcal{F}, P)$. Introduce the space $G^{s, k}$ of the random variables $\xi$ :

$$
\xi:=\sum_{i=1}^{m} f_{i}\left(\Delta X_{i}\right)^{k}
$$

where $k>1, f_{i} \in \mathcal{F}_{t_{i-1}}, f_{i} \in L_{2}(P), 1 \leq i \leq m$. If $f \in L^{s}$ is a predictable step function, define a surjection $\mathcal{I}^{k}$ from $L^{s}$ to $G^{s, k}$ by putting

$$
\mathcal{I}^{k}(f):=\left(f, X^{(k)}\right):=\sum_{i=1}^{m} f_{i}\left(\Delta X_{i}\right)^{k}
$$

We suppose that any simple function has different values on the adjoining segments of the partition. With this assumption only one partition corresponds to a simple function, we have only one zero function and $\mathcal{I}^{k}$ is a surjection.

Introduce the following semi-norm on $G^{s, k}$ :

$$
\left\|\left(f, X^{(k)}\right)\right\|_{G^{s, k}}:=\left(E \sum_{i=1}^{m} f_{i}^{2}\left(t_{i}-t_{i-1}\right)\right)^{1 / 2}=\|f\|_{L_{2}(P \otimes \lambda)} .
$$

Let $f$ and $g$ be simple predictable processes, defined with respect to different partitions $\pi_{f}$ and $\pi_{g}$. Consider $f+g$ on the partition $\pi:=\pi_{f} \cup \pi_{g}$, put $\left(f, X^{(k)}\right)+\left(g, X^{(k)}\right):=\left(f+g, X^{(k)}\right)$ and see that

$$
\begin{equation*}
\left\|\left(f, X^{(k)}\right)+\left(g, X^{(k)}\right)\right\|_{G^{s, k}} \leq\left\|\left(f, X^{(k)}\right)\right\|_{G^{s, k}}+\left\|\left(g, X^{(k)}\right)\right\|_{G^{s, k}} \tag{2.5.8}
\end{equation*}
$$

Again it is easy to check that the condition

$$
\begin{align*}
& \left(f, X^{(k)}\right)=0 P \text {-a.s. if and only if } f_{i}=0 \text { for } 1 \leq i \leq m \\
& \qquad \text { when } f \in L^{s}, f=\sum_{i=1}^{m} f_{i} \mathbf{1}_{\left[t_{i-1}, t_{i}\right)}(\cdot) \tag{2.5.9}
\end{align*}
$$

is a necessary and sufficient condition for $\mathcal{I}^{k}$ to be a bijection, for $G^{s, k}$ to be a linear space and for $\|\cdot\|_{G^{s, k}}$ to be a norm.

If $f$ is a predictable process from $L_{2}^{p r}(P \otimes \lambda)$, take $f^{n} \in L^{s}$ such that $\left\|f-f^{n}\right\|_{L_{2}(P \otimes \lambda)} \rightarrow 0$. Assume that property (2.5.9) holds for the process $X$ with some $k>1$. Define the integral $\int_{0}^{T} f_{s} d X_{s}^{(k)}:=\mathcal{I}^{k}(f)$ as the limit of $\left(f^{n}, X^{(k)}\right)$ in the completed Banach space $\left(\bar{G}^{k},\|\cdot\|_{\bar{G}^{k}}\right)$, where $\bar{G}^{k}$ is the completion of $G^{s, k}$ with respect to norm $\|\cdot\|_{G^{s, k}}$. We say that such an integral $\int_{0}^{T} f_{s} d X_{s}^{(k)}$ is the $k$ th order generalized stochastic integral of $f$ with respect to the process $X$.

Assume now that property (2.5.9) holds for all $k \leq N$. Define the Banach space $G^{N}$ by

$$
G^{N}:=\bar{G}^{1} \times \bar{G}^{2} \times \cdots \times \bar{G}^{N}
$$

and define the norm in $G^{N}$ by

$$
\|\cdot\|_{G^{N}}:=\sum_{k=1}^{N}\|\cdot\|_{\bar{G}^{k}} .
$$

In view of $(2.5 .8),\|\cdot\|_{G^{N}}$ satisfies the triangle inequality and hence it is really a norm.

The elements $g \in \bar{G}^{N}$ have the form

$$
g=\sum_{k=1}^{N} \int_{0}^{T} f_{k}(s) d X_{s}^{(k)}
$$

where $f_{k}$ is a predictable process from $L_{2}(P \otimes \lambda)$. Note also that there is a bijection between such a $g$ from $\bar{G}^{N}$ and $\left(f_{1}, \ldots, f_{N}\right) \in \otimes_{k=1}^{N} L_{2}^{p r}(P \otimes \lambda)$ equipped with the norm $\sum_{k=1}^{N}\left\|f_{k}\right\|_{L_{2}(P \otimes \lambda)}$.

The following examples clarify the definition of the generalized integrals of higher order. We assume that the process $X$ satisfies property (2.5.9) for each $1 \leq k \leq N$ below.

Processes with bounded variation. Assume that the process $X$ is a continuous process with bounded variation and consider the random variables $X_{T}^{m}$, where

$$
X_{T}^{m}:=\sum_{l=1}^{N} \sum_{k=1}^{m}\left(\Delta X_{k}\right)^{l} .
$$

When $|\pi| \rightarrow 0$ we have that $X_{T}^{m} \xrightarrow{P} X_{T}$ and the right-hand side converges in the space $\bar{G}^{N}$ towards the element

$$
\sum_{l=1}^{N} \int_{0}^{T} d X_{s}^{(l)}
$$

Here the random variable $X_{T}$ is a representative of the integral $\int_{0}^{T} d X_{s}^{(1)}$ and zero is a representative of the sum $\sum_{l=2}^{N} \int_{0}^{T} d X_{s}^{(l)}$.

Standard Brownian Motion. Assume that $X$ is a standard Brownian motion, $X=B$. Define again the random variable $X_{T}^{m}$ by

$$
X_{T}^{m}:=\sum_{l=1}^{N} \sum_{k=1}^{m}\left(\Delta B_{k}\right)^{l}
$$

Now, when $|\pi| \rightarrow 0, X_{T}^{m} \xrightarrow{P} B_{T}+T$, so the constant $T$ is a representative of the integral $\int_{0}^{T} d B_{s}^{(2)}$ and zero is a representative of the sum $\sum_{l=3}^{N} \int_{0}^{T} d B_{s}^{(l)}$.

### 2.5.3 Generalized Integrals with Respect to fBm

## Fractional Brownian Motion and Property (2.5.7)

Theorem 2.5.1. Property (2.5.7) holds for $f B m B^{H}, H \in(0,1)$.
Proof. Assume that $\sum_{i<m} f_{i} \Delta B_{i}^{H}=0$ almost surely. Assume that $m_{0}$ is the largest index for which $P\left\{f_{m_{0}} \neq 0\right\}>0$. Then from presentations (1.8.17)(1.8.18) we have

$$
\begin{aligned}
\Delta B_{m_{0}}^{H} & =\int_{t_{m_{0}-1}}^{t_{m_{0}}} m_{H}\left(t_{m_{0}}, s\right) d W_{s}+\int_{0}^{t_{m_{0}-1}}\left(m_{H}\left(t_{m_{0}}, s\right)-m_{H}\left(t_{m_{0}-1}, s\right)\right) d W_{s} \\
& =A_{m_{0}}+B_{m_{0}}
\end{aligned}
$$

For the term $B_{m_{0}}$ we have $B_{m_{0}} \in \mathcal{F}_{t_{m_{0}-1}}$. Put $\Omega_{c}:=\left\{\omega:\left|f_{i}\right| \leq c, i \leq m_{0}\right\}$. Then $\Omega_{c} \in \mathcal{F}_{t_{m_{0}-1}}$ and

$$
\sum_{i=1}^{m_{0}} \mathbf{1}_{\Omega_{c}} f_{i} \Delta B_{i}^{H}=\sum_{i=1}^{m} \mathbf{1}_{\Omega_{c}} f_{i} \Delta B_{i}^{H}=0
$$

Hence we can conclude the following:

$$
\begin{align*}
0 & =E\left(\sum_{i=1}^{m_{0}} \mathbf{1}_{\Omega_{c}} f_{i} \Delta B_{i}^{H}\right)^{2} \\
& =E\left(\left(\sum_{i \leq m_{0}-1} \mathbf{1}_{\Omega_{c}} f_{i} \Delta B_{i}^{H}\right)+f_{m_{0}} \mathbf{1}_{\Omega_{c}} B_{m_{0}-1}+f_{m_{0}} A_{m_{0}}\right)^{2} \tag{2.5.10}
\end{align*}
$$

The right-hand side of (2.5.10) is equal to

$$
\begin{aligned}
& E\left(\sum_{i \leq m_{0}-1}\left(f_{i} \Delta B_{i}^{H} \mathbf{1}_{\Omega_{c}}\right)+f_{m_{0}} \mathbf{1}_{\Omega_{c}} B_{m_{0}-1}\right)^{2} \\
& +E\left(f_{m_{0}}^{2} \mathbf{1}_{\Omega_{c}} \int_{t_{m_{0}-1}}^{t_{m_{0}}}\left(B^{H}\left(t_{m_{0}}, s\right)\right)^{2} d s\right)
\end{aligned}
$$

Hence, from (2.5.10), since

$$
\int_{t_{m_{0}-1}}^{t_{m_{0}}}\left(B^{H}\left(t_{m_{0}}, s\right)\right)^{2} d s>0
$$

we have that $f_{m_{0}} \mathbf{1}_{\Omega_{c}}=0$ almost surely for any $c>0$ and so $f_{m_{0}}=0 P$-a.s. This shows that condition (2.5.7) is fulfilled. Hence $f_{i}=0$ for all $i \leq m$.

## Fractional Brownian Motions and Property (2.5.9)

Theorem 2.5.2. Property (2.5.9) holds for $f B m B^{H}, H \in(0,1)$.
Proof. We know from Theorem 2.5.1 that the claim holds for $k=1$. Assume now that $k>1$ and let $m_{0}, A_{m_{0}}, B_{m_{0}}$ and $W$ be as in the proof of Theorem 2.5.1. Put $f_{i}^{c}:=\mathbf{1}_{\Omega_{c}} f_{i}$. Note that $f_{i}^{c} \in \mathcal{F}_{t_{m_{0}-1}}$ for $i \leq m_{0}$. Denote by $\chi$ the random variable

$$
\chi:=\sum_{i=1}^{m_{0}-1} f_{i}^{c}\left(\Delta B_{i}^{H}\right)^{k} .
$$

For the random variable $\chi$ we have that $\chi \in \mathcal{F}_{t_{m_{0}-1}}$, and this fact is used below. Assume that $\sum_{i \leq m} f_{i}\left(\Delta B_{i}^{H}\right)^{k}=0$. With the above notation we have from this assumption that also

$$
\begin{equation*}
\chi+f_{m_{0}}^{c} \sum_{r=0}^{k}\binom{k}{r}\left(B_{m_{0}}\right)^{k-r}\left(A_{m_{0}}\right)^{r}=0 \tag{2.5.11}
\end{equation*}
$$

Write the expression in (2.5.11) as

$$
\begin{align*}
& \left(\chi+f_{m_{0}}^{c} \sum_{0 \leq r \leq k, r \text { even }}\binom{k}{r}\left(B_{m_{0}}\right)^{k-r}\left(A_{m_{0}}\right)^{r}\right) \\
& +\left(f_{m_{0}}^{c} \sum_{0 \leq r \leq k, r \text { odd }}\binom{k}{r}\left(B_{m_{0}}\right)^{k-r}\left(A_{m_{0}}\right)^{r}\right)=: \chi_{1}+\chi_{2} . \tag{2.5.12}
\end{align*}
$$

The random variable $A_{m_{0}}$ is a Gaussian random variable with zero expectation and hence for odd $r E\left(A_{m_{0}}\right)^{r}=0$ and by conditioning on $\mathcal{F}_{t_{m_{0}-1}}$ in (2.5.12) it is easy to see that $E\left(\chi_{1} \chi_{2}\right)=0$. So from this we can conclude that $E \chi_{2}^{2}=0$, using also (2.5.11) and (2.5.12). But

$$
\chi_{2}^{2}=f_{m_{0}}^{2}\left(\gamma_{1}+\gamma_{2}\right)
$$

with

$$
\begin{equation*}
\gamma_{1}:=\sum_{0 \leq r \leq k, r \text { odd }}\left(\binom{k}{r}\left(B_{m_{0}}\right)^{k-r}\left(A_{m_{0}}\right)^{r}\right)^{2} \tag{2.5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{2}:=\sum_{r \neq q, r, q \text { odd }}\binom{k}{r}\binom{k}{q}\left(B_{m_{0}}\right)^{2 k-r-q}\left(A_{m_{0}}\right)^{r+q} . \tag{2.5.14}
\end{equation*}
$$

All the terms in (2.5.13) are nonnegative and since $r+q$ is even, the same holds for the expression (2.5.14), too. Note also that if $r=1$, then

$$
k^{2}\left(B_{m_{0}}\right)^{2 k-2}\left(A_{m_{0}}\right)^{2}>0
$$

almost surely. But at the same time $E\left(f_{m_{0}}^{2}\left(\gamma_{1}+\gamma_{2}\right)\right)=0$. Hence $f_{m_{0}}=0$ almost surely. From this follows that $f_{i}=0$ almost surely for all $i \leq m$. We have shown that $\mathrm{fBm} B^{H}$ satisfies property (2.5.9) for all $k \geq 1$.

## Some Properties of the Generalized Integrals

In this subsection we discuss some of the properties of the generalized integrals. At this stage we have results mostly on Wiener integrals.

Assume that $B^{H}$ is again an fBm with index $H$. Take

$$
f_{s}^{n}:=n^{\gamma} \mathbf{1}_{(T / 2-1 / 2 n, T / 2+1 / 2 n]}(s)
$$

Then $\left\|f^{n}\right\|_{L_{2}[0, T]}^{2}=n^{2 \gamma-1}$. If $H \in(1 / 2,1), 1 / 2<\gamma<H$, then $\left\|f^{n}\right\|_{L_{2}[0, T]} \rightarrow$ $\infty$ and the generalized integral does not exist, but $E\left(\left(f^{n}, B^{H}\right)\right)^{2}=n^{2 \gamma-2 H} \rightarrow$ 0 , and the limit exists in $L_{2}(P)$. If $H<\gamma<1 / 2$, then $E\left(\left(f^{n}, B^{H}\right)\right)^{2} \rightarrow \infty$, but $\left\|f^{n}\right\|_{L_{2}[0, T]} \rightarrow 0$. Hence the integral exists in $\bar{G}$ and it is $=0$, but the limit does not exist in $L_{2}(P)$. Note also that here we have that $\left|\left(f^{n}, B^{H}\right)\right| \xrightarrow{P} \infty$.
$L_{2}$-integrals and Wiener integrals, $H \in(1 / 2,1)$. If $B^{H}$ is an fBm with Hurst index $H \in(1 / 2,1)$, then according to (1.9.2) we have the following estimate for $L_{2}$-integral, valid for any $p>0$ :

$$
\begin{equation*}
E\left|\int_{0}^{T} f_{s} d B_{s}^{H}\right|^{p} \leq c_{H, p}\|f\|_{L_{\frac{1}{H}}[0, T]}^{p} \tag{2.5.15}
\end{equation*}
$$

Hence, if $\left(f^{(n)}, B^{H}\right)$ converges in $\bar{G}$, it also converges in $L_{2}(P)$.
$L_{2}$-integrals and Wiener integrals, $H \in(0,1 / 2)$. Before the continuation, we prove the following theorem, which is the opposite to (2.5.15).
Theorem 2.5.3. Let $f \in L^{s}$ and $B^{H}$ is an fBm with Hurst index $H \in$ ( $0,1 / 2$ ). Then

$$
\begin{equation*}
E\left|\int_{0}^{T} f_{s} d B_{s}^{H}\right|^{2} \geq C\|f\|_{L_{2}[0, T]}^{2} \tag{2.5.16}
\end{equation*}
$$

Proof. If $f \in L^{s}$ and $\left(f, B^{H}\right)=\sum_{i} f_{i} \Delta B_{i}^{H}$, then

$$
\begin{equation*}
E\left(f, B^{H}\right)^{2}=\sum_{i}\left(f_{i}^{2} E \Delta B_{i}^{H}\right)^{2}+\sum_{i \neq k} f_{i} f_{k} E\left(\Delta B_{i}^{H} \Delta B_{k}^{H}\right) \tag{2.5.17}
\end{equation*}
$$

But $E\left(\Delta B_{i}^{H} \Delta B_{k}^{H}\right)<0$ and hence

$$
f_{i} f_{k} E\left(\Delta B_{i}^{H} \Delta B_{k}^{H}\right) \geq\left|f_{i}\right|\left|f_{k}\right| E\left(\Delta B_{i}^{H} \Delta B_{k}^{H}\right)
$$

Use this in (2.5.17) to obtain the inequality

$$
E\left(f, B^{H}\right)^{2} \geq E\left(\sum_{i}\left|f_{i}\right| \Delta B_{i}^{H}\right)^{2}
$$

Hence we can assume that $f_{i} \geq 0$ for all $i \leq n$ in proving (2.5.16).
Denote by $\mathcal{D}(\mathbb{R})$ the space of functions $f$ with the two properties: $f \in$ $C^{\infty}(\mathbb{R})$ and $f$ has compact support.

Let $\phi \in \mathcal{D}(\mathbb{R})$. Then the Fourier transform $\widehat{\phi}$ of $\phi$ belongs to $S(\mathbb{R}) \subset \mathcal{F}_{H} \subset$ $L_{2}^{H}(\mathbb{R})$ (see Lemma 1.6.8), and moreover,

$$
\begin{equation*}
E\left|\int_{\mathbb{R}} \phi_{t} d B_{t}^{H}\right|^{2}=E\left|\int_{\mathbb{R}} \phi^{\prime}(t) B_{t}^{H} d t\right|^{2}=c_{H} \int_{\mathbb{R}}|\widehat{\phi}(\lambda)||\lambda|^{-2 \alpha} d \lambda \tag{2.5.18}
\end{equation*}
$$

where $c_{H}$ is some constant.
We want to prove that there exists a sequence $\left(\phi^{n}\right)_{n \geq 1}, \phi^{n} \in \mathcal{D}(\mathbb{R})$ such that

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\phi^{n}\right)^{\prime}(t) B_{t}^{H} d t \xrightarrow{L_{2}(P)}\left(f, B^{H}\right) \tag{2.5.19}
\end{equation*}
$$

To prove (2.5.19) it is sufficient to prove it for $f \in L^{s}, f_{u}=a \mathbf{1}_{[s, t)}(u), s<$ $t \leq T$ and $a>0$. Take $\phi^{n} \in \mathcal{D}(\mathbb{R})$ such that $\operatorname{supp}\left(\phi^{n}\right) \subset[s-1 / n, t+1 / n]$ and $\phi^{n}=a$ on $[s+1 / n, t-1 / n]$. Then

$$
\int_{\mathbb{R}}\left(\phi^{n}\right)^{\prime}(u) B_{u}^{H} d u=\int_{t-1 / n}^{t+1 / n}\left(\phi^{n}\right)^{\prime}(u) B_{u}^{H} d u+\int_{s-1 / n}^{s+1 / n}\left(\phi^{n}\right)^{\prime}(u) B_{u}^{H} d u
$$

and, for example,

$$
\begin{aligned}
& \left|a B_{t+1 / n}^{H}-\int_{t-1 / n}^{t+1 / n}\left(\phi^{n}\right)^{\prime}(u) B_{u}^{H} d u\right| \leq\left|\int_{t-1 / n}^{t+1 / n}\left(\phi^{n}\right)^{\prime}(u)\left(B_{t+1 / n}^{H}-B_{u}^{H}\right) d u\right| \\
& \leq a \sup _{u \in[t-1 / n, t+1 / n]}\left|B_{t+1 / n}^{H}-B_{u}^{H}\right| .
\end{aligned}
$$

From self-similarity of $B^{H}$ and Remark 1.10 .7 with $f=1, T=2 / n$

$$
\sup _{u \in[t-1 / n, t+1 / n]}\left|B_{t+1 / n}^{H}-B_{u}^{H}\right| \xrightarrow{L_{2}(P)} 0
$$

and so

$$
E\left(f, B^{H}\right)^{2}=\lim _{n} \int_{\mathbb{R}}\left|\widehat{\phi}^{n}(\lambda)\right||\lambda|^{-2 \alpha} d \lambda
$$

Since for any $\lambda \in \mathbb{R} \widehat{f}(\lambda)=\lim _{n \rightarrow \infty} \widehat{\phi}^{n}(\lambda)$, we have, using the Fatou lemma and relation (2.5.18),

$$
\int_{-\infty}^{\infty}|\widehat{f}(\lambda)|^{2}|\lambda|^{-2 \alpha} d \lambda \leq \liminf _{n \rightarrow \infty} \int_{-\infty}^{\infty}\left|\widehat{\phi}^{n}(\lambda)\right|^{2}|\lambda|^{-2 \alpha} d \lambda=E\left|\sum_{i} f_{i} \Delta B_{i}^{H}\right|^{2}
$$

We have that

$$
\begin{align*}
& \int_{-\infty}^{\infty}|\widehat{f}(\lambda)|^{2}|\lambda|^{-2 \alpha} d \lambda \\
& \geq \varepsilon^{-2 \alpha} \int_{|\lambda|>\varepsilon}|\widehat{f}(\lambda)|^{2} d \lambda+\int_{|\lambda| \leq \varepsilon}|\widehat{f}(\lambda)|^{2}|\lambda|^{-2 \alpha} d \lambda \tag{2.5.20}
\end{align*}
$$

Put $\rho(\lambda):=|\lambda|^{-\alpha} \mathbf{1}_{[-\varepsilon, \varepsilon]}(\lambda)$. Since $H \in(0,1 / 2)$, we have that $\rho \in L_{1}(\mathbb{R})$. Also,

$$
\widehat{\rho}(t):=\int_{-\infty}^{\infty} e^{i t \lambda} \rho(\lambda) d \lambda=\int_{-\varepsilon}^{\varepsilon} \cos (t \lambda)|\lambda|^{-\alpha} d \lambda
$$

This integral is finite and hence $\rho(\cdot)$ is the Fourier transform of $\widehat{\rho}(\cdot)$. Use the Parceval identity to obtain

$$
\begin{align*}
& \int_{|\lambda|<\varepsilon}|\widehat{f}(\lambda)|^{2}|\lambda|^{-2 \alpha} d \lambda \\
& =\int_{\mathbb{R}}\left|\int_{\mathbb{R}} f(s)\left(\int_{-\varepsilon}^{\varepsilon} \cos ((t-s) \lambda)|\lambda|^{-\alpha} d \lambda\right) d s\right|^{2} d t \tag{2.5.21}
\end{align*}
$$

Estimate the right-hand side of (2.5.21) from below by

$$
\begin{equation*}
\int_{-1}^{1}\left|\int_{0}^{T} f(s)\left(\int_{-\varepsilon}^{\varepsilon} \cos ((t-s) \lambda)|\lambda|^{-\alpha} d \lambda\right) d s\right|^{2} d t \tag{2.5.22}
\end{equation*}
$$

Take in (2.5.22) such an $\varepsilon$ that $\varepsilon(T+1) \leq \pi / 3$. Then $\cos ((t-s) \lambda) \geq 1 / 2$ and the left-hand side of inequality (2.5.21) can be estimated from below, using the estimate (2.5.22) and the chosen $\varepsilon$ by the expression

$$
\frac{1}{2}\left|\int_{0}^{T} f(s) d s\right|^{2}\left(\int_{-\varepsilon}^{\varepsilon}|\lambda|^{-\alpha} d \lambda\right)^{2}=\frac{2 \varepsilon^{2-2 \alpha}}{(1-\alpha)^{2}}|\widehat{f}(0)|^{2}
$$

but since $f$ is nonnegative, we also have the estimate $|\widehat{f}(0)| \geq|\widehat{f}(\lambda)|$. Therefore, from the above estimates we obtain

$$
\begin{equation*}
\int_{|\lambda| \leq \varepsilon}|\widehat{f}(\lambda)|^{2}|\lambda|^{-2 \alpha} d \lambda \geq \frac{\varepsilon^{1-2 \alpha}}{(1-\alpha)^{2}} \int_{-\varepsilon}^{\varepsilon}|\widehat{f}(\lambda)|^{2} d \lambda \tag{2.5.23}
\end{equation*}
$$

Take $C=\min \left\{\varepsilon^{-2 \alpha}, \varepsilon^{1-2 \alpha} /(1-\alpha)^{2}\right\}$ and use (2.5.23) in (2.5.20) to obtain

$$
\int_{\mathbb{R}}|\widehat{f}(\lambda)|^{2}|\lambda|^{1-2 H} d \lambda \geq C \int_{\mathbb{R}}|\widehat{f}(\lambda)|^{2} d \lambda=C_{1}\|f\|_{L_{2}[0, T]}^{2}
$$

Random variables and the corresponding integrals. Assume first that $H \in$ $(1 / 2,1)$. Let $f^{n} \in L^{s}$ be such that $f=L_{2}(P)-\lim f^{n}$. Put $\zeta^{n}:=\left(f^{n}, B^{H}\right)$ and assume that $\zeta:=L_{2}(P)-\lim \zeta^{n}$. Let $g^{n} \in L^{s}$ be another sequence such that $\zeta=L_{2}(P)-\lim \left(g^{n}, B^{H}\right)$. Use the beginning of this subsection to conclude that the corresponding integral may not exist, and hence the representative of the random variable $\zeta$ need not to be unique in the space $\bar{E}$. On the other hand, it follows from inequality (2.5.15) that the integral $\int_{0}^{T} f_{s} d B_{s}^{H}$ has only one random variable as a representative.

If $H \in(0,1 / 2)$ then the picture is the opposite. Namely, a random variable $\zeta$ can represent only one Wiener integral; this follows from Theorem 2.5.3. On the other hand, the zero Wiener integral has at least two representatives as extended random variables, namely $\zeta=0$ and $\zeta=\infty$; this follows again from the beginning of this subsection.

### 2.6 Stochastic Fubini Theorem for Stochastic Integrals w.r.t. Fractional Brownian Motion

In this section we prove the generalization of stochastic Fubini theorem for the Wiener integrals with respect to fBm (Theorem 1.13.1). First, we consider pathwise integrals and the result is for the most part based on Hölder properties of fBm and of corresponding integrals. Then, the extension to Wick and Skorohod integration is more or less evident, due to comparison results of Sections 2.3 and 2.4.

Definition 2.6.1. The nonrandom function $f: \mathbb{R} \rightarrow \mathbb{R}$ is called piecewise Hölder of order $\alpha$ on the interval $\left[T_{1}, T_{2}\right] \subset \mathbb{R}\left(f \in C_{p w}^{\alpha}\left[T_{1}, T_{2}\right]\right)$, if there exists a finite set of disjoint subintervals $\left\{\left[a_{i}, b_{i}\right), 1 \leq i \leq N \mid \bigcup_{i=1}^{N}\left[a_{i}, b_{i}\right] \cup T_{2}=\right.$ [ $\left.\left.T_{1}, T_{2}\right]\right\}$ and the function $f \in C^{\alpha}\left[a_{i}, b_{i}\right)$ for $1 \leq i \leq N$.

As before, we denote

$$
\|f\|_{C^{\alpha}\left[a_{i}, b_{i}\right)}:=\sup _{a_{i} \leq t<b_{i}}|f(t)|+\sup _{a_{i} \leq s<t<b_{i}} \frac{|f(t)-f(s)|}{|t-s|^{\alpha}} .
$$

Definition 2.6.2. For $f \in C_{p w}^{\alpha}\left[T_{1}, T_{2}\right]$, let

$$
\|f\|_{C_{p w}^{\alpha}\left[T_{1}, T_{2}\right]}=\max _{1 \leq i \leq N}\|f\|_{C^{\alpha}\left[a_{i}, b_{i}\right)} .
$$

Let $f \in C^{\alpha}[a, b], g \in C^{\beta}[a, b]$ with $\alpha+\beta>1$. Then we know that the Riemann-Stieltjes integral exists,

$$
\begin{equation*}
\int_{a}^{b} f(t) d g(t):=\lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{k=0}^{k_{n}-1} f\left(t_{k}^{n}\right) \Delta g\left(t_{k}^{n}\right) \tag{2.6.1}
\end{equation*}
$$

where $\pi_{n}=\left\{a=t_{k}^{0}<t_{k}^{1}<\cdots<t_{k}^{k_{n}}=b\right\}, \Delta g\left(t_{k}^{n}\right)=g\left(t_{k+1}^{n}\right)-g\left(t_{k}^{n}\right)$, $\pi_{n} \subset \pi_{n+1}$.

Moreover, according to (FdP01, Theorem 2.1), there exist the sequences $\left\{f_{n}, g_{n}\right\} \subset C^{(1)}[a, b]$ such that $\left\|f_{n}-f\right\|_{C^{\alpha}[a, b]} \rightarrow 0, n \rightarrow \infty$, $\left\|g_{n}-g\right\|_{C^{\beta}[a, b]} \rightarrow 0, n \rightarrow \infty$.

We shall use some bounds for integrals involving Hölder functions. They are proved in the next lemma.
Lemma 2.6.3. Let $f \in C^{\alpha}[a, b], g \in C^{\beta}[a, b], \alpha+\beta>1, f_{m}, g_{m} \in$ $C^{1}[a, b], m \geq 1$ and $\left\|f_{m}-f\right\|_{C^{\alpha}[a, b]} \rightarrow 0,\left\|g_{m}-g\right\|_{C^{\beta}[a, b]} \rightarrow 0$, as $m \rightarrow \infty$.

Then 1) $\int_{a}^{b} f(t) d g(t)=\lim _{m \rightarrow \infty} \int_{a}^{b} f_{m}(t) g_{m}^{\prime}(t) d t ;$
2) the following estimate holds:

$$
\left|\int_{a}^{b} f(t) d g(t)\right| \leq C\|f\|_{C^{\alpha}[a, b]} \cdot\|g\|_{C^{\beta}[a, b]} \cdot\left((b-a)^{1+\varepsilon} \vee(b-a)^{\beta}\right)
$$

3) if $f(a)=0$, then

$$
\begin{equation*}
\left|\int_{a}^{b} f(t) d g(t)\right| \leq C\|f\|_{C^{\alpha}[a, b]} \cdot\|g\|_{C^{\beta}[a, b]} \cdot(b-a)^{1+\varepsilon} \tag{2.6.2}
\end{equation*}
$$

where $0<\varepsilon<\alpha+\beta-1, C>0$ is a constant not depending on $\alpha$ and $\beta$.
Proof. 1) Evidently,

$$
\begin{aligned}
\mid \int_{a}^{b} f(t) d g(t) & -\int_{a}^{b} f_{m}(t) g_{m}^{\prime}(t) d t\left|\leq\left|\int_{a}^{b} f(t) d g(t)-\sum_{k=1}^{k_{n}} f\left(t_{k}^{n}\right) \Delta g\left(t_{k}^{n}\right)\right|\right. \\
& +\left|\int_{a}^{b} f_{m}(t) g_{m}^{\prime}(t) d t-\sum_{k=1}^{k_{n}} f_{m}\left(t_{k}^{n}\right) \Delta g_{m}\left(t_{k}^{n}\right)\right| \\
& +\left|\sum_{k=1}^{k_{n}} f\left(t_{k}^{n}\right) \Delta g\left(t_{k}^{n}\right)-\sum_{k=1}^{k_{n}} f_{m}\left(t_{k}^{n}\right) \Delta g_{m}\left(t_{k}^{n}\right)\right|
\end{aligned}
$$

According to (2.6.1), for any fixed $\delta>0$ we can choose $\pi_{n}$ in such a way that

$$
\begin{equation*}
\left|\int_{a}^{b} f(t) d g(t)-\sum_{k=1}^{k_{n}} f\left(t_{k}^{n}\right) \Delta g\left(t_{k}^{n}\right)\right|<\delta . \tag{2.6.3}
\end{equation*}
$$

Further, according to (FdP01, Corollary 20),

$$
\begin{equation*}
\left|\int_{a}^{b} f_{m}(t) g_{m}^{\prime}(t) d t-\sum_{k=1}^{k_{n}} f_{m}\left(t_{k}^{n}\right) \Delta g_{m}\left(t_{k}^{n}\right)\right| \leq C\left|\pi_{n}\right|^{\varepsilon} \cdot\left\|f_{m}\right\|_{C^{\alpha^{\prime}}[a, b]} \cdot\left\|g_{m}\right\|_{C^{\beta^{\prime}}[a, b]} \tag{2.6.4}
\end{equation*}
$$

where $0<\alpha^{\prime}<\alpha, 0<\beta^{\prime}<\beta$, and $\alpha^{\prime}+\beta^{\prime}=1+\varepsilon$. If $\left\|f_{n}-f\right\|_{C^{\alpha}[a, b]} \rightarrow 0$, $m \rightarrow \infty$, then $\left\|f_{m}-f\right\|_{C^{\alpha^{\prime}}[a, b]} \rightarrow 0, m \rightarrow \infty$ for $0<\alpha^{\prime}<\alpha$, and $\left\|f_{m}\right\|_{C^{\alpha^{\prime}}[a, b]} \leq C_{1}$, where $C_{1}$ does not depend on $m \geq 1$. Similarly, $\left\|g_{m}\right\|_{C^{\beta^{\prime}}[a, b]} \leq C_{2}$. From these bounds and from (2.6.4) we obtain that

$$
\begin{equation*}
\left|\int_{a}^{b} f_{m}(t) g_{m}^{\prime}(t) d t-\sum_{k=1}^{k_{n}} f_{m}\left(t_{k}^{n}\right) \Delta g_{m}\left(t_{k}^{n}\right)\right| \leq C_{3}\left|\pi_{n}\right|^{\varepsilon} \tag{2.6.5}
\end{equation*}
$$

Choose such $n$ that (2.6.3) holds and also $C_{3}\left|\pi_{n}\right|^{\varepsilon}<\delta$; then for such fixed $n$ we can choose such $m$ that

$$
\begin{equation*}
\left|\sum_{k=1}^{k_{n}} f\left(t_{k}^{n}\right) \Delta g\left(t_{k}^{n}\right)-\sum_{k=1}^{k_{n}} f_{m}\left(t_{k}^{n}\right) \Delta g_{m}\left(t_{k}^{n}\right)\right|<\delta \tag{2.6.6}
\end{equation*}
$$

It is possible since $\sup _{t \in[a, b]}\left|g_{m}(t)-g(t)\right| \leq\left\|g_{m}-g\right\|_{C^{\beta^{\prime}}[a, b]} \rightarrow 0$, and the same is true for $f_{m}$.

The proof of the first statement follows now from (2.6.3)-(2.6.6).
The third statement follows from 1) and (FdP01, Lemma 19), which states that the bound (2.6.2) holds for any $f \in C_{0}^{(1)}[a, b]$ (it means that $f \in C^{(1)}[a, b]$ and $f(a)=0$ ) and $g \in C^{(1)}[a, b]$.

The second statement follows from 1) and (FdP01, Theorem 22). Indeed, according to 3 )

$$
\left|\int_{a}^{b}(f(t)-f(0)) d g(t)\right| \leq C\|f\|_{C^{\alpha}[a, b]} \cdot\|g\|_{C^{\beta}[a, b]} \cdot(b-a)^{1+\varepsilon}
$$

whence

$$
\left|\int_{a}^{b} f(t) d g(t)\right| \leq C\|f\|_{C^{\alpha}[a, b]} \cdot\|g\|_{C^{\beta}[a, b]} \cdot\left((b-a)^{1+\varepsilon} \vee(b-a)^{\beta}\right) .
$$

Further we consider $H \in\left(\frac{1}{2}, 1\right)$. Let $f \in C_{p w}^{\beta}[a, b]$ with $\beta>1-H$. In this case the sum $\sum_{i=1}^{N} \int_{a_{i}}^{b_{i}} f(t) d B_{t}^{H}$ exists. The next result means that this sum can be represented as a unique integral.

Lemma 2.6.4. Let $f$ be piecewise Hölder of order $\beta>1-H$ on the interval $[a, b]$. Then there exists the Riemann-Stieltjes integral

$$
\int_{a}^{b} f(u) d B_{u}^{H}=\sum_{i=1}^{N} \int_{a_{i}}^{b_{i}} f(u) d B_{u}^{H}
$$

and for an arbitrary sequence $\pi_{n}$ of partitions of $[a, b]$ it can be represented as a limit

$$
\int_{a}^{b} f(u) d B_{u}^{H}=\lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{k=1}^{k_{n}} f\left(u_{k}^{n}\right) \Delta B_{u_{k}^{n}}^{H}
$$

(We suppose that $\bigcup_{i=1}^{N}\left[a_{i}, b_{i}\right)=[a, b),\left[a_{i}, b_{i}\right)$ are disjoint and $f \in C^{\alpha}\left[a_{i}, b_{i}\right)$ ).
Proof. Put $\pi_{n}^{i}:=\left[a_{i}, b_{i}\right) \cap \pi_{n}$. Evidently, $\left|\pi_{n}^{i}\right| \leq\left|\pi_{n}\right|$. It follows from boundedness of $f$ and continuity of $B^{H}$ that

$$
\sum_{j: u_{j}^{n} \in \pi_{n}^{i}} f\left(u_{j}^{n}\right) \Delta B_{u_{j}^{n}}^{H} \rightarrow \int_{a_{i}}^{b_{i}} f(u) d B_{u}^{H}
$$

even in the case when $\pi_{n}^{i}$ does not contain $a_{i}$ or (and) $b_{i}$.
Therefore, $\sum_{k: u_{k}^{n} \in \pi_{n}} f\left(u_{k}^{n}\right) \Delta B_{u_{k}^{n}}^{H}=\sum_{i=1}^{N} \sum_{k: u_{k}^{n} \in \pi_{n}^{i}} f\left(u_{k}^{n}\right) \Delta B_{u_{k}^{n}}^{H}$ $\rightarrow \sum_{i=1}^{N} \int_{a_{i}}^{b_{i}} f(u) d B_{u}^{H}=\int_{a}^{b} f(u) d B_{u}^{H}$, as $\left|\pi_{n}\right| \rightarrow 0$.

Let $0<T_{1}<T_{2}, \Phi=\Phi(t, u, \omega): \mathcal{P}_{T}:=\left[T_{1}, T_{2}\right]^{2} \times \Omega \rightarrow \mathbb{R}$ be the random function measurable in all the variables.

Theorem 2.6.5. Let there exist the set $\Omega^{\prime} \subset \Omega$ such that $P\left(\Omega^{\prime}\right)=1$ and let for any $\omega \in \Omega^{\prime}$ the function $\Phi(s, u, \omega)$ satisfy the conditions:

1) $\forall s \in\left(T_{1}, T_{2}\right) \Phi(t, \cdot, \omega)$ is piecewise Hölder of order $\beta>1-H$ in $u \in$ $\left[T_{1}, T_{2}\right]$, and there exists $C=C(\omega)>0$ such that $\|\Phi(t, \cdot, \omega)\|_{C_{p w}^{\beta}\left[T_{1}, T_{2}\right]} \leq C$;
2) the function $\int_{T_{1}}^{T_{2}} \Phi(t, u, \omega) d B_{u}^{H}$ is Riemann integrable in the interval $\left[T_{1}, T_{2}\right]$.

Then there exist the repeated integrals

$$
I_{1}:=\int_{T_{1}}^{T_{2}}\left(\int_{T_{1}}^{T_{2}} \Phi(t, u, \omega) d B_{u}^{H}\right) d t \text { and } I_{2}:=\int_{T_{1}}^{T_{2}}\left(\int_{T_{1}}^{T_{2}} \Phi(t, u, \omega) d t\right) d B_{u}^{H}
$$

and $I_{1}=I_{2} P$-a.s.
Proof. We fix $\omega \in \Omega^{\prime}$ and omit $\omega$ throughout the proof. The integral $\int_{T_{1}}^{T_{2}} \Phi(t, u) d B_{u}^{H}$ exists according to Lemma 2.6.4 and condition 1$)$; the repeated integral $I_{1}$ exists according to condition 2). Since $\Phi(t, \cdot)$ is piecewise Hölder, then from the evident bound $\int_{T_{1}}^{T_{2}}\left|\Phi\left(t, u_{1}\right)-\Phi\left(t, u_{2}\right)\right| d s \leq C\left(T_{2}-\right.$ $\left.T_{1}\right)\left|u_{1}-u_{2}\right|^{\alpha}$ we obtain that $\int_{T_{1}}^{T_{2}} \Phi(t, u) d s$ is piecewise Hölder of order $\alpha$ in $u \in\left[T_{1}, T_{2}\right]$. Further, since $B^{H}$ is Hölder up to order $H>\frac{1}{2}$ and $\alpha+H>1$, the integral $I_{2}$ also exists. The integral $I_{1}$ can be presented as a limit of integral sums,

$$
\begin{equation*}
I_{1}=\lim _{\left|\pi_{n}\right| \rightarrow 0} \sum_{k=0}^{k_{n}-1} \int_{T_{1}}^{T_{2}} \Phi\left(t_{k}^{n}, u\right) d B_{u}^{H} \Delta t_{k}^{n} \tag{2.6.7}
\end{equation*}
$$

For any point $t_{k}^{n} \in \pi_{n}$, according to condition 1 ), there exists a finite number of points $\left\{u_{1, k}<u_{2, k}<\cdots<u_{l(k), k}\right\}$ such that $\Phi(\cdot, u)$ is Hölder between them. Denote

$$
\begin{aligned}
\left\{T_{1}\right. & \left.=u_{0}<u_{1}<u_{2}<\cdots<u_{L(n)}=T_{2}\right\} \\
& :=\bigcup_{k=1}^{k_{n}}\left\{u_{1, k}<u_{2, k}<\cdots<u_{l(k), k}\right\} \cup\left\{T_{1}, T_{2}\right\} .
\end{aligned}
$$

For any interval $\left[u_{i}, u_{i+1}\right]$ we consider the sequence of partitions $\pi_{i, r}, r \geq 1$ of the form

$$
\pi_{i, r}:=\left\{u_{i}=u_{i, r}^{(0)}<u_{i, r}^{(1)}<\cdots<u_{i, r}^{\left(m_{r}\right)}=u_{i+1}\right\},\left|\pi_{i, r}\right| \rightarrow 0, r \rightarrow \infty
$$

Then $\tilde{\pi}_{r}:=\bigcup_{i=0}^{L(n)-1} \pi_{i, r} \cup\left\{T_{1}, T_{2}\right\}:=\left\{T_{1}=u_{r}^{(0)}<\cdots<u_{r}^{\left(N_{r}\right)}=T_{2}\right\}$ is a partition of interval $\left[T_{1}, T_{2}\right]$ w.r.t. argument $u$, its diameter $\left|\tilde{\pi}_{r}\right|=$ $\max _{1 \leq i \leq L(n)-1}|\pi|_{i, r}$, and $\left|\tilde{\pi}_{r}\right| \rightarrow 0, r \rightarrow \infty$.

Estimate the difference $\left|I_{1}-I_{2}\right|$ :

$$
\begin{align*}
\left|I_{1}-I_{2}\right| \leq & \left|I_{1}-\sum_{k=0}^{k_{n}-1} \sum_{j=0}^{N_{r}-1} \Phi\left(t_{k}^{n}, u_{r}^{(j)}\right) \Delta B_{u_{r}^{(j)}}^{H} \Delta t_{k}^{n}\right| \\
& +\left|I_{2}-\sum_{j=0}^{N_{r}-1} \sum_{k=0}^{k_{n}-1} \Phi\left(t_{k}^{n}, u_{r}^{(j)}\right) \Delta t_{k}^{n} \Delta B_{u_{r}^{(j)}}^{H}\right|=: \Delta_{1}^{n, r}+\Delta_{2}^{n, r} . \tag{2.6.8}
\end{align*}
$$

Further,

$$
\begin{aligned}
\Delta_{1}^{n, r} \leq \mid I_{1} & -\sum_{k=0}^{k_{n}-1} \int_{T_{1}}^{T_{2}} \Phi\left(t_{k}^{n}, u\right) d B_{u}^{H} \cdot \Delta t_{k}^{n} \mid \\
& +\sum_{k=0}^{k_{n}-1}\left|\int_{T_{1}}^{T_{2}} \Phi\left(t_{k}^{n}, u\right) d B_{u}^{H}-\sum_{j=0}^{N_{r}-1} \Phi\left(t_{k}^{n}, u_{r}^{(j)}\right) \Delta B_{u_{r}^{(j)}}^{H}\right| \Delta t_{k}^{n}
\end{aligned}
$$

Since $\Phi$ is piecewise Hölder, then, according to Lemma 2.6.4,

$$
\left|\int_{T_{1}}^{T_{2}} \Phi\left(t_{k}^{n}, u\right) d B_{u}^{H}-\sum_{j=0}^{N_{r}-1} \Phi\left(t_{k}^{n}, u_{r}^{(j)}\right) \Delta B_{u_{r}^{(j)}}^{H}\right| \rightarrow 0, r \rightarrow \infty
$$

According to (2.6.7), $\left|I_{1}-\sum_{k=0}^{k_{n}-1} \int_{T_{1}}^{T_{2}} \Phi\left(t_{k}^{n}, u\right) d B_{u}^{H} \cdot \Delta t_{k}^{n}\right| \rightarrow 0, n \rightarrow \infty$.
Therefore,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \lim _{r \rightarrow \infty} \Delta_{1}^{n, r}=0 \tag{2.6.9}
\end{equation*}
$$

Further,

$$
\begin{align*}
\Delta_{2}^{n, r} \leq \mid I_{2} & -\sum_{j=0}^{N_{r}-1} \int_{T_{1}}^{T_{2}} \Phi\left(t, u_{r}^{(j)}\right) d t \cdot \Delta B_{u_{r}^{(j)}}^{H} \mid \\
& +\left|\sum_{j=0}^{N_{r}-1} \sum_{k=0}^{k_{n}-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}}\left(\Phi\left(t, u_{r}^{(j)}\right)-\Phi\left(t_{k}^{n}, u_{r}^{(j)}\right)\right) d t \cdot \Delta B_{u_{r}^{(j)}}^{H}\right| \tag{2.6.10}
\end{align*}
$$

The second term can be expanded as

$$
\begin{align*}
& \left|\sum_{k=0}^{k_{n}-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \sum_{j=0}^{N_{r}-1}\left(\Phi\left(t, u_{r}^{(j)}\right)-\Phi\left(t_{k}^{n}, u_{r}^{(j)}\right)\right) \Delta B_{u_{r}^{(j)}}^{H} d t\right|  \tag{2.6.11}\\
= & \left|\sum_{k=0}^{k_{n}-1} \sum_{i=0}^{L(N)-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \sum_{u_{r}^{(j)} \in \pi_{i, r}}\left(\Phi\left(t, u_{r}^{(j)}\right)-\Phi\left(t_{k}^{n}, u_{r}^{(j)}\right)\right) \Delta B_{u_{r}^{(j)}}^{H} d t\right| .
\end{align*}
$$

Since the function $\Phi(s, u)-\Phi\left(t_{k}^{n}, u\right)$ is Hölder on any interval $\left[u_{i}, u_{i+1}\right)$, we have that

$$
\begin{align*}
& \lim _{\left|\pi_{i, r}\right| \rightarrow 0} \sum_{u_{r}^{(j)} \in \pi_{i, r}}\left(\Phi\left(t, u_{r}^{(j)}\right)-\Phi\left(t_{k}^{n}, u_{r}^{(j)}\right)\right) \Delta B_{u_{r}^{(j)}}^{H} \\
&=\int_{u_{i}}^{u_{i+1}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H} \tag{2.6.12}
\end{align*}
$$

Moreover, $\forall 0 \leq i \leq L(n)-1$ the sequence $f_{i}^{r}\left(t, t_{k}^{n}\right):=\sum_{u_{r}^{(j)} \in \pi_{i, r}}\left(\Phi\left(t, u_{r}^{(j)}\right)\right.$ $\left.-\Phi\left(t_{k}^{n}, u_{r}^{(j)}\right)\right) \Delta B_{u_{r}^{(j)}}^{H}$ has the integrable dominant. Indeed, we can use the bounds from (FdP01, Corollary 20), Lemma 2.6.3, and the boundedness of Hölder norms, and obtain that

$$
\begin{aligned}
& \mid f_{i}^{r}\left(t, t_{k}^{n} \mid \leq\right.\left|f_{i}^{r}\left(t, t_{k}^{n}\right)-\int_{u_{r}^{(j)}}^{u_{r+1}^{(j)}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H}\right| \\
&+\left|\int_{u_{r}^{(j)}}^{u_{r+1}^{(j)}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H}\right| \\
& \leq C\left|\pi_{i, r}\right|^{\varepsilon} \cdot\left\|\Phi(t, \cdot)-\Phi\left(t_{k}^{n}, \cdot\right)\right\|_{C\left[u_{r}^{(j)}, u_{r+1}^{(j)}\right]^{\beta^{\prime}}} \cdot\left\|B^{H}\right\|_{C\left[u_{r}^{(j)}, u_{r+1}^{(j)}\right]^{H^{\prime}}}
\end{aligned}
$$

$$
\begin{align*}
& +\left|\int_{u_{r}^{(j)}}^{u_{r+1}^{(j)}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H}\right|  \tag{2.6.13}\\
& \leq C+\left|\int_{u_{r}^{(j)}}^{u_{r+1}^{(j)}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H}\right|,
\end{align*}
$$

where $\beta^{\prime}<\beta, H^{\prime}<H$ and $\beta^{\prime}+H^{\prime}>1$.
Using the second statement of Lemma 2.6.3 and condition 1) of this theorem, we obtain the bound

$$
\begin{align*}
& \left|\int_{u_{r}^{(j)}}^{u_{r}^{(j)}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H}\right| \\
& \quad \leq C\left\|\Phi(t, \cdot)-\Phi\left(t_{k}^{n} \cdot \cdot\right)\right\|_{C_{p w}^{\alpha^{\prime}}\left[T_{1}, T_{2}\right]} \cdot\left\|B^{H}\right\|_{C^{H^{\prime}}\left[T_{1}, T_{2}\right]} \leq C . \tag{2.6.14}
\end{align*}
$$

Estimates (2.6.13) and (2.6.14) mean that we can use the Lebesgue dominant convergence theorem and obtain that

$$
\lim _{r \rightarrow \infty} \int_{t_{k}^{n}}^{t_{k+1}^{n}} f_{i}^{r}\left(t, t_{k}^{n}\right) d t=\int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{u_{i}}^{u_{i+1}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H} d t
$$

where the integrand $\int_{u_{i}}^{u_{i+1}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H}$ is measurable and bounded in $t$.

Therefore,

$$
\begin{gather*}
\lim _{r \rightarrow \infty} \sum_{k=0}^{k_{n}-1} \sum_{i=0}^{L(n)-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \sum_{u_{r}^{(j)} \in \pi_{i, r}}\left(\Phi\left(t, u_{r}^{(j)}\right)-\Phi\left(t_{k}^{n}, u_{r}^{(j)}\right)\right) \Delta B_{u_{r}^{(j)}}^{H} d t \\
=\sum_{k=0}^{k_{n}-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{T_{1}}^{T_{2}}\left(\Phi(t, u)-\Phi\left(t_{k}^{n}, u\right)\right) d B_{u}^{H} d t \\
=\int_{T_{1}}^{T_{2}}\left(\int_{T_{1}}^{T_{2}} \Phi(t, u) d B_{u}^{H}\right) d t-\sum_{k=0}^{k_{n}-1} \int_{T_{1}}^{T_{2}} \Phi\left(t_{k}^{n}, u\right) d B_{u}^{H} \Delta t_{k}^{n} . \tag{2.6.15}
\end{gather*}
$$

According to condition 2) of this theorem, the integral $\int_{T_{1}}^{T_{2}} \Phi(t, u) d B_{u}^{H}$ is Riemann integrable in $t$, therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=0}^{k_{n}-1} \int_{T_{1}}^{T_{2}} \Phi\left(t_{k}^{n}, u\right) d B_{u}^{H} \Delta t_{k}^{n}=\int_{T_{1}}^{T_{2}}\left(\int_{T_{1}}^{T_{2}} \Phi(t, u) d B_{u}^{H}\right) d t \tag{2.6.16}
\end{equation*}
$$

From Lemma 2.6.4,

$$
\begin{equation*}
\left|I_{2}-\sum_{r=0}^{L(n)-1} \int_{T_{1}}^{T_{2}} \Phi\left(t, u_{j}^{(r)}\right) d t \cdot \Delta B_{u_{j}^{(r)}}^{H}\right| \rightarrow 0, \text { as } n \rightarrow \infty \tag{2.6.17}
\end{equation*}
$$

Now the proof follows from (2.6.8)-(2.6.17).

Let $I(t)=\int_{0}^{t} f(s) d B_{s}^{H}$ for some stochastic process $f$ with trajectories from $C^{\beta}[0, T]$ with $\beta+H>1$. Consider the integral $\left(H \in\left(\frac{1}{2}, 1\right)\right) \quad J_{1}(t)=$ $\int_{0}^{t} l_{H}(t, s) I(s) d s$ that will appear in connection with the Girsanov theorem and stochastic differential equations in subsections 2.8.2 and 3.2.3, and also, let $J_{2}(t)=\int_{0}^{t} f(u)\left(\int_{u}^{t} l_{H}(t, s) d s\right) d B_{u}^{H}$.
Lemma 2.6.6. Both the integrals, $J_{1}$ and $J_{2}$, exist and $J_{1}=J_{2} P$-a.s.
Proof. It follows from (FdP01) that the trajectories of $I(t), t \in[0, T]$ are Hölder of order $H-\varepsilon$ for any $0<\varepsilon<H$, whence the existence of $J_{1}(t)$ follows. Further, elementary calculations

$$
\int_{u_{1}}^{u_{2}}(t-s)^{-\alpha} s^{-\alpha} d s \leq \frac{1}{2}\left[\int_{u_{1}}^{u_{2}}(t-s)^{-2 \alpha} d s+\int_{u_{1}}^{u_{2}} s^{-2 \alpha} d s\right] \leq\left(u_{2}-u_{1}\right)^{1-2 \alpha}
$$

demonstrate that the function $f(u) \cdot \int_{u}^{t} l_{H}(t, s) d s$ is Hölder up to order $\beta \wedge(1-$ $2 \alpha)>1-H$, and $J_{2}(t)$ exists. We can present these integrals in the following way:

$$
J_{1}=\int_{0}^{t}\left(\int_{0}^{t} \Phi(s, u) d B_{u}^{H}\right) d s, J_{2}=\int_{0}^{t}\left(\int_{0}^{t} \Phi(s, u) d s\right) d B_{u}^{H}
$$

where $\Phi(s, u)=l_{H}(t, s) f(u) \mathbf{1}_{\{0 \leq u \leq s\}}$.
The function $\Phi$ will satisfy both the conditions of Theorem 2.6.5, if we put $T_{1}=\delta$ and $T_{2}=t-\delta$ for any $0<\delta<\frac{t}{2}$. In particular, $\Phi(s, \cdot)$ is piecewise Hölder of order $\beta$ on $[\delta, t-\delta]$ with one point $u=s$ of Hölder discontinuity for any $s \in[\delta, t-\delta]$.

Therefore, the following equality holds a.s.:

$$
\int_{\delta}^{t-\delta} l_{H}(t, s) \int_{\delta}^{s} f(u) d B_{u}^{H} d s=\int_{\delta}^{t-\delta} f(u) \int_{u}^{t-\delta} l_{H}(t, s) d s d B_{u}^{H}
$$

The last equality can be rewritten as

$$
\begin{equation*}
J_{1}-R_{1}=J_{2}-R_{2} \tag{2.6.18}
\end{equation*}
$$

where

$$
\begin{aligned}
R_{1}= & \int_{0}^{\delta} l_{H}(t, s)\left(\int_{0}^{s} f(u) d B_{u}^{H}\right) d s+\int_{\delta}^{t-\delta} l_{H}(t, s)\left(\int_{0}^{\delta} f(u) d B_{u}^{H}\right) d s \\
& +\int_{t-\delta}^{t} l_{H}(t, s)\left(\int_{0}^{s} f(u) d B_{u}^{H}\right) d s=: R_{11}+R_{12}+R_{13} \\
R_{1}= & \int_{0}^{\delta} f(u)\left(\int_{u}^{t} l_{H}(t, s) d s\right) d B_{u}^{H}+\int_{\delta}^{t-\delta} f(u)\left(\int_{t-\delta}^{t} l_{H}(t, s) d s\right) d B_{u}^{H} \\
& +\int_{t-\delta}^{t} f(u)\left(\int_{u}^{t} l_{H}(t, s) d s\right) d B_{u}^{H}=: R_{21}+R_{22}+R_{23}
\end{aligned}
$$

According to (FdP01, Theorem 22), there exists $C>0$ such that $\left|\int_{0}^{s} f(u) d B_{u}^{H}\right| \leq C s^{H-\varepsilon}$ for any fixed $0<\varepsilon<\frac{1}{2}$. Therefore,

$$
\left|R_{11}\right| \leq C \int_{0}^{\delta} s^{\frac{1}{2}-\varepsilon}(t-s)^{-\alpha} d s \leq C t^{1-\alpha}(1-\alpha)^{-1} \delta^{\frac{1}{2}-\varepsilon} \rightarrow 0 \text { as } \delta \rightarrow 0
$$

Similarly,
$\left|R_{12}\right| \leq C_{1} \delta^{H-\varepsilon} \cdot \delta^{-\alpha} \cdot \delta^{1-\alpha} \rightarrow 0$ and $\left|R_{13}\right| \leq C_{2} t^{\frac{1}{2}-\varepsilon} \delta^{1-\alpha} \rightarrow 0$ as $\delta \rightarrow 0$, where $C_{1}$ and $C_{2}$ are some constants, possibly depending on $\omega$.

As mentioned above, the process $f(u) \cdot \int_{u}^{t} l_{H}(t, s) d s$ is Hölder of order $\beta \wedge(1-2 \alpha)>1-H$. Therefore, by using again (FdP01, Theorem 22), we obtain the bounds $\left|R_{21}\right| \leq C \delta^{H-\varepsilon},\left|R_{22}\right| \leq C_{1}(t-2 \delta)^{H-\varepsilon}$, and $\left|R_{23}\right| \leq C \delta^{H-\varepsilon}$ with some constants $C, C_{1}$, depending on $\omega$. Taking in (2.6.18) a limit as $\delta \rightarrow 0$, we obtain from all these estimates that $J_{1}=J_{2}$ a.s.

### 2.7 The Itô Formula for Fractional Brownian Motion

### 2.7.1 The Simplest Version

First, we present a very elegant proof of the Itô formula involving fBm from (Shi01).

Lemma 2.7.1. Let $B^{H}$ be an fBm with $H \in(1 / 2,1), F \in C^{2}(\mathbb{R})$. Then for any $t>0$

$$
F\left(B_{t}^{H}\right)=F(0)+\int_{0}^{t} F^{\prime}\left(B_{u}^{H}\right) d B_{u}^{H}
$$

Proof. The Taylor formula with the reminder term in the integral form gives us

$$
F(x)=F(y)+F^{\prime}(y)(x-y)+\int_{y}^{x} F^{\prime \prime}(u)(x-u) d u
$$

Let the sequence of partitions $\pi_{n}=\left\{0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{k_{n}}^{n}=t\right\},\left|\pi_{n}\right| \rightarrow 0$, $n \rightarrow \infty$. Then $F\left(B_{t}^{H}\right)-F(0)=\sum_{k=1}^{k_{n}}\left[F\left(t_{k}^{n}\right)-F\left(t_{k-1}^{n}\right)\right]$ $=\sum_{k=1}^{k_{n}} F^{\prime}\left(B_{t_{k-1}^{n}}^{H}\right)\left(B_{t_{k}^{n}}^{H}-B_{t_{k-1}^{n}}^{H}\right)+R_{t}^{n}$, where $R_{t}^{n}=\sum_{k=1}^{k_{n}} \int_{B_{t_{k-1}^{n}}^{H}}^{B_{k}^{H}} F^{\prime \prime}(u)\left(B_{t_{k}^{n}}^{H}-u\right) d u$. Further, $\sup _{0 \leqslant u \leqslant t}\left|F^{\prime \prime}\left(B_{u}^{H}\right)\right|<\infty$ a.s. and for $H \in(1 / 2,1)$, and

$$
\underset{n \rightarrow \infty}{P-\lim _{k=1}} \sum_{k=1}^{k_{n}}\left|B_{t_{k}^{n}}^{H}-B_{t_{k-1}^{n}}^{H}\right|^{2}=0
$$

Therefore $\left|R_{t}^{n}\right| \leqslant \frac{1}{2} \sup _{0 \leqslant u \leqslant t}\left|F^{\prime \prime}\left(B_{u}^{H}\right)\right| \sum_{k=1}^{k_{n}}\left|B_{t_{k}^{n}}^{H}-B_{t_{k-1}^{n}}^{H}\right|^{2} \xrightarrow{P} 0$. Even if we do not know that the limit of integral sums $\sum_{k=1}^{k_{n}} F^{\prime}\left(B_{t_{k-1}^{n}}^{H}\right)\left(B_{t_{k}^{n}}^{H}-B_{t_{k-1}^{n}}^{H}\right)$ exists
(but we know it from Theorem 2.1.7), we can obtain this existence now and, moreover,

$$
F\left(B_{t}^{H}\right)-F(0)=\int_{0}^{t} F^{\prime}\left(B_{u}^{H}\right) d B_{u}^{H}
$$

### 2.7.2 Itô Formula for Linear Combination of Fractional Brownian Motions with $H_{i} \in[1 / 2,1)$ in Terms of Pathwise Integrals and Itô Integral

Denote $C^{\beta-}[a, b]=\bigcap_{0<\gamma<\beta} C^{\gamma}[a, b]$.
Theorem 2.7.2. Let the process $X_{t}=\sum_{i=1}^{m} \sigma_{i} B_{t}^{H_{i}}$, where $H_{1}=1 / 2$ and $H_{i} \in(1 / 2,1)$ for $2 \leqslant i \leqslant m$. Let the function $F \in C^{2}(\mathbb{R})$. Then for any $t>0$ $F\left(X_{t}\right)=F(0)+\sigma_{1} \int_{0}^{t} F^{\prime}\left(X_{s}\right) d W_{s}+\sum_{i=2}^{m} \sigma_{i} \int_{0}^{t} F^{\prime}\left(X_{s}\right) d B_{s}^{H_{i}}+\frac{\sigma_{1}^{2}}{2} \int_{0}^{t} F^{\prime \prime}\left(X_{s}\right) d s$.

Proof. Note that $\int_{0}^{t}\left|F^{\prime}\left(X_{s}\right)\right|^{2} d s<\infty$ and $\int_{0}^{t}\left|F^{\prime \prime}\left(X_{s}\right)\right| d s<\infty$ a.s., so, the Itô integral $\int_{0}^{t} F^{\prime}\left(X_{s}\right) d W_{s}$ exists and is a local square-integrable martingale, and the Lebesgue integral $\int_{0}^{t} F^{\prime \prime}\left(X_{s}\right) d s$ also exists. As to integrals $\int_{0}^{t} F^{\prime}\left(X_{s}\right) d B_{s}^{H_{i}}$ for $2 \leqslant i \leqslant m$, they exist as pathwise integrals because $X \in C^{1 / 2-}[0, t]$, $B^{H_{i}} \in C^{H_{i}-}[0, t]$ and $H_{i}+1 / 2>1$. Further calculations are obvious: we use the Taylor formula and pass to the limit, as usual, taking into account that for any $1 \leqslant i \leqslant m$ and $2 \leqslant j \leqslant m \sum_{k=1}^{k_{n}}\left(B_{t_{k}^{n}}^{H_{i}}-B_{t_{k-1}^{n}}^{H_{i}}\right)\left(B_{t_{k}^{n}}^{H_{j}}-B_{t_{k-1}^{n}}^{H_{j}}\right) \xrightarrow{P} 0$ as $n \rightarrow \infty$.

Now, consider the process $Y_{t}=\sum_{i=1}^{m} \sigma_{i} B_{t}^{H_{i}}$, where $H_{i} \in(1 / 2,1)$ for any $1 \leqslant i \leqslant m$. We can forecast that in this case the class $C^{1}(\mathbb{R})$ of functions can be used.

Theorem 2.7.3. Let $Y_{t}=\sum_{i=1}^{m} \sigma_{i} B_{t}^{H_{i}}$, where $H_{i} \in(1 / 2,1)$ for any $1 \leqslant i \leqslant m$. Let $F \in C^{1}(\mathbb{R})$, and $F^{\prime} \in C^{\beta}[0, t]$ with $(\beta+1) \min H_{i}>1$ for any $t>0$. Then for any $t>0$

$$
\begin{equation*}
F\left(Y_{t}\right)-F(0)=\sum_{i=1}^{m} \sigma_{i} \int_{0}^{t} F^{\prime}\left(Y_{s}\right) d B_{s}^{H_{i}} \tag{2.7.1}
\end{equation*}
$$

Proof. Clearly, condition $(\beta+1) \min H_{i}>1$ ensures the existence of $\int_{0}^{t} F^{\prime}\left(Y_{s}\right) d B_{s}^{H_{i}}$ as the limit of Riemann sums for any $i>1$. Consider convolutions $F_{n}=F * \varphi_{n}$ with $\varphi_{n}$ from Lemma 2.1.8. Then $F_{n} \in C^{\infty}(\mathbb{R})$, formula (2.7.1) holds for any $F_{n}$ and for any $1-\min H_{i}<\gamma<\beta \cdot \min H_{i}$ we have that
$D_{0+}^{\gamma} F_{n}^{\prime} \rightarrow D_{0+}^{\gamma} F^{\prime}$ in $L_{1}[a, b]$ as $n \rightarrow \infty$ for any $a, b \in \mathbb{R}$, which can be proved similarly to (2.1.10). Therefore,

$$
\begin{aligned}
& \left|\int_{0}^{t}\left(F^{\prime}\left(Y_{s}\right)-F_{n}^{\prime}\left(Y_{s}\right)\right) d B_{s}^{H_{i}}\right| \\
& \quad \leqslant \sup _{0 \leqslant s \leqslant t}\left|D_{t-}^{1-\gamma} B_{t-}^{H_{i}}(s)\right| \int_{-\sup _{0 \leqslant s \leqslant t}\left|Y_{s}\right|}^{\substack{\sup _{0}\left|Y_{s}\right|}}\left|D_{0+}^{\gamma} F_{n}^{\prime}(s)-D_{0+}^{\gamma} F^{\prime}(s)\right| d s \rightarrow 0
\end{aligned}
$$

whence the proof follows.
Remark 2.7.4. Theorems 2.7.2 and 2.7.3 can be extended to the functions $F$ of several variables, depending also on $t$. The Itô formula has the following form: let $Y_{t}^{i}=\int_{0}^{t} f_{i}(s) d B_{s}^{H_{i}}$, where $H_{1}=1 / 2, H_{i} \in(1 / 2,1), 2 \leqslant i \leqslant m-1$, $Y_{t}^{m}=\int_{0}^{t} g(s) d s, \int_{0}^{t} f_{1}^{2}(s) d s<\infty$ a.s., $f_{i} \in C^{\beta_{i}}[0, t]$ a.s. for $\beta_{i}+H_{i}>1$, $\int_{0}^{t}|g(s)| d s<\infty$ a.s., $F=F(t, x): \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}, F \in C^{1}\left(\mathbb{R}^{+}\right) \times C^{2}(\mathbb{R})$ $\times C^{1}\left(\mathbb{R}^{n-1}\right)$, the integrals $\int_{0}^{t}\left(\frac{\partial F}{\partial x_{1}}\left(Z_{s}\right) f_{1}(s)\right)^{2} d s<\infty, \int_{0}^{t}\left|\frac{\partial F}{\partial t}\left(Z_{s}\right)\right| d s<\infty$, $\int_{0}^{t}\left|\frac{\partial^{2} F}{\partial x_{1}^{2}}\left(Z_{s}\right)\right| f_{1}^{2}(s) d s<\infty$, and $\int_{0}^{t}\left|\frac{\partial F}{\partial x_{1}}\left(Z_{s}\right)\right||g(s)| d s<\infty$ a.s, $\frac{\partial F}{\partial x_{i}}\left(Z_{s}\right) f_{i}$ $\in C^{\gamma}[0, t]$ a.s. for $\gamma+H_{i}>1$ and any $t>0$, where $Z_{s}=\left(s, Y_{s}^{1}, \ldots, Y_{s}^{m}\right)$. Then

$$
\begin{align*}
F\left(t, Y_{t}^{1}, \ldots, Y_{t}^{m}\right)= & F(0)+\int_{0}^{t} \frac{\partial F}{\partial t}\left(Z_{s}\right) d s+\sum_{i=1}^{m-1} \int_{0}^{t} \frac{\partial F}{\partial x_{i}}\left(Z_{s}\right) f_{i}(s) d B_{s}^{H_{i}} \\
& +\int_{0}^{t} \frac{\partial F}{\partial x_{m}}\left(Z_{s}\right) g(s) d s+\frac{1}{2} \int_{0}^{t} \frac{\partial^{2} F}{\partial x_{1}^{2}}\left(Z_{s}\right) f_{1}^{2}(s) d s \tag{2.7.2}
\end{align*}
$$

In particular, for the process $Y_{t}=\int_{0}^{t} a(s) d B_{s}^{H}+\int_{0}^{t} b(s) d s$ we have that

$$
\begin{align*}
F\left(t, Y_{t}\right)=F\left(0, Y_{0}\right)+\int_{0}^{t} F_{t}^{\prime} & \left(s, Y_{s}\right) d s+\int_{0}^{t} F_{x}^{\prime}\left(s, Y_{s}\right) b(s) d s \\
& +\int_{0}^{t} F_{x}^{\prime}\left(s, Y_{s}\right) a(s) d B_{s}^{H}, H \in(1 / 2,1) \tag{2.7.3}
\end{align*}
$$

### 2.7.3 The Itô Formula in Terms of Wick Integrals

The next result is a direct consequence of Theorems 2.3.8 and 2.7.3.
Theorem 2.7.5. Let the function $F=F(t, x): \mathbb{R}_{+} \times \mathbb{R} \rightarrow \mathbb{R}$ be continuously differentiable in $t$ and twice continuously differentiable in $x$. Let $Y_{t}$ be as in Theorem 2.7.2, $E\left|\frac{\partial F}{\partial x}\left(t, Y_{t}\right)\right|^{2+\varepsilon}<\infty, t>0$ for some $\varepsilon>0$, $E \sup _{0 \leqslant s \leqslant t}\left[\left(\frac{\partial F}{\partial x}\left(s, Y_{s}\right)\right)^{2}+\left(\frac{\partial^{2} F}{\partial x^{2}}\left(s, Y_{s}\right)\right)^{2}\right]<\infty, t>0$. Then

$$
\begin{align*}
& F\left(t, Y_{t}\right)-F(0,0)=\int_{0}^{t} \frac{\partial F}{\partial t}\left(s, Y_{s}\right) d s+\int_{0}^{t} \frac{\partial F}{\partial x}\left(s, Y_{s}\right) \diamond d Y_{s} \\
+ & \sum_{i, k=1}^{m} \sigma_{i} \sigma_{k} \tilde{C}_{H_{i}, H_{k}}\left(H_{i}+H_{k}\right) \int_{0}^{t} \frac{\partial^{2} F}{\partial x^{2}}\left(s, Y_{s}\right) s^{H_{i}+H_{k}-1} d s \tag{2.7.4}
\end{align*}
$$

### 2.7.4 The Itô Formula for $H \in(0,1 / 2)$

We use the integral representation of fBm via the underlying Wiener process $B$ on the finite interval $[0, t]$ :

$$
\begin{aligned}
& B_{t}^{H}=\int_{0}^{t} m_{H}(t, s) d B_{s} \\
= & C_{H}^{(6)} t^{\alpha} \int_{0}^{t} u^{-\alpha}(t-u)^{\alpha} d B_{u}-C_{H}^{(6)} \alpha \int_{0}^{t} s^{\alpha-1}\left(\int_{0}^{s} u^{-\alpha}\left(s-u^{-\alpha}\right) d B_{u}\right) d s .
\end{aligned}
$$

Let the function $F \in C^{3}(\mathbb{R})$ and we want to expand $F\left(B_{t}^{H}\right)$. Note that $B_{t}^{H}=B_{t, t}^{H}$, where for $0<z<t B_{z, t}^{H}=C_{H}^{(6)} z^{\alpha} \int_{0}^{z} u^{-\alpha}(t-u)^{\alpha} d B_{u}$ $-C_{H}^{(6)} \alpha \int_{0}^{z} s^{\alpha-1}\left(\int_{0}^{s} u^{-\alpha}(s-u)^{-\alpha} d B_{u}\right) d s$. Therefore

$$
\begin{align*}
& F\left(B_{t}^{H}\right)= F(0)+\int_{0}^{t} F^{\prime}\left(B_{z, t}^{H}\right) d_{z} B_{z, t}^{H}+\frac{1}{2}\left(C_{H}^{(6)}\right)^{2} \int_{0}^{t} F^{\prime \prime}\left(B_{z, t}^{H}\right)(t-z)^{2 \alpha} d z \\
&= F(0)+\alpha C_{H}^{(6)} \int_{0}^{t} F^{\prime}\left(B_{z, t}^{H}\right) z^{\alpha-1} \int_{0}^{z} u^{-\alpha}(t-u)^{\alpha} d B_{u} d z \\
& \quad+C_{H}^{(6)} \int_{0}^{t} F^{\prime}\left(B_{z, t}^{H}\right)(t-z)^{\alpha} d B_{z} \\
&-\alpha C_{H}^{(6)} \int_{0}^{t} F^{\prime}\left(B_{z, t}^{H}\right) z^{\alpha-1}\left(\int_{0}^{z} u^{-\alpha}\left(t-u^{-\alpha}\right) d B_{u}\right) d z \\
& \quad+\frac{1}{2}\left(C_{H}^{(6)}\right)^{2} \int_{0}^{t} F^{\prime \prime}\left(B_{z, t}^{H}\right)(t-z)^{2 \alpha} d z \tag{2.7.5}
\end{align*}
$$

Further,

$$
\begin{align*}
B_{z, t}^{H}=B_{z}^{H}+\alpha C_{H}^{(6)} z^{\alpha} & \int_{0}^{z} u^{-\alpha} \int_{z}^{t}(v-u)^{\alpha-1} d v d B_{u} \\
& =B_{z}^{H}+\alpha C_{H}^{(6)} z^{\alpha} \int_{z}^{t} \int_{0}^{z} u^{-\alpha}(v-u)^{\alpha-1} d B_{u} d v \tag{2.7.6}
\end{align*}
$$

whence

$$
\begin{align*}
& F^{\prime}\left(B_{z, t}^{H}\right)=F^{\prime}\left(B_{z}^{H}\right)+\int_{z}^{t} F^{\prime \prime}\left(B_{z}^{H}+\alpha C_{H}^{(6)} z^{\alpha} \int_{z}^{r} \int_{0}^{z} u^{-\alpha}(v-u)^{\alpha-1} d B_{u} d v\right) \\
& \quad \times \alpha C_{H}^{(6)} z^{\alpha} \int_{0}^{z} u^{-\alpha}(r-u)^{\alpha-1} d B_{u} d r=: F^{\prime}\left(B_{z}^{H}\right)+\phi\left(F^{\prime \prime}, z, t\right), \tag{2.7.7}
\end{align*}
$$

and similar relation holds for $F^{\prime \prime}\left(B_{z, t}^{H}\right)$. But

$$
\begin{equation*}
\int_{z}^{r} \int_{0}^{z} u^{-\alpha}(v-u)^{\alpha-1} d B_{u} d v=\frac{1}{\alpha} \int_{0}^{z} u^{-\alpha}\left[(r-u)^{\alpha}-(z-u)^{\alpha}\right] d B_{u} \tag{2.7.8}
\end{equation*}
$$

Substituting (2.7.6)-(2.7.8) into (2.7.5), we obtain the following result.
Theorem 2.7.6. Let $H \in(0,1 / 2), B^{H}$ be an $f B m$ with Hurst index $H$, represented as $B_{t}^{H}=\int_{0}^{t} m_{H}(t, s) d B_{s}$. Denote $Y_{r, z}:=C_{H}^{(6)} \int_{0}^{z} u^{-\alpha}(r-u)^{\alpha} d B_{u}$, $0 \leqslant z \leqslant r, Y_{z}:=Y_{z, z}$. Then

$$
\begin{aligned}
& F\left(B_{t}^{H}\right)=F(0)+\int_{0}^{t} F^{\prime}\left(B_{z}^{H}\right) \alpha z^{\alpha-1} Y_{t, z} d z+C_{H}^{(6)} \int_{0}^{t} F^{\prime}\left(B_{z}^{H}\right)(t-z)^{\alpha} d B_{z} \\
& \quad-\alpha \int_{0}^{t} F^{\prime}\left(B_{z}^{H}\right) z^{\alpha-1} Y_{t, z} d z+\frac{1}{2}\left(C_{H}^{(6)}\right)^{2} \int_{0}^{t} F^{\prime \prime}\left(B_{z}^{H}\right)(t-z)^{2 \alpha} d z+R_{t}
\end{aligned}
$$

where

$$
\begin{aligned}
R_{t}= & \alpha \int_{0}^{t} \phi\left(F^{\prime \prime}, z, t\right) \alpha z^{\alpha-1} Y_{t, z} d z+C_{H}^{(6)} \int_{0}^{t} \phi\left(F^{\prime \prime}, z, t\right)(t-z)^{\alpha} d B_{z} \\
& -\alpha \int_{0}^{t} \phi\left(F^{\prime \prime}, z, t\right) z^{\alpha-1} Y_{t, z} d z+\frac{1}{2}\left(C_{H}^{(6)}\right)^{2} \int_{0}^{t} \phi\left(F^{\prime \prime \prime}, z, t\right)(t-z)^{2 \alpha} d z
\end{aligned}
$$

Remark 2.7.7. The different approaches to the Itô formula for fBm with $H \in(1 / 2,1)$ are contained in the papers (Lin95), (DH96), (DU99), (AN02), (DHP00), (BO04), (CCM03), (FdP01). An elegant version of the Itô formula for $F\left(B_{t}^{H}\right)$ for any $H \in(0,1)$ was obtained by C. Bender in (Ben03a) and (Ben03c), but in terms of distributions. If the distribution $F$ is of function type, continuous at 0 and of polynomial growth, the form of such an Itô formula coincides with (2.7.4) for $m=1$. For the other forms of the Itô formula for fBm with $H \in(0,1 / 2)$ see also (Nua03), (GRV03), (ALN01), (AMN00), (CN05).

### 2.7.5 Itô Formula for Fractional Brownian Fields

First, we prove one auxiliary result for Hölder two-parameter functions. Let the function

$$
\begin{aligned}
& F: \mathbb{R} \rightarrow \mathbb{R}, F \in C^{3}(\mathbb{R}), F^{\prime \prime \prime} \text { is the Lipschitz function, } f(t):=F(g(t)) \\
& \qquad g \in C^{\mu_{1} \mu_{2}}\left(\mathbb{R}_{+}^{2}\right) \text { with } \mu_{i}>1 / 2, i=1,2
\end{aligned}
$$

Let the rectangle $\mathcal{P}_{t}=[0, t] \subset \mathbb{R}_{+}^{2}$ be fixed, $\pi_{n}^{i}:=\left\{0=t_{0}^{i, n}<\cdots t_{2^{n}}^{i, n}=t_{i}\right\}$, where $t_{k}^{i, n}=\frac{k t_{i}}{2^{n}}, f_{i k}=f\left(\frac{i t_{1}}{2^{n}}, \frac{k t_{2}}{2^{n}}\right)$,

$$
\Delta_{i k}^{1} f=f_{i+1 k}-f_{i k}, \Delta_{i k}^{2} f=f_{i k+1}-f_{i k}, \Delta_{i k} f=\Delta_{i k+1}^{1} f-\Delta_{i k}^{1} f
$$

Lemma 2.7.8. Under assumption (2.7.9) $\lim _{n \rightarrow \infty} I_{j}^{n}=0,1 \leqslant j \leqslant 7$, where
$I_{1}^{n}=\sum_{i, k=0}^{2^{n}-1} \Delta_{i k}^{1} f \Delta_{i k} g, I_{2}^{n}=\sum_{i, k=0}^{2^{n}-1} \Delta_{i k}^{2} f \Delta_{i k} g, I_{3}^{n}=\sum_{i, k=0}^{2^{n}-1} f_{i k} \Delta_{i k} g \Delta_{i k}^{1} g$,
$I_{4}^{n}=\sum_{i, k=0}^{2^{n}-1} f_{i k} \Delta_{i k} g \Delta_{i k}^{2} g, \quad I_{5}^{n}=\sum_{i, k=0}^{2^{n}-1} \Delta_{i k}^{1} f\left(\Delta_{i k}^{2} g\right)^{2}, \quad I_{6}^{n}=\sum_{i, k=0}^{2^{n}-1}\left(\Delta_{i k}^{1} f\right)^{2} \Delta_{i k}^{2} g$,
$I_{7}^{n}=\sum_{i, k=0}^{2^{n}-1} F^{\prime \prime \prime}\left(g_{i, k}\right) \Delta_{i k}^{1} g\left(\Delta_{i k}^{2} g\right)^{2}$.
Proof. Consider $I_{1}^{n}$ ( $I_{2}^{n}$ is similar). We can rewrite $I_{1}^{n}=\int_{\mathcal{P}_{t}} \tilde{f}_{n} d g$, where $\tilde{f}_{n}=\Delta_{i k}^{1} f$ for $s \in \Delta_{i k}^{n}:=\left[\frac{i t_{1}}{2^{n}}, \frac{(i+1) t_{1}}{2^{n}}\right) \times\left[\frac{k t_{2}}{2^{n}}, \frac{(k+1) t_{2}}{2^{n}}\right)$. Further,

$$
\int_{\mathcal{P}_{t}} \tilde{f}_{n} d g=\int_{\mathcal{P}_{t}}\left(D_{0+}^{\alpha_{1} \alpha_{2}} \tilde{f}_{n}\right)(s)\left(D_{1-}^{1-\alpha_{1} 1-\alpha_{2}} g_{1-}\right)(s) d s
$$

where $1-\mu_{1}<\alpha_{i}<\mu_{i}, i=1,2$. Since $\left|\left(D_{1-}^{1-\alpha_{1} 1-\alpha_{2}} g_{1-}\right)(s)\right| \leqslant C$ for some $C>$ 0 , it is sufficient to prove that $\lim _{n \rightarrow \infty} \int_{\mathcal{P}_{t}}\left|\left(D_{0+}^{\alpha_{1} \alpha_{2}} \tilde{f}_{n}\right)(s)\right| d s=0$, and in turn, for this purpose it is sufficient to prove that $\int_{\mathcal{P}_{t}}\left|\phi_{n, i}(s)\right| d s \rightarrow 0,1 \leqslant i \leqslant 4$, where $\phi_{n, 1}(s)=s_{1}^{-\alpha} s_{2}^{-\alpha} \tilde{f}_{n}(s), \phi_{n, 2}(s)=s_{2}^{-\alpha_{2}} \int_{0}^{s_{1}}\left(\tilde{f}_{n}(s)-\tilde{f}_{n}\left(u, s_{2}\right)\right)\left(s_{1}-u\right)^{-1-\alpha_{1}} d u$, $\phi_{n, 3}(s)=s_{1}^{-\alpha_{1}} \int_{0}^{s_{2}}\left(\tilde{f}_{n}(s)-\tilde{f}_{n}\left(s_{1}, v\right)\right)\left(s_{2}-v\right)^{-1-\alpha_{2}} d v$, $\phi_{n, 4}(s)=\int_{[0, s]} \Delta_{u, v} \tilde{f}_{n}(s)\left(s_{1}-u\right)^{-1-\alpha_{1}}\left(s_{2}-v\right)^{-1-\alpha_{2}} d u d v$. The relation $\int_{\mathcal{P}_{t}}\left|\phi_{n, 1}(s)\right| d s \rightarrow 0$ is evident. Further, if $\frac{i t_{1}}{2^{n}} \leqslant s<\frac{(i+1) t_{1}}{2^{n}}$, then $\left|\phi_{n, 2}(s)\right| \leqslant C s_{2}^{-\alpha_{2}} \int_{0}^{i 2^{-n}}\left(s_{1}-u_{1}\right)^{-1-\alpha_{1}} d u \cdot 2^{-n \mu_{1}}$, whence $\int_{\mathcal{P}_{t}}\left|\phi_{n, 2}(s)\right| d s \leqslant C \int_{0}^{t_{2}} s_{2}^{-\alpha_{2}} d s_{2} \cdot 2^{n\left(\alpha_{1}-\mu_{1}\right)} \rightarrow 0, n \rightarrow \infty$. Similarly, $\int_{\mathcal{P}_{t}}\left|\phi_{n, 3}(s)\right| d s \rightarrow 0, n \rightarrow \infty$. Finally, $\int_{\mathcal{P}_{t}}\left|\phi_{n, 4}(s)\right| d s \leqslant C 2^{-n \mu_{1}}$ $\times \sum_{i, k=0}^{2^{n}-1} \int_{\Delta_{i k}^{n}} \int_{\left[0, t_{k}^{i, n}\right]}\left(s_{1}-u\right)^{-1-\alpha_{1}}\left(s_{2}-v+2^{-n}\right)^{\mu_{2}-\alpha_{2}-1} d u d v d s_{1} d s_{2}$ $=C 2^{n\left(\alpha_{1}+\alpha_{2}-\mu_{1}-\mu_{2}\right)} \rightarrow 0, n \rightarrow \infty$. Of course, similar estimates hold for $I_{3}^{n}$ and $I_{4}^{n}$. As to $I_{5}^{n}, I_{6}^{n}$ and $I_{7}^{n}$, their estimates resemble each other, so, we consider only $I_{5}^{n}$. Note that

$$
\lim _{n \rightarrow \infty} S_{n}:=\lim _{n \rightarrow \infty} \sum_{i=0}^{2^{n}-1} f\left(t_{i 2^{n}}^{n}\right)\left(\Delta_{i 2^{n}}^{1} g_{i+12^{n}}\right)^{2} \leqslant \lim _{n \rightarrow \infty} C \cdot 2^{n} \cdot 2^{-2 n \mu_{1}}=0
$$

Now, present the sum $S_{n}$ as

$$
\begin{aligned}
S_{n}=\sum_{i, k=0}^{2^{n}-1}\left(f_{i k}\left(\Delta_{i k} g\right)^{2}+2 f_{i k} \Delta_{i k} g \Delta_{i k}^{1} g\right. & +\Delta_{i k}^{2} f\left(\Delta_{i k}^{1} g\right)^{2}+\Delta_{i k}^{2} f\left(\Delta_{i k} g\right)^{2} \\
& \left.+2 \Delta_{i k}^{2} f \Delta_{i k}^{1} g \Delta_{i k} g\right)= \\
& \sum_{1 \leqslant i \leqslant 5} S_{n, i}
\end{aligned}
$$

where $S_{n, 1} \leqslant C \cdot 2^{-2 n\left(\mu_{1}+\mu_{2}-1\right)} \rightarrow 0, n \rightarrow \infty$, similarly, $S_{n, 4} \rightarrow 0, S_{n, 5} \rightarrow 0$, $n \rightarrow \infty$. According to previous estimates $\lim _{n \rightarrow \infty} S_{n, 2}=\lim _{n \rightarrow \infty} I_{3}^{n}=0$. Therefore, $\lim _{n \rightarrow \infty} I_{5}^{n}=\lim _{n \rightarrow \infty} S_{n, 3}=0$.
Remark 2.7.9. Let $F: \mathbb{R} \rightarrow \mathbb{R}, F \in C^{3}(\mathbb{R})$ and $F^{\prime \prime \prime}$ is the Lipschitz function, the field $g(t)$ is a linear combination of the fractional Brownian fields,

$$
g(t)=\sum_{i=1}^{m} \sigma_{i} B_{t}^{H_{1}^{i} H_{2}^{i}} \text { with } H_{j}^{i}>\frac{1}{2}, j=1,2,1 \leqslant i \leqslant m .
$$

Clearly, the previous lemma holds for such $g(t)$ and $f(t)=F(g(t))$.
Theorem 2.7.10. For any $t \in \mathbb{R}_{+}^{2}$

$$
F(g(t))=F(0)+\int_{\mathcal{P}_{t}} F^{\prime}(g) d g+\int_{\mathcal{P}_{t}} F^{\prime \prime}(g) d_{1} g d_{2} g
$$

Proof. According to the one-parameter Itô formula (Theorem 2.7.3)

$$
\begin{aligned}
F(g(t))=F(0)+\int_{0}^{t_{1}} F^{\prime}\left(g \left(s_{1},\right.\right. & \left.\left.t_{2}\right)\right) d_{1} g\left(s_{1}, t_{2}\right) \\
& =F(0)+\lim _{n \rightarrow \infty} \sum_{i=0}^{2^{n}} f\left(t_{i, 2^{n}}^{n}\right) \Delta_{i, 2^{n}}^{1} g_{i+1,2^{n}} \text { a.s. }
\end{aligned}
$$

The prelimit sum can be presented as

$$
\begin{gather*}
\sum_{i, k=0}^{2^{n}-1} F^{\prime}\left(g\left(t_{i k}^{n}\right)\right) \Delta_{i k} g+\sum_{i, k=0}^{2^{n}-1} F^{\prime \prime}\left(g\left(t_{i k}^{n}\right)\right) \Delta_{i k}^{1} g \Delta_{i k}^{2} g+\sum_{i, k=0}^{2^{n}-1} F^{\prime \prime}\left(g\left(s_{n}^{i k}\right)\right) \Delta_{i k} g \Delta_{i k}^{2} g \\
+\frac{1}{2} \sum_{i, k=0}^{2^{n}-1} F^{\prime \prime \prime}\left(g\left(\theta_{i k}^{n}\right)\right)\left(\Delta_{i k}^{2} g\right)^{2} \Delta_{i k}^{1} g+\frac{1}{2} \sum_{i, k=0}^{2^{n}-1} F^{\prime \prime \prime}\left(g\left(\theta_{i k}^{n}\right)\right)\left(\Delta_{i k}^{2} g\right)^{2} \Delta_{i k} g \tag{2.7.10}
\end{gather*}
$$

where $\theta_{i k}^{n} \in \Delta_{i k}^{n}$. According to Theorem 2.2.9, $\sum_{i, k=0}^{2^{n}-1} F^{\prime}\left(g\left(t_{i k}^{n}\right)\right) \Delta_{i k} g \rightarrow$ $\int_{\mathcal{P}_{t}} F^{\prime}(g) d g$ a.s. Furthermore, according to Theorem 2.2.17 and Lemma 2.7.8, $\sum_{i, k=0}^{2^{n}-1} F^{\prime \prime}\left(g\left(t_{i k}^{n}\right)\right) \Delta_{i k}^{1} g \Delta_{i k}^{2} g \rightarrow \int_{\mathcal{P}_{t}} F^{\prime \prime}(g) d_{1} g d_{2} g, \sum_{i, k=0}^{2^{n}-1} F^{\prime \prime}\left(g\left(s_{n}^{i k}\right)\right) \Delta_{i k} g \Delta_{i k}^{2} g \rightarrow 0$, $\frac{1}{2} \sum_{i, k=0}^{2^{n}-1} F^{\prime \prime \prime}\left(g\left(t_{i k}^{n}\right)\right)\left(\Delta_{i k}^{2} g\right)^{2} \Delta_{i k}^{1} g \rightarrow 0, \frac{1}{2} \sum_{i, k=0}^{2^{n}-1} F^{\prime \prime \prime}\left(g\left(t_{i k}^{n}\right)\right)\left(\Delta_{i k}^{2} g\right)^{2} \Delta_{i k} g \rightarrow 0$, and due to the Lipschitz properties of $F^{\prime \prime \prime}, \frac{1}{2} \sum_{i, k=0}^{2^{n}-1} F^{\prime \prime \prime}\left(g\left(\theta_{i k}^{n}\right)\right)\left(\Delta_{i k}^{2} g\right)^{2} \Delta_{i k}^{1} g \rightarrow 0$,
$\frac{1}{2} \sum_{i, k=0}^{2^{n}-1} F^{\prime \prime \prime}\left(g\left(\theta_{i k}^{n}\right)\right)\left(\Delta_{i k}^{2} g\right)^{2} \Delta_{i k} g \rightarrow 0, n \rightarrow \infty$, a.s., and the assertion of the theorem is proved.
Remark 2.7.11. The theorem holds even for $F \in C^{2}(\mathbb{R})$, such that $F^{\prime \prime}$ is the Lipschitz function. To prove this, we must rewrite the sum of second and fourth term on the right-hand side of (2.7.10) as $\sum_{i, k=0}^{2^{n}-1} F^{\prime \prime}\left(g\left(\theta_{i k}^{n}\right)\right) \Delta_{i k}^{1} g \Delta_{i k}^{2} g$. Then we can prove that this sum has a limit $\int_{\mathcal{P}_{t}} F^{\prime \prime}(g) d_{1} g d_{2} g$, similarly to Theorem 2.2.17. Also, the sum of third and fifth terms can be rewritten as $\sum_{i, k=0}^{2^{n}-1} F^{\prime \prime}\left(g\left(\theta_{i k}^{n}\right)\right) \Delta_{i k} g \Delta_{i k}^{2} g$, and we can prove that its limit is zero.

### 2.7.6 The Itô Formula for $H \in(0,1)$ in Terms of Isometric Integrals, and Its Applications

## Definitions

If $f \in L^{2}(P \otimes \lambda), f$ is predictable, $\pi$ is a partition, then $f_{\pi}$ is the step function $f_{\pi}=\sum_{i} f\left(t_{i-1}\right) \mathbf{1}_{\left[t_{i-1}, t_{i}\right)}(t)$.

Define the class of functions $\Phi$ as follows: $\vec{f} \in \Phi$ if the following conditions are satisfied:
(i) $\vec{f}:=\left(f^{i}: i \geq 1\right)$, where $f^{i} \in L^{2}(P \otimes \lambda), f^{i}$ is predictable and $\sum_{i}\left\|f^{i}\right\|_{L^{2}(P \otimes \lambda)}<\infty$.
(ii) $\vec{f}$ is uniformly tight: $P\left\{\sup _{t \leq T} \sup _{i}\left|f^{i}(t)\right|>C\right\} \rightarrow 0$ as $C \rightarrow \infty$.
(iii) The random variable $u$ defined by $u:=\sum_{i}\left(f_{\pi}^{i},\left(B^{H}\right)^{(i)}\right.$ ) (for the notations see Section 2.5.2) does not depend on the partition $\pi$, and the series converges absolutely with probability one, when $\vec{f} \in \Phi$.

Write $\left(\vec{f}, \overrightarrow{B^{H}}\right)$ for the sum $\sum_{i}\left(f_{\pi}^{i},\left(B^{H}\right)^{(i)}\right)$, and put $\mathcal{U}:=\{u: u=$ $\left.\left(\vec{f}, \overrightarrow{B^{H}}\right), \vec{f} \in \Phi\right\}$. Let $\Phi_{p}$ be the projection of $\Phi$ to the first $p$ coordinates.

The following example shows that $\mathcal{U}$ is nonempty.
Example 2.7.12. Assume that $f \in C_{b}^{\infty}(\mathbb{R})$ : then

$$
f\left(B_{T}^{H}\right)-f(0)=\sum_{i=1}^{n} \Delta f\left(B_{t_{i}}^{H}\right)
$$

and if $f^{k}:=(1 / k!) f^{(k)}, k \geq 1$, then

$$
f\left(B_{T}^{H}\right)-f(0)=\left(\vec{f}, \overrightarrow{B^{H}}\right)
$$

$f\left(B_{T}^{H}\right)-f(0) \in \mathcal{U}$ and $\vec{f} \in \Phi,\left(f^{1}, \ldots, f_{p}\right) \in \Phi_{p}$ for any $p \geq 1$.

Lemma 2.7.13. If $u \in \mathcal{U}, u=\left(\vec{f}, \overrightarrow{B^{H}}\right)$ with $u=0$, then $f^{i}=0, i \geq 1$.
Proof. Since $u$ does not depend on the partition, take first the partition $\{0, T\}$. The random variable $u$ has a representation

$$
\begin{equation*}
u=\sum_{i} f_{0}^{i}\left(B_{T}^{H}\right)^{i} \tag{2.7.11}
\end{equation*}
$$

where $f_{0}^{i}$ are real numbers, since $\mathcal{F}_{0}$ is the trivial $\sigma$-algebra. But since $u=0$ from (2.7.11) it follows that for almost all $y \in \mathbb{R}$ we have that $\sum_{i} f_{0}^{i} y^{i}=0$ and hence $f_{0}^{i}=0$ for all $i \geq 1$.

Next, consider the partition $\{0, t, T\}$. We have that

$$
u=\sum_{i} f_{0}^{i}\left(B_{t}^{H}\right)^{i}+\sum_{i} f_{t}^{i}\left(B_{T}^{H}-B_{t}^{H}\right)^{i}=0
$$

From the above we get that $f_{0}^{i}=0$ for all $i \geq 1$ and hence also $f_{t}^{i}=0$ for all $i \geq 1$.

## The Itô Formula for Isometric Integrals

The following is an analogue of the Itô formula in this context.
Theorem 2.7.14. Assume that the Hurst index $H$ satisfies $H \in(0,1 / 2)$. There exists one-to-one correspondence between $\mathcal{U}$ and the set

$$
\mathcal{V}:=\left\{v: v:=\sum_{i=1}^{[1 / H]}\left(f^{i},\left(B^{H}\right)^{(i)}\right)\right\}
$$

Proof. We must show that there exists one-to-one correspondence between $\mathcal{U}$ and $\Phi_{[1 / H]}$. Assume that $f \in \Phi_{[1 / H]}$. Then there exists a vector $\vec{g} \in \Phi$ such that $f^{i}=g^{i}$ for $i \leq[1 / H]$. Assume that $\vec{h}$ is another element from $\Phi$ such that $f^{i}=h^{i}$ for $i \leq[1 / H]$. Put $u:=\left(\vec{g}, \overrightarrow{B^{H}}\right)$ and $v:=\left(\vec{h}, \overrightarrow{B^{H}}\right)$. Then

$$
u-v=\sum_{i=\lfloor 1 / H\rfloor+1}^{\infty}\left(g^{i}-h^{i},\left(B^{H}\right)^{(i)}\right)
$$

On one hand, since $u$ and $v$ are independent of the partition $\pi$, we can take a partition $\pi$ such that $|\pi|<1$. Then for any $\varepsilon>0$ we have that

$$
\begin{equation*}
P\{|u-v|>\varepsilon\} \leq P(D)+P\{|u-v|>\varepsilon, \Omega \backslash D\} \tag{2.7.12}
\end{equation*}
$$

and $D$ is the set $D:=\left\{\sup _{t \leq T} \sup _{i}\left|f_{t}^{i}-g_{t}^{i}\right| \geq C\right\}$. But

$$
P\{|u-v|>\varepsilon, \Omega \backslash D\} \leq \frac{C}{\varepsilon} \sum_{i>1 / H} E \sum_{k}\left|\Delta B_{k}^{H}\right|^{i}
$$

and since

$$
E \sum_{k}\left|\Delta B_{k}^{H}\right|^{i} \leq C T(|\pi|)^{H i-1}
$$

we have that

$$
P\{|u-v|>\varepsilon, \Omega \backslash D\} \rightarrow 0
$$

as $|\pi| \rightarrow 0$. By property (iii) of $\Phi$ we can choose $C$ such that $P(D)<\delta$ for any $\delta>0$. Use these estimates in (2.7.12) to conclude that $u=v$. On the other hand, if $u=\left(\vec{f}, \overrightarrow{B^{H}}\right)=\left(\vec{h}, \overrightarrow{B^{H}}\right)$ we have from Lemma 2.7.13 that $\vec{f}=\vec{h}$. To finish, note that from Example 2.7.12 it follows that the random variable $f\left(B_{T}^{H}\right)-f(0)$ is a representative of $\left.\sum_{i=1}^{[ } 1 / H\right](1 / i!) \int_{0}^{T} f^{(i)}\left(x_{s}\right) d B_{s}^{H(i)}$.

Example 2.7.15 (Fractional Doleans exponent). Assume that $[1 / H]=2 p$, where $p \in \mathbb{N}$. Then the random variable $y_{t}=\exp \left(B_{t}^{H}-t /(2 p)!\right)-1$ is a representative of

$$
\sum_{i=1}^{2 p-1} \frac{1}{i!} \int_{0}^{t} y_{s} d\left(B_{s}^{H}\right)^{(i)}
$$

We say that $y$ is the Doleans exponent of $B^{H}$.

### 2.8 The Girsanov Theorem for fBm and Its Applications

### 2.8.1 The Girsanov Theorem for fBm

Consider the kernel $l_{H}(t, s)=C_{H}^{(5)} s^{-\alpha}(t-s)^{-\alpha}, 0<s<t$. Let $\mathcal{F}_{t}=\sigma\left\{B_{s}^{H}, 0 \leqslant s \leqslant t\right\}=\sigma\left\{B_{s}, 0 \leqslant s \leqslant t\right\}$, where $B$ is underlying Wiener process in the representation

$$
M_{t}^{H}=\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}, B_{t}=\widehat{\alpha} \int_{0}^{t} s^{\alpha} d M_{s}^{H}
$$

Assume that the random process $\left\{\phi_{t}, t \geqslant 0\right\}$ is adapted to filtration $\mathcal{F}_{t}$ and satisfies

$$
\begin{equation*}
\int_{0}^{t} l_{H}(t, s)\left|\phi_{s}\right| d s<\infty, t>0, P \text {-a.s. } \tag{2.8.1}
\end{equation*}
$$

Assume also that we have the representation

$$
\begin{equation*}
\int_{0}^{t} l_{H}(t, s) \phi_{s} d s=\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s, t>0 \tag{2.8.2}
\end{equation*}
$$

with some $\mathcal{F}_{t}$-adapted process $\delta$ satisfying

$$
\begin{equation*}
\int_{0}^{t}\left|\delta_{s}\right| d s<\infty, P \text {-a.s., } t>0 \tag{2.8.3}
\end{equation*}
$$

and

$$
\begin{equation*}
E \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s<\infty, t>0 \tag{2.8.4}
\end{equation*}
$$

Define a square-integrable martingale $L$ by $L_{t}:=\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}$.
Theorem 2.8.1. Assume that we have (2.8.1)-(2.8.4) and the martingale $L$ satisfies

$$
E \exp \left\{L_{t}-1 / 2\langle L\rangle_{t}\right\}=1, t>0
$$

Then the process $\widetilde{B}_{t}^{H}:=B_{t}^{H}-\int_{0}^{t} \phi_{s} d s$ is an $f B m$ with respect to measure $Q$, where the measure $Q$ is defined by

$$
\left.\frac{d Q}{d P}\right|_{\mathcal{F}_{t}}=\exp \left\{L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}
$$

Proof. Note first that the integral

$$
\begin{equation*}
\widetilde{M}_{t}^{H}:=\int_{0}^{t} l_{H}(t, s) d \widetilde{B}_{s}^{H}=\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}-\int_{0}^{t} l_{H}(t, s) \phi_{s} d s \tag{2.8.5}
\end{equation*}
$$

exists, since both integrals exist as pathwise integrals (the first integral was studied in Section 1.8 and (2.8.2) ensures the existence of the second integral). Moreover, from (2.8.2) it follows that

$$
\widetilde{M}_{t}^{H}=M_{t}^{H}-\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s=\widetilde{\alpha}\left(\int_{0}^{t} s^{-\alpha} d B_{s}-\int_{0}^{t} \delta_{s} d s\right)
$$

Evidently, $\left[\widetilde{M}^{H}\right]_{t}:=\underset{|\pi| \rightarrow 0}{P-\lim } \sum_{t_{i} \in \pi}\left(\widetilde{M}_{t_{i}}^{H}-\widetilde{M}_{t_{i-1}}^{H}\right)^{2}$ exists and equals $\left[\widetilde{M}^{H}\right]_{t}=$ $t^{1-2 \alpha}$. Therefore, for any $\theta \in \mathbb{R}$ we have for $\widehat{M}_{t}^{H}:=\widehat{\alpha} \widetilde{M}_{t}^{H}$ that

$$
\begin{gather*}
\theta \widehat{M}_{t}^{H}-\frac{\theta^{2}}{2}\left[\widehat{M}^{H}\right]_{t}+L_{t}-\frac{1}{2}\langle L\rangle_{t}=\theta \int_{0}^{t} s^{-\alpha} d B_{s}-\theta \int_{0}^{t} \delta_{s} d s-\frac{\theta^{2}}{2} \frac{t^{1-2 \alpha}}{1-2 \alpha} \\
+\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}-\frac{1}{2} \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s=\int_{0}^{t}\left(\theta s^{-\alpha}+s^{\alpha} \delta_{s}\right) d B_{s} \\
\quad-\frac{1}{2} \int_{0}^{t}\left(\theta^{2} s^{-2 \alpha}-2 \delta_{s} \theta+\delta_{s}^{2} s^{2 \alpha}\right) d s=: R_{t}-\frac{1}{2}\langle R\rangle_{t}, \tag{2.8.6}
\end{gather*}
$$

where $R$ is a square-integrable martingale given by $R_{t}:=\int_{0}^{t}\left(\theta s^{-\alpha}+s^{\alpha} \delta_{s}\right) d B_{s}$. But (2.8.6) means that the process

$$
K_{t}:=\exp \left\{\theta \widehat{M}_{t}^{H}-\frac{\theta^{2}}{2}\left[\widehat{M}^{H}\right]_{t}+L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}
$$

is a local $P$-martingale. This implies, in turn, that the process $\exp \left\{\theta \widehat{M}_{t}^{H}-\frac{\theta^{2}}{2}\left[\widehat{M}^{H}\right]_{t}\right\}$ is a local $Q$-martingale. From (Ell82, Theorem
13.22), we can conclude that $\widehat{M}^{H}$ is a local $Q$-martingale with the angle bracket $\left\langle\widehat{M}^{H}\right\rangle_{t}=\int_{0}^{t} s^{-2 \alpha} d s$ and so $\widetilde{M}_{t}=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d \widetilde{B}_{s}$, where $\widetilde{B}$ is a standard Brownian motion with respect to $Q$ (and is obtained from $B$ by subtracting a drift). This means that

$$
\begin{equation*}
\int_{0}^{t} l_{H}(t, s) d \widetilde{B}_{s}^{H}=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d \widetilde{B}_{s} . \tag{2.8.7}
\end{equation*}
$$

Now, using two representations for $\widetilde{B}^{H},(2.8 .5)$ and (2.8.7), we can obtain (1.8.17) for $\widetilde{B}^{H}$ and then conclude from Remark 1.8.2 that it is the fBm with respect to the measure $Q$.

### 2.8.2 When the Conditions of the Girsanov Theorem Are Fulfilled? Differentiability of the Fractional Integrals

If we analyze the conditions of the Girsanov theorem, we see that condition (2.8.2) is a principal concern. Now we shall establish that in one particular but important case this condition holds. Let the process $I(t):=\int_{0}^{t} l_{H}(t, s) \phi(s) d s$ with $\phi(t)=\int_{0}^{t} a(s, \omega) d B_{s}^{H}$, where the integrand $a=a(s, \omega): \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ is measurable in its variables and for a.a. $\omega \in \Omega$ is Hölder in $s$ with some index $\beta \in(1 / 2,1)$. According to Theorem 2.1.7, the integral $\phi(t)$ exists as a pathwise integral for $\omega \in \Omega^{\prime}, P\left(\Omega^{\prime}\right)=1$. Moreover, according to Lemma 2.6.6, there exists a repeated integral $J(t):=\int_{0}^{t} a(u, \omega) \int_{u}^{t} l_{H}(t, s) d s d B_{u}^{H}$ and the equality $I(t)=J(t)$ holds for $\omega \in \Omega^{\prime}$.
Lemma 2.8.2. Let $a \in C^{\rho}[0, t]$ for any $t>0$ and for any $\omega \in \Omega^{\prime}, P\left(\Omega^{\prime}\right)=1$, $\rho \in(1 / 2,1)$. Then for any $t>0 I(t)$ admits the representation

$$
I(t)=C_{H}^{(5)} t^{1-2 \alpha} \int_{0}^{t} \delta_{s} d s
$$

where $\delta_{s}=s^{2 \alpha-2} \int_{0}^{s} u^{1-\alpha}(s-u)^{-\alpha} a(u, \omega) d B_{u}^{H}$, and $\delta \in L_{1}[0, t]$ for any $t>0$, $\omega \in \Omega^{\prime}$.

Proof. Further we suppose everywhere that $\omega \in \Omega^{\prime}$ and argument $\omega$ will be omitted. We rewrite $J(t)$ as

$$
\begin{aligned}
& J(t)=t^{1-2 \alpha} \int_{0}^{t} \int_{u / t}^{1} a(u) l_{H}(1, s) d s d B_{u}^{H} \\
& =C_{H}^{(5)} t^{1-2 \alpha} \int_{0}^{t} \int_{u}^{t} s^{2 \alpha-2}(s-u)^{-\alpha} u^{1-\alpha} a(u) d s d B_{u}^{H}=: C_{H}^{(5)} t^{1-2 \alpha} M(t) .
\end{aligned}
$$

Consider now the function

$$
N(t):=\int_{0}^{t} s^{2 \alpha-2} \int_{0}^{s}(s-u)^{-\alpha} u^{1-\alpha} a(u) d B_{u}^{H} d s .
$$

The following results ensure its existence:
(i) According to (NVV99, Lemma 2.1), for the function $g \in C^{\beta}[0, T]$ with $0<\gamma+\beta<1, f(0)=0$ the integral $\int_{0}^{t}(t-u)^{\gamma} d g(u)$ exists and equals

$$
\begin{align*}
\int_{0}^{t}(t-u)^{\gamma} d g(u)= & \lim _{\varepsilon \rightarrow 0}\left(\varepsilon^{\gamma}(g(t-\varepsilon)-g(t))\right. \\
& \left.+t^{\gamma} g(t)+\gamma \int_{0}^{t-\varepsilon}(g(u)-g(t))(t-u)^{\gamma-1} d u\right) \tag{2.8.8}
\end{align*}
$$

(ii) According to Lemma 2.6.3, for $f \in C^{\gamma}[a, b], g \in C^{\beta}[a, b], \gamma+\beta>1$, $0<\varepsilon^{\prime}<\gamma+\beta-1$

$$
\begin{equation*}
\left|\int_{a}^{b} f(t) d g(t)\right| \leqslant C\|f\|_{C^{\gamma}[a, b]}\|g\|_{C^{\beta}[a, b]}\left((b-a)^{1+\varepsilon^{\prime}} \vee(b-a)^{\beta}\right), \tag{2.8.9}
\end{equation*}
$$

where $C$ does not depend of $f$ and $g$. Using (2.8.8)-(2.8.9), we obtain the following estimates for $0<s_{1}<s_{2}<t$ :

$$
\begin{align*}
& \left|\int_{s 1}^{s_{2}} a(z)\left(s_{2}-z\right)^{-\alpha} d B_{z}^{H}\right|=\mid \lim _{\varepsilon \rightarrow 0}\left(-\varepsilon \int_{s_{2}-\varepsilon}^{s_{2}} a(v) d B_{v}^{H}\right. \\
& \left.+\left(s_{2}-s_{1}\right)^{-\alpha} \int_{s_{1}}^{s_{2}} a(z) d B_{z}^{H}+\alpha \int_{s_{1}}^{s_{2}-\varepsilon}\left(s_{2}-z\right)^{-1-\alpha} \int_{z}^{s_{2}} a(v) d B_{v}^{H} d z\right) \mid \\
& \leqslant \lim _{\varepsilon \rightarrow 0}\left(C\|a\|_{C^{\rho}[0, t]}\left\|B^{H}\right\|_{C^{H^{\prime}[0, t]}}\left(\left(s_{2}-s_{1}\right)^{1-\alpha+\varepsilon^{\prime}} \vee\left(s_{2}-s_{1}\right)^{-\alpha+H^{\prime}}\right)\right. \\
& \left.\quad+\alpha \int_{s_{1}}^{s_{2}-\varepsilon}\left(s_{2}-z\right)^{-1-\alpha}\left(\left(s_{2}-z\right)^{1+\varepsilon^{\prime}} \vee\left(s_{2}-z\right)^{H^{\prime}}\right) d z\right), \tag{2.8.10}
\end{align*}
$$

where $H^{\prime}$ is any constant not exceeding $H$ and $0<\varepsilon<\rho+H-1$. Evidently, the right-hand side of $(2.8 .10)$ can be estimated by $C K_{1}(t)\left(s_{2}-s_{1}\right)^{-\alpha+H^{\prime}}$, where $K_{1}(t) \leqslant\|a\|_{C^{\rho}[0, t]}\left\|B^{H}\right\|_{C^{H^{\prime}[0, t]}}(t \vee 1)^{1+\varepsilon-H^{\prime}}, C$ does not depend on $\rho, B^{H}, t$. Further,

$$
\begin{aligned}
& \int_{s_{1}}^{s_{2}}\left(s_{2}-u\right)^{-\alpha} u^{1-\alpha} a(u) d B_{u}^{H}=\int_{s_{1}}^{s_{2}} u^{1-\alpha} d\left(\int_{s_{1}}^{u}\left(s_{2}-z\right)^{-\alpha} a(z) d B_{z}^{H}\right) \\
&= s_{2}^{1-\alpha} \int_{s_{1}}^{s_{2}}\left(s_{2}-z\right)^{-\alpha} a(z) d B_{z}^{H}-(1-\alpha) \int_{s_{1}}^{s_{2}} u^{-\alpha} \int_{s_{1}}^{u}\left(s_{2}-z\right)^{-\alpha} a(z) d B_{z}^{H} d u \\
&=: L\left(s_{1}, s_{2}\right)
\end{aligned}
$$

The estimate

$$
\begin{align*}
\left|L\left(s_{1}, s_{2}\right)\right| \leqslant & C s_{2}^{1-\alpha} K_{1}(t)\left(s_{2}-s_{1}\right)^{-\alpha+H^{\prime}} \\
& +C(1-\alpha) K_{1}(t) \int_{s_{1}}^{s_{2}} u^{-\alpha}\left(u-s_{1}\right)^{-\alpha+H^{\prime}} d u \\
\leqslant & C K_{1}(t)\left(s_{2}^{1-\alpha}\left(s_{2}-s_{1}\right)^{-\alpha+H^{\prime}}+\left(s_{2}-s_{1}\right)^{1-2 \alpha+H^{\prime}}\right) \tag{2.8.11}
\end{align*}
$$

means that $|L(0, s)| \leqslant C K_{1}(t) s^{1-2 \alpha+H^{\prime}}$.
Now it is clear that

$$
\left|N_{t}\right| \leqslant C K_{1}(t) \int_{0}^{t} s^{2 \alpha-2} s^{1-2 \alpha+H^{\prime}} d s \leqslant C K_{1}(t) t^{H^{\prime}}<\infty
$$

Consider the function

$$
N_{\varepsilon}(t):=\int_{0}^{t} s^{2 \alpha-2} \mathbf{1}_{\{s \in[\varepsilon, t]\}} \int_{0}^{s-\varepsilon} u^{1-\alpha}(s-u)^{-\alpha} a(u) d B_{u}^{H} d s
$$

Evidently, for any $\varepsilon>0$ the function

$$
\phi_{\varepsilon}(s, u):=\mathbf{1}_{\{s \in[\varepsilon, t], 0 \leqslant u \leqslant s-\varepsilon\}} s^{2 \alpha-2} u^{1-\alpha}(s-u)^{-\alpha} a(u)
$$

is piecewise-Hölder in $u$ with index $\rho \wedge(1-\alpha)>1 / 2(u=s-\varepsilon$ is the point of Hölder discontinuity), and the function

$$
\psi_{\varepsilon}(s):=\int_{0}^{t} \phi_{\varepsilon}(s, u) d B_{u}^{H}=s^{2 \alpha-2} \mathbf{1}_{\{s \in[\varepsilon, t]\}} \int_{0}^{s-\varepsilon}(s-u)^{-\alpha} u^{1-\alpha} a(u) d B_{u}^{H}
$$

is Riemann integrable on $[0, t]$. Therefore, $\phi_{\varepsilon}(s, u)$ satisfies the conditions of the stochastic Fubini Theorem 2.6.5, whence $N_{\varepsilon}(t)$ exists and equals

$$
M_{\varepsilon}(t):=\int_{0}^{t-\varepsilon} u^{1-\alpha} a(u) \int_{u+\varepsilon}^{t} s^{2 \alpha-2}(s-u)^{-\alpha} d s d B_{u}^{H}
$$

Further,

$$
\begin{aligned}
&\left|N(t)-N_{\varepsilon}(t)\right| \leqslant\left|\int_{\varepsilon}^{t} s^{2 \alpha-2} \int_{s-\varepsilon}^{s} u^{1-\alpha}(s-u)^{-\alpha} a(u) d B_{u}^{H} d s\right| \\
&+\left|\int_{0}^{\varepsilon} s^{2 \alpha-2} \int_{0}^{s} u^{1-\alpha}(s-u)^{-\alpha} a(u) d B_{u}^{H} d s\right| \\
& \leqslant \int_{\varepsilon}^{t} s^{2 \alpha-2} C K_{1}(t)\left(s^{1-\alpha} \varepsilon^{-\alpha+H^{\prime}}+\varepsilon^{1-2 \alpha+H^{\prime}}\right) d s \\
& \quad+\int_{0}^{\varepsilon} s^{2 \alpha-2} C K_{1}(t) s^{1-2 \alpha+H^{\prime}} d s \\
& \leq C K_{1}(t)\left(\varepsilon^{-\alpha+H^{\prime}}+\varepsilon^{H^{\prime}}\right) \rightarrow 0, \varepsilon \rightarrow 0
\end{aligned}
$$

For $M(t)-M^{\varepsilon}(t)$ we use one of the integral transformations from (NVV99, Lemma 2.2): for $\mu \in \mathbb{R}, \nu>-1, c>1$ the integral $\int_{1}^{c} t^{\mu}(t-1)^{\nu} d t$ $=\int_{0}^{1-1 / c} s^{\nu}(1-s)^{-\mu-\nu-2} d s$, and as a result obtain the bound

$$
\begin{aligned}
&\left|M(t)-M_{\varepsilon}(t)\right| \leqslant C\left|\int_{0}^{t-\varepsilon} a(u) u^{1-\alpha} \int_{u}^{u+\varepsilon} s^{2 \alpha-2}(s-u)^{-\alpha} d s d B_{u}^{H}\right| \\
&+C\left|\int_{t-\varepsilon}^{t} a(u) u^{1-\alpha} \int_{u}^{t} s^{2 \alpha-2}(s-u)^{-\alpha} d s d B_{u}^{H}\right| \\
&=C\left|\int_{0}^{t-\varepsilon} a(u) \int_{0}^{\frac{\varepsilon}{u+\varepsilon}} s^{-\alpha}(1-s)^{-\alpha} d s d B_{u}^{H}\right| \\
&+C\left|\int_{t-\varepsilon}^{t} a(u) \int_{0}^{1-\frac{u}{t}} s^{-\alpha}(1-s)^{-\alpha} d s d B_{u}^{H}\right|=: A_{1}(\varepsilon)+A_{2}(\varepsilon) .
\end{aligned}
$$

According to the stochastic Fubini theorem 2.6.5,

$$
\begin{aligned}
A_{1}(\varepsilon)=C \int_{0}^{\varepsilon / t} s^{-\alpha}(1-s)^{-\alpha} & \int_{0}^{t-\varepsilon} a(u) d B_{u}^{H} d s \\
& +C \int_{\varepsilon / t}^{t} s^{-\alpha}(1-s)^{-\alpha} \int_{0}^{\frac{\varepsilon(1-s)}{s}} a(u) d B_{u}^{H} d s
\end{aligned}
$$

and

$$
A_{2}(\varepsilon)=C \int_{0}^{\varepsilon / t} s^{-\alpha}(1-s)^{-\alpha} \int_{t-\varepsilon}^{t(1-s)} a(u) d B_{u}^{H} d s
$$

Therefore,

$$
\begin{aligned}
& \left|A_{1}(\varepsilon)\right| \leqslant C\left|\int_{0}^{t-\varepsilon} a(u) s B_{u}^{H}\right|\left(1-\frac{\varepsilon}{t}\right)^{-\alpha}\left(\frac{\varepsilon}{t}\right)^{1-\alpha} \\
& \quad+C K_{1}(t) \int_{\varepsilon / t}^{1} s^{-\alpha}(1-s)^{\alpha}\left(\frac{\varepsilon(1-s)}{s}\right)^{H^{\prime}} d s \rightarrow 0, \varepsilon \rightarrow 0
\end{aligned}
$$

and

$$
\left|A_{2}(\varepsilon)\right| \leqslant C K_{1}(t) \int_{0}^{\varepsilon / t} s^{-\alpha}(1-s)^{-\alpha}(\varepsilon-t s)^{H^{\prime}} d s \rightarrow 0, \varepsilon \rightarrow 0
$$

Therefore, $N(t)=M(t)$, and our lemma is proved.

## Stochastic Differential Equations Involving Fractional Brownian Motion

### 3.1 Stochastic Differential Equations Driven by Fractional Brownian Motion with Pathwise Integrals

### 3.1.1 Existence and Uniqueness of Solutions: the Results of Nualart and Rǎşcanu

Consider the function $\sigma=\sigma(t, x):[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfying the assumptions: $\sigma$ is differentiable in $x$, there exist $M>0,0<\gamma, \kappa \leq 1$ and for any $R>0$ there exists $M_{R}>0$ such that
(i) $\sigma$ is Lipschitz continuous in $x$ :

$$
|\sigma(t, x)-\sigma(t, y)| \leq M|x-y|, \quad \forall t \in[0, T], x, y \in \mathbb{R}
$$

(ii) $x$-derivative of $\sigma$ is local Hölder continuous in $x$ :

$$
\left|\sigma_{x}(t, x)-\sigma_{x}(t, y)\right| \leq M_{R}|x-y|^{\kappa}, \quad \forall|x|,|y| \leq R, t \in[0, T] ;
$$

(iii) $\sigma$ is Hölder continuous in time:

$$
|\sigma(t, x)-\sigma(s, x)|+\left|\sigma_{x}(t, x)-\sigma_{x}(s, x)\right| \leq M|t-s|^{\gamma}, \quad \forall x \in \mathbb{R}, t, s \in[0, T] .
$$

Let $0<\beta<1 / 2, f \in W_{0}^{\beta}[0, T], g \in W_{1}^{1-\beta}[0, T]$. We need some preliminary estimates, in addition to Lemmas 2.1.9 and 2.1.10.

Consider on $W_{0}^{\beta}[0, T]$ the norm, equivalent to $\|\cdot\|_{0, \beta}$ :

$$
\|f\|_{0, \beta, \lambda}:=\sup _{t \in[0, T]} e^{-\lambda t} \varphi_{f}^{\beta}(t) .
$$

Lemma 3.1.1 ((NR00)). Let assumptions (i)-(iii) hold with $\gamma>\beta$. Then the following statements hold.

1. There exists the integral $G^{(\sigma)}(f)(t):=\int_{0}^{t} \sigma(\cdot, f(\cdot)) d g, t \in[0, T]$.
2. $G^{(\sigma)}(f) \in C^{1-\beta}[0, T] \subset W_{0}^{\beta}[0, T]$.
3. $\left\|G^{(\sigma)}(f)\right\|_{1-\beta} \leq C_{1} \Lambda_{1-\beta}(g)\left(1+\|f\|_{0, \beta}\right)$.
4. $\left\|G^{(\sigma)}(f)\right\|_{0, \beta, \lambda} \leq C_{2} \Lambda_{1-\beta}(g) \lambda^{2 \beta-1}\left(1+\|f\|_{0, \beta, \lambda}\right), \lambda \geq 1$,
where $C_{1}$ and $C_{2}$ depend only on $M, \beta, \gamma, T$ and $|\sigma(0,0)|$.
5. For any $f, h \in W_{0}^{\beta}[0, T]$ such that $f_{T}^{*} \vee h_{T}^{*} \leq R$

$$
\left\|G^{(\sigma)}(f)-G^{(\sigma)}(h)\right\|_{0, \beta, \lambda} \leq C_{3} \lambda^{2 \beta-1} \Lambda_{1-\beta}(g)\left(1+C_{f}+C_{h}\right)\|f-h\|_{0, \beta, \lambda},
$$

where $C_{f}:=\sup _{r \in[0, T]} \int_{0}^{r} \frac{\left|f_{r}-f_{s}\right|^{\kappa}}{(r-s)^{\beta+1}} d s, C_{3}$ depends only on $M, \beta, \gamma, R, M_{R}, T$.
Proof. We prove only statement 5; the others can be proved in a similar, but more simple way. It is easy to check via the Taylor formula in the integral form that the function $\sigma$ satisfying (i)-(iii) admits the following bound: for any $R>0, t_{i} \in[0, T], i=1,2$, and $\left|x_{i}\right| \leq R, 1 \leq i \leq 4$

$$
\begin{align*}
& \left|\sigma\left(t_{1}, x_{1}\right)-\sigma\left(t_{2}, x_{2}\right)-\sigma\left(t_{1}, x_{3}\right)+\sigma\left(t_{2}, x_{4}\right)\right| \\
& \leq M\left|x_{1}-x_{2}-x_{3}+x_{4}\right|+M\left|x_{1}-x_{3}\right|\left|t_{2}-t_{1}\right|^{\gamma}  \tag{3.1.1}\\
& +M_{R}\left|x_{1}-x_{3}\right|\left(\left|x_{1}-x_{2}\right|^{\kappa}+\left|x_{3}-x_{4}\right|^{\kappa}\right) .
\end{align*}
$$

Therefore, from Lemma 2.1.9, part 1,

$$
\begin{align*}
& \left\|G^{(\sigma)}(f)-G^{(\sigma)}(h)\right\|_{0, \beta, \lambda} \\
& \leq C_{\beta, T}^{1} \Lambda_{1-\beta}(g) \sup _{t \in[0, T]} e^{-\lambda t} \int_{0}^{t}\left((t-r)^{-2 \beta}+r^{-\beta}\right) \varphi_{\sigma(\cdot, f(\cdot))-\sigma(\cdot, h(\cdot))}(r) d r \\
& \leq C_{\beta, T}^{1} \Lambda_{1-\beta}(g) \sup _{r \in[0, T]}\left(e^{-\lambda r} \varphi_{\sigma(\cdot, f(\cdot))-\sigma(\cdot, h(\cdot))}(r)\right) \\
& \times \int_{0}^{t} e^{-\lambda(t-r)}\left((t-r)^{-2 \beta}+r^{-\beta}\right) d r . \tag{3.1.2}
\end{align*}
$$

The last integral in (3.1.2) can be estimated by

$$
\begin{align*}
& \int_{0}^{\infty} e^{-\lambda u} u^{-2 \beta} d u+\int_{0}^{t} e^{-\lambda u}(t-u)^{-\beta} d u \\
& =\lambda^{2 \beta-1} \int_{0}^{\infty} e^{-u} u^{-2 \beta} d u+\lambda^{\beta-1} \int_{0}^{\lambda t} e^{-u}(\lambda t-u)^{-\beta} d u  \tag{3.1.3}\\
& \leq \lambda^{2 \beta-1} C_{1, \beta}+\lambda^{\beta-1} C_{2, \beta}
\end{align*}
$$

with $C_{1, \beta}=\int_{0}^{\infty} e^{-u} u^{-2 \beta} d u, C_{2, \beta}=\sup _{z \geq 0} \int_{0}^{z} e^{-u}(z-u)^{-\beta} d u$.
Evidently, for $\lambda \geq 1$

$$
\begin{equation*}
\int_{0}^{t} e^{-\lambda(t-r)}\left((t-r)^{-2 \beta}+r^{-\beta}\right) d r \leq \lambda^{2 \beta-1}\left(C_{1, \beta}+C_{2, \beta}\right) \tag{3.1.4}
\end{equation*}
$$

Further, from the Lipschitz property (i) and (3.1.1), it follows that

$$
\begin{align*}
& \varphi_{\sigma(\cdot, f(\cdot))-\sigma(\cdot, h(\cdot))}(r) \leq M|f(r)-h(r)|+M \int_{0}^{r} \mid f(r)-f(s)-h(r) \\
& \left.+h(s)\left|(r-s)^{-\beta-1} d s+\frac{M}{\gamma-\beta}\right| f(r)-h(r) \right\rvert\, r^{\gamma-\beta}  \tag{3.1.5}\\
& +M_{R}|f(r)-h(r)|\left(\int_{0}^{r} \frac{|f(r)-f(s)|^{\kappa}}{|r-s|^{\beta+1}} d s+\int_{0}^{r} \frac{\mid h(r)-h(s))^{\kappa}}{|r-s|^{\beta+1}} d s\right) .
\end{align*}
$$

The proof follows now directly from (3.1.2)-(3.1.5), with $C_{3}=\left(C_{1, \beta}\right.$ $\left.+C_{2, \beta}\right)\left(M+M_{R}\right)\left(1+\frac{T^{\gamma-\beta}}{\gamma-\beta}\right)$.

The next lemma describes the situation with the Lebesgue integrals. Let the function $b=b(t, x):[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy the assumptions
(iv) for any $R \geq 0$ there exists $L_{R}>0$ such that

$$
|b(t, x)-b(t, y)| \leq L_{R}|x-y|, \quad \forall|x|,|y| \leq R, \forall t \in[0, T] ;
$$

(v) there exists the function $b_{0} \in L_{p}[0, T]$ and $L>0$ such that

$$
|b(t, x)| \leq L|x|+b_{0}(t), \quad \forall(t, x) \in[0, T] \times \mathbb{R}
$$

Lemma 3.1.2. Let $0<\beta<1 / 2$, assumptions (iv) and (v) hold with $p=\beta^{-1}$, $f \in W_{0}^{\beta}[0, T]$. Then the following statements hold.

1. There exists the Lebesgue integral $F^{(b)}(f)(t):=\int_{0}^{t} b(s, f(s)) d s$, $t \in[0, T]$.
2. $F^{(b)}(f) \in C^{1-\beta}[0, T]$.
3. $\left\|F^{(b)}(f)\right\|_{1-\beta} \leq C_{4}\left(1+f_{T}^{*}\right) \leq C_{4}\left(1+\|f\|_{0, \beta}\right)$.
4. $\left\|F^{(b)}(f)\right\|_{0, \beta, \lambda} \leq C_{5} \lambda^{2 \beta-1}\left(1+\|f\|_{0, \beta, \lambda}\right)$,
where $\lambda \geq 1, C_{4}$ and $C_{5}$ depend only on $\beta, T, L$ and $\left\|b_{0}\right\|_{L_{p}[0, T]}$.
5. Let $f, h \in W_{0}^{\beta}[0, T]$ with $f_{T}^{*} \vee h_{T}^{*} \leq R$. Then

$$
\left\|F^{(b)}(f)-F^{(b)}(h)\right\|_{0, \beta, \lambda} \leq C_{6} \lambda^{\beta-1}\|f-h\|_{0, \beta, \lambda}, \quad \lambda \geq 1
$$

where $C_{6}$ depends on $\beta, R, T, L_{R}$.
Proof. We prove only statement 4. Indeed, from Lemma 2.1.10,

$$
\begin{align*}
& \varphi_{F^{(b)}(f)}^{\beta}(t) \leq C_{\beta, T}^{3} \int_{0}^{t} \frac{|b(s, f(s))|}{(t-s)^{\beta}} d s \leq C_{\beta, T}^{3} \int_{0}^{t} \frac{\left(L|f(s)|+b_{0}(s)\right)}{(t-s)^{\beta}} d s \\
& \leq C_{\beta, T}^{3}\left(L \int_{0}^{t} \frac{|f(s)|}{(t-s)^{\beta}} d s+\left(\int_{0}^{t}(t-s)^{-\frac{\beta}{1-\beta}} d s\right)^{1-\beta}\left\|b_{0}\right\|_{L_{1 / \beta}[0, T]}\right)  \tag{3.1.6}\\
& \leq C_{\beta, T}^{3}\left(L \int_{0}^{t} \frac{|f(s)|}{(t-s)^{\beta}} d s+c_{\beta} t^{1-2 \beta} B_{0, \beta}\right),
\end{align*}
$$

where $c_{\beta}=\left(\frac{1-\beta}{1-2 \beta}\right)^{1-\beta}, B_{0, \beta}=\left\|b_{0}\right\|_{L_{p}[0, T]}, C_{\beta, T}^{3}=T^{\beta}+1 / \beta$.
Hence

$$
\begin{aligned}
& \left\|F^{(b)}(f)\right\|_{0, \beta, \lambda} \leq C_{\beta, T}^{3} \cdot L \cdot \sup _{t \in[0, T]} e^{-\lambda t} \int_{0}^{t} \frac{|f(s)|}{(t-s)^{\beta}} d s \\
& +C_{\beta, T}^{3} c_{\beta} B_{0, \beta} \sup _{t \in[0, T]} e^{-\lambda t} t^{1-2 \beta} \\
& \leq C_{\beta, T}^{3} \cdot L \cdot \sup _{s \in[0, T]} e^{-\lambda s}|f(s)| \int_{0}^{t} e^{-\lambda u} u^{-\beta} d s \\
& +C_{\beta, T}^{3} c_{\beta} B_{0, \beta} \lambda^{2 \beta-1} \sup _{z \geq 0} e^{-z} z^{1-2 \beta} \leq C_{5} \lambda^{2 \beta-1}\left(1+\|f\|_{0, \beta, \lambda}\right)
\end{aligned}
$$

where $C_{5}=C_{\beta, T}^{3}\left(L \cdot \Gamma(1-\beta)+c_{\beta} B_{0, \beta} \sup _{z \geq 0} e^{-z} z^{1-2 \beta}\right)$.
Now, let $0<\beta<1$ be fixed, $g \in W_{1}^{1-\beta}[0, T]$. Consider the (deterministic) differential equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}\right) d g_{s}, \quad t \in[0, T] \tag{3.1.7}
\end{equation*}
$$

where $X_{0} \in \mathbb{R}$, and the coefficients $\sigma, b:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ are measurable functions satisfying (i)-(v) with $p=1 / \beta, 0<\gamma, \kappa \leq 1$ and $0<\beta<\beta_{0}=\frac{1}{2} \wedge \gamma \wedge \frac{\kappa}{1+\kappa}$.
Theorem 3.1.3. Equation (3.1.7) has the unique solution $X \in W_{0}^{\beta}[0, T]$. This solution belongs also to the space $C^{1-\beta}[0, T]$.
Proof. Let the function $f \in W_{0}^{\beta}[0, T]$. Then, according to statements 3 of Lemmas 3.1.1 and 3.1.2, $G^{(\sigma)}(f) \in C^{1-\beta}[0, T]$ and $F^{(b)}(f) \in C^{1-\beta}[0, T]$. So, if $X$ is the solution of (3.1.7) and $X \in W_{0}^{\beta}[0, T]$, then $X=X_{0}+F^{(b)}(X)(t)$ $+G^{(\sigma)}(X)(t) \in C^{1-\beta}[0, T]$.

Now we prove the uniqueness. Let $X$ and $Y$ be two solutions from $C^{1-\beta}[0, T]$ and $\|X\|_{C^{1-\beta}[0, T]} \vee\|Y\|_{C^{1-\beta}[0, T]} \leq R$. Then from statements 5 of Lemmas 3.1.1 and 3.1.2, for $\beta<\gamma$

$$
\begin{aligned}
& \|X-Y\|_{0, \beta, \lambda} \leq\left\|F^{(b)}(X)-F^{(b)}(Y)\right\|_{0, \beta, \lambda}+\left\|G^{(\sigma)}(X)-G^{(\sigma)}(Y)\right\|_{0, \beta, \lambda} \\
& \leq\left(C_{3} \Lambda_{1-\beta}(g) \lambda^{2 \beta-1}\left(1+C_{X}+C_{Y}\right)+C_{6} \lambda^{\beta-1}\right)\|X-Y\|_{0, \beta, \lambda}, \quad \lambda \geq 1
\end{aligned}
$$

Note, that for $\beta<\frac{\kappa}{1+\kappa}$ and for $(1-\beta)$-Hölder $X$ and $Y$

$$
C_{X}+C_{Y} \leq 2 R \sup _{r \in[0, T]} \int_{0}^{r}(r-s)^{(1-\beta) \kappa-\beta-1} d s \leq C_{7}
$$

where $C_{7}$ depends on $R, T$ and $\beta$. Take $\lambda$ sufficiently large such that for $\beta<1 / 2$

$$
C_{3} \Lambda_{1-\beta}(g) \lambda^{2 \beta-1} C_{7}+C_{6} \lambda^{\beta-1} \leq 1 / 2
$$

and obtain

$$
\|X-Y\|_{0, \beta, \lambda} \leq 1 / 2\|X-Y\|_{0, \beta, \lambda}
$$

whence $X=Y$ on $[0, T]$.
Now prove the existence by a fixed-point theorem. Consider the operator $A: W_{0}^{\beta}[0, T] \rightarrow C^{1-\beta}[0, T] \subset W_{0}^{\beta}[0, T]$ of the form $A X=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s$ $+\int_{0}^{t} \sigma\left(s, X_{s}\right) d s$. Then for all $\lambda \geq 1$ from Lemmas 3.1.1 and 3.1.2 for any $u \in W_{0}^{\beta}[0, T]$ it follows that

$$
\begin{aligned}
& \|A X\|_{0, \beta, \lambda} \leq\left|X_{0}\right|+\left\|F^{(b)}(X)\right\|_{0, \beta, \lambda}+\left\|G^{(\sigma)}(X)\right\|_{0, \beta, \lambda} \\
& \leq\left|X_{0}\right|+C_{5} \lambda^{2 \beta-1}\left(1+\|X\|_{0, \beta, \lambda}\right)+C_{2} \Lambda_{1-\beta}(g) \lambda^{2 \beta-1}\left(1+\|X\|_{0, \beta, \lambda}\right) \\
& \leq \lambda^{2 \beta-1}\left(C_{5}+C_{2} \Lambda_{1-\beta}(g)\right)\left(1+\|X\|_{0, \beta, \lambda}\right)+\left|X_{0}\right|
\end{aligned}
$$

If $\lambda_{0}^{2 \beta-1}\left(C_{5}+C_{2} \Lambda_{1-\beta}(g)\right)<1 / 2$ and $\|X\|_{0, \beta, \lambda_{0}} \leq 2\left(1+\left|X_{0}\right|\right)$, then $\|A X\|_{0, \beta, \lambda}$ $\leq 2\left(1+\left|X_{0}\right|\right)$. So $A\left(B_{0}\right) \subset B_{0}$, where

$$
B_{0}=\left\{X \in W_{0}^{\beta}[0, T]:\|X\|_{0, \beta, \lambda_{0}} \leq 2\left(1+\left|X_{0}\right|\right)\right\}
$$

For all $X \in B_{0}\|X\|_{0, \beta} \leq 2\left(1+\left|X_{0}\right|\right) e^{\lambda_{0} T}$. Further, for any $X, Y \in B_{0}$ and $\lambda \geq 1$ from the same lemmas

$$
\begin{equation*}
\|A X-A Y\|_{0, \beta, \lambda} \leq C_{8} \lambda^{2 \beta-1}\left(1+C_{X}+C_{Y}\right)\|X-Y\|_{0, \beta, \lambda} \tag{3.1.8}
\end{equation*}
$$

where $C_{8}=C_{3} \Lambda_{1-\beta}(g)+C_{6}$.
If $X \in A\left(B_{0}\right) \subset B_{0}$ then there exists $\bar{X} \in B_{0}$ such that $X=A(\bar{X})$ $\in C^{1-\beta}[0, T]$, and from statements 3 of Lemmas 3.1.1 and 3.1.2

$$
\begin{aligned}
& \|X\|_{C^{1-\beta}[0, T]} \leq\left|X_{0}\right|+\left\|F^{(b)}(X)\right\|_{C^{1-\beta}[0, T]}+\left\|G^{(\sigma)}(X)\right\|_{C^{1-\beta}[0, T]} \\
& \leq\left(C_{1} \Lambda_{1-\beta}(g)+C_{4}\right)\left(1+\|X\|_{0, \beta}\right) \leq C_{9},
\end{aligned}
$$

where $C_{9}=\left(C_{1} \Lambda_{1-\beta}(g)+C_{4}\right)\left(1+2\left(1+\left|X_{0}\right|\right) e^{\lambda_{0} T}\right)$.
Therefore, for such $X$

$$
\begin{equation*}
C_{X} \leq C_{10}:=\frac{C_{9}}{\kappa-\beta(1+\kappa)} T^{\kappa-\beta(1+\kappa)} . \tag{3.1.9}
\end{equation*}
$$

From (3.1.8)-(3.1.9), for any $X, Y \in A\left(B_{0}\right)$

$$
\begin{equation*}
\|A X-A Y\|_{0, \beta, \lambda_{1}} \leq \frac{1}{2}\|X-Y\|_{0, \beta, \lambda_{1}} \tag{3.1.10}
\end{equation*}
$$

for such $\lambda_{1}$ that $C_{8} \lambda_{1}^{2 \beta-1}\left(1+2 C_{10}\right) \leq \frac{1}{2}$.
Denote by $\rho_{i}(\cdot, \cdot), i=0,1$ the equivalent metrics generated by norms $\|$. $\|_{0, \beta, \lambda_{0}}$ and $\|\cdot\|_{0, \beta, \lambda_{1}}$, correspondingly.

Let $X_{n+1}=A X_{n}, n \geq 0$. Then $X_{n} \in A\left(B_{0}\right), n \geq 1$, and $\rho_{1}\left(X_{n}, X_{m}\right)$ $\leq 2^{-n} \rho_{1}\left(X_{2}, X_{1}\right) \rightarrow 0$ for $m \geq n \rightarrow \infty$. Since the metric space $\left(W_{0}^{\beta}[0, T], \rho_{1}\right)$ is complete, there exists $X^{*} \in W_{0}^{\beta}[0, T]$ such that $X_{n} \xrightarrow{\rho_{1}} X^{*}, n \rightarrow \infty$. Evidently, $\rho_{0}\left(X_{n}, X^{*}\right) \rightarrow 0$, whence $\left\|X^{*}\right\|_{0, \beta, \lambda_{0}} \leq 2\left(1+\left|X_{0}\right|\right)$, and $X^{*} \in B_{0}$. Moreover, $C_{X_{n}} \leq C_{10}$ and it follows from convergence in $\rho_{0}$ that $X_{n}$ uniformly converges to $X^{*}$ on $[0, T]$, whence $C_{X} \leq C_{10}$. Therefore, from (3.1.10),

$$
\begin{aligned}
\rho_{1}\left(A X_{n}, A X^{*}\right) & =\left\|A X_{n}-A X^{*}\right\|_{0, \beta, \lambda_{1}} \\
\leq \frac{1}{2}\left\|X_{n}-X^{*}\right\|_{0, \beta, \lambda_{1}} & =\frac{1}{2} \rho_{1}\left(X_{n}, X^{*}\right) \rightarrow 0, n \rightarrow \infty
\end{aligned}
$$

and it means that $X^{*}=A X^{*}$.
Now, consider the SDE with $\mathrm{fBm} B_{t}^{H}, H \in(1 / 2,1)$ on a complete probability space $(\Omega, \mathcal{F}, P)$ :

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}\right) d B_{s}^{H}, \quad t \in[0, T] \tag{3.1.11}
\end{equation*}
$$

In this case we can reformulate Theorem 3.1.3 in such a way:
Theorem 3.1.4. Let the coefficients $b$ and $\sigma$ satisfy (i)-(v) with $p=(1-H+\varepsilon)^{-1}$ with some $0<\varepsilon<H-1 / 2, \gamma>1-H, \kappa>H^{-1}-1$ (the constants $M, M_{R}, R, L_{R}$ and the function $b_{0}$ can depend on $\left.\omega\right)$.

Then there exists the unique solution $\left\{X_{t}, t \in[0, T]\right\}$ of equation (3.1.11), $X \in L_{0}\left(\Omega, \mathcal{F}, P, W_{0}^{1-H+\varepsilon}[0, T]\right)$ with a.a. trajectories from $C^{H-\varepsilon}[0, T]$.

Remark 3.1.5. Theorem 3.1.4 admits evident generalization to the multidimensional case. Consider the equation on $\mathbb{R}^{d}$

$$
\begin{equation*}
X_{t}^{i}=X_{0}^{i}+\int_{0}^{t} b_{i}\left(s, X_{s}\right) d s+\sum_{j=1}^{m} \int_{0}^{t} \sigma_{j i}\left(s, X_{s}\right) d B_{s}^{H_{j}}, \quad 1 \leq i \leq d, t \in[0, T], \tag{3.1.12}
\end{equation*}
$$

where the processes $B^{H_{j}}$ are fBms with Hurst index $H_{j} \in(1 / 2,1), 1 \leq j \leq$ $m$. Denote by $\sigma=\left(\sigma_{j i}\right)_{i, j=1}^{d, m}$ the matrix of "diffusions" and $b=\left(b_{i}\right)_{i=1}^{d}$ the "drift" vector, $|\sigma|:=\left(\sum_{i, j}\left|\sigma_{j i}\right|^{2}\right)^{1 / 2},|b|:=\left(\sum_{i}\left(b_{i}\right)^{2}\right)^{1 / 2}$, and suppose that assumptions (i)-(v) hold with these notations, $H=\min _{1 \leq j \leq m} H_{j}, p=(1-$ $H+\varepsilon)^{-1}, \gamma>1-H, \kappa>H^{-1}-1$.

Then there exists the unique vector solution $X_{t}$ of equation (3.1.12) on $[0, T]$ in $L_{0}\left(\Omega, \mathcal{F}, P, W_{0}^{1-H+\varepsilon}[0, T]\right)$ with a.a. trajectories from $C^{H-\varepsilon}[0, T]$.

### 3.1.2 Norm and Moment Estimates of Solution

We consider equation (3.1.7), suppose that the assumptions of Theorem 3.1.3 hold and, in addition, the coefficient $\sigma$ satisfies the following growth condition: ( $\mathrm{v}^{\prime}$ ) $|\sigma(t, x)| \leq M\left(1+|x|^{\mu}\right)$ for some $0 \leq \mu \leq 1$.
Lemma 3.1.6. The solution of (3.1.7) satisfies the estimate

$$
\|X\|_{0, \beta} \leq C_{0} \exp \left(C_{1}\left(\Lambda_{1-\beta}(g)\right)^{\tilde{\kappa}}\right),
$$

where $0<\beta<\beta_{0}=1 / 2 \wedge \gamma \wedge \frac{\kappa}{1+\kappa}$,

$$
\widetilde{\kappa}= \begin{cases}(1-2 \beta)^{-1}, & \text { if } \mu=1,  \tag{3.1.13}\\ (1-\beta)^{-1}, & \text { if } 0 \leq \mu<\frac{1-2 \beta}{1-\beta}, \\ >\frac{\mu}{1-2 \beta}, & \text { if } \frac{1-2 \beta}{1-\beta} \leq \mu<1,\end{cases}
$$

and the constants $C_{0}$ and $C_{1}$ depend on $T, \beta, \mu$ and on the constants from conditions (i)-(v).
Proof. Evidently,

$$
\begin{equation*}
\varphi_{X}^{\beta}(t) \leq\left|X_{0}\right|+\varphi_{F^{(b)}(X)}^{\beta}(t)+\varphi_{G^{(\sigma)}(X)}^{\beta}(t) . \tag{3.1.14}
\end{equation*}
$$

From (3.1.6)

$$
\begin{align*}
& \varphi_{F}^{\beta}{ }^{(b)(X)}(t) \leq C_{\beta, T}^{3}\left(L \int_{0}^{t} \frac{\left|X_{u}\right|}{(t-u)^{\beta}} d u+c_{\beta} t^{1-2 \beta} B_{0, \beta}\right) \\
& \leq L C_{\beta, T}^{3} \int_{0}^{t} \frac{\left|X_{u}\right|^{(t-u)^{\beta}} d u+C_{\beta, T}^{4},}{} \tag{3.1.15}
\end{align*}
$$

$$
\begin{align*}
& \left|G^{(\sigma)}(X)\right| \leq \Lambda_{1-\beta}(g)\left(\int_{0}^{t} \frac{\left|\sigma\left(s, X_{s}\right)\right|}{s^{\beta}} d s+\beta \int_{0}^{t} \int_{0}^{r} \frac{\left|\sigma\left(r, X_{r}\right)-\sigma\left(u, X_{u}\right)\right|}{(r-u)^{\beta+1}} d u d r\right) \\
& \leq \Lambda_{1-\beta}(g)\left(M \int_{0}^{t} \frac{\left|X_{s}\right|^{\mu}}{s^{\beta}} d s+M \int_{0}^{t} \int_{0}^{r} \frac{\left|X_{r}-X_{u}\right|}{(r-u)^{\beta+1}} d u d r\right. \\
& \left.+M \frac{t^{1-\beta}}{1-\beta}+M \frac{t^{\gamma-\beta+1}}{(\gamma-\beta)(\gamma-\beta+1)}\right) \\
& \leq C_{\beta, \gamma, T} \Lambda_{1-\beta}(g)+M \Lambda_{1-\beta}(g)\left(\int_{0}^{t} \frac{\left|X_{s}\right|^{\mu}}{s^{\beta}} d s+\int_{0}^{t} \int_{0}^{r} \frac{\left|X_{r}-X_{u}\right|}{(r-u)^{\beta+1}} d u d r\right), \tag{3.1.16}
\end{align*}
$$

and, similarly to (2.1.15)-(2.1.16)

$$
\begin{align*}
& \int_{0}^{t} \frac{\left|G_{t}^{(\sigma)}(X)-G_{s}^{(\sigma)}(X)\right|}{(t-s)^{\beta+1}} d s \leq M \Lambda_{1-\beta}(g)\left(C_{\beta, \gamma, T}+\int_{0}^{t}\left|X_{u}\right|^{\mu}(t-u)^{-2 \beta} d u\right. \\
& \left.+\int_{0}^{t}(t-u)^{-\beta} \int_{0}^{u}\left|X_{u}-X_{v}\right|(u-v)^{-\beta-1} d v d u\right) \tag{3.1.17}
\end{align*}
$$

Let us estimate the "worst" integral $\int_{0}^{t}\left|X_{u}\right|^{\mu}(t-u)^{-2 \beta} d u$ :

$$
\begin{equation*}
\int_{0}^{t}\left|X_{u}\right|^{\mu}(t-u)^{-2 \beta} d u \leq\left(\int_{0}^{t}\left(\frac{\left|X_{u}\right|^{\mu}}{(t-u)^{\rho}}\right)^{p} d u\right)^{1 / p}\left(\int_{0}^{t} \frac{d s}{(t-s)^{(2 \beta-\rho) q}}\right)^{1 / q} \tag{3.1.18}
\end{equation*}
$$

where we must choose $\mu p=1,(2 \beta-\rho) q<1$, whence $\rho>2 \beta+\mu-1$, and estimate (3.1.18) takes the form

$$
\begin{align*}
& \int_{0}^{t}\left|X_{u}\right|^{\mu}(t-u)^{-2 \beta} d u \leq C_{\beta, \mu, T}\left(\int_{0}^{t} \frac{\left|X_{u}\right|}{(t-u)^{\rho / \mu}} d u\right)^{\mu}  \tag{3.1.19}\\
& \leq C_{\beta, \mu, T}\left(1+\int_{0}^{t} \frac{\left|X_{u}\right|}{(t-u)^{\nu}} d u\right)
\end{align*}
$$

where $\nu=\frac{\rho}{\mu}>\frac{2 \beta+\mu-1}{\mu}$ (for $\mu=1$ we put $\nu=2 \beta$ ).
From (3.1.14)-(3.1.19) we obtain that $\varphi_{X}^{\beta}(t)$ admits an estimate

$$
\varphi_{X}^{\beta}(t) \leq K_{1}\left(1+\Lambda_{1-\beta}(g)\right)+K_{2}\left(1+\Lambda_{1-\beta}(g)\right) \cdot \int_{0}^{t} \varphi_{X}^{\beta}(u)\left((t-u)^{-\nu}+u^{-\beta}\right) d u
$$

with constants $K_{1}$ and $K_{2}$ depending on on $T, \beta, \mu$ and on the constants from conditions (i)-(v). Evidently,

$$
(t-u)^{-\nu}+u^{-\beta}=\frac{u^{\beta}+(t-u)^{\nu}}{u^{\beta}(t-u)^{\nu}} \leq\left(t^{\beta}+t^{\nu}\right) u^{-\beta}(t-u)^{-\nu}
$$

For $\mu>\frac{1-2 \beta}{1-\beta}$ we have that $\nu>\beta$; for $0<\mu \leq \frac{1-2 \beta}{1-\beta}$ we can put $\nu=\beta>\frac{2 \beta+\mu-1}{\mu}$. In any case

$$
\begin{equation*}
\varphi_{X}^{\beta}(t) \leq K_{1}\left(1+\Lambda_{1-\beta}(g)\right)+K_{2}\left(1+\Lambda_{1-\beta}(g)\right) t^{\nu} \int_{0}^{t} \varphi_{X}^{\beta}(u) u^{-\nu}(t-u)^{-\nu} d u \tag{3.1.20}
\end{equation*}
$$

In (NR00) the following version of the Gronwall lemma was proved: if $0 \leq c<$ $1, a, b \geq 0, x: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a continuous function such that for each $t \in[0, T]$

$$
\begin{equation*}
x_{t} \leq a+b t^{c} \int_{0}^{t}(t-s)^{-c} s^{-c} d s \tag{3.1.21}
\end{equation*}
$$

then

$$
\begin{equation*}
x_{t} \leq C_{3} \exp \left\{C_{4} t b^{\frac{1}{1-c}}\right\} \tag{3.1.22}
\end{equation*}
$$

where $C_{3}$ and $C_{4}$ depend only on $a, b, c$. The proof follows from (3.1.20)(3.1.22).

In the case of equation (3.1.11) $g(t)=B^{H}(t, \omega)$ and instead of $\Lambda_{1-\beta}(g)$ we have the random variable $G:=\frac{1}{\Gamma(1-\beta)} \sup _{0 \leq s<t \leq T}\left|\left(D_{t-}^{1-\beta} B_{t-}^{H}\right)(s)\right|$. It was considered and estimated in Lemma 1.17.1 and Remark 1.17.2.

Corollary 3.1.7. It follows from Lemmas 3.1.6 and 1.17.1 that the moments of solution of SDE (3.1.7) admit the following estimate: if the coefficients $M, M_{R}, L, L_{R}$ do not depend on $\omega, p \geq \frac{1}{\beta}, 1-H<\beta<\frac{1}{2} \wedge \gamma \wedge \frac{\kappa}{1+\kappa}$ and we can take the value $\widetilde{\kappa}$ from (3.1.13) not exceeding 2 (it means that $\beta<\frac{1}{4}$ for $\mu=1$, therefore, $H>3 / 4$ for $\mu=1$ and $\beta<\frac{1}{2}-\frac{\mu}{4}$ if $\frac{1-2 \beta}{1-\beta} \leq \mu<1$ ), then $E\|X\|_{0, \beta}^{q}<\infty$ for any $q>0$.

### 3.1.3 Some Other Results on Existence and Uniqueness of Solution of SDE Involving Processes Related to fBm with ( $H \in(1 / 2,1)$ )

It follows from the results of Subsection 3.1.1, that it is possible to consider an SDE involving fBm with $H \in(1 / 2,1)$ as an ordinary differential equation for any $\omega \in \Omega^{\prime}, P\left(\Omega^{\prime}\right)=1$. Therefore, the results for the ordinary differential equations with the Hölder continuous forcing can be applied. One of these results belongs to Ruzmaikina (Ruz00). Another approach was developed in the papers (CQ00), (GA98), (GA99a), (GA99b), (Jum93), (IT99), (KKA98a), (Kli98), (KZ99), (MN00), (Mis03), (Zah99) (Zah01) and (Zah05). For example, in the papers (Zah99) and (Zah05) the author considers SDEs of the form

$$
\begin{align*}
& d X_{t}^{i}=\sum_{j=0}^{m} \sigma_{j i}\left(t, X_{t}\right) d Z_{t}^{j,-}+b_{i}\left(t, X_{t}\right) d t  \tag{3.1.23}\\
& t \in[0, T], X_{t_{0}}=X_{0}, 0 \leq t_{0}<T
\end{align*}
$$

under the following assumptions:
(vi) $\sigma_{j i} \in C^{1}\left(\mathbb{R}^{d} \times[0, T], \mathbb{R}^{d}\right)$ and all partial derivatives are locally Lipschitz in $x \in \mathbb{R}^{d}$;
(vii) $b_{i} \in C\left(\mathbb{R}^{d} \times[0, T], \mathbb{R}^{d}\right.$ ) is locally Lipschitz in $x \in \mathbb{R}^{d}$ (with probability 1 in the random case). Here $1 \leq i \leq d$.

Also, $X_{0}$ is an arbitrary vector random variable. The integrals w.r.t. the processes $Z_{t}^{j}$ are the generalized stochastic forward integrals. What are they and what processes can we consider here? (Recall that the forward (not generalized) integrals were introduced in the Section 2.4.)

Suppose that $Y$ is a stochastic càglàd (left continuous with right limits) process and $Z$ a stochastic càdlàg (right continuous with left limits) process on $[0, T]$.

Then the generalized stochastic forward integral is defined as

$$
\begin{equation*}
\int_{0}^{t} Y d Z^{-}:=\lim _{\varepsilon \rightarrow 0} \varepsilon \int_{0}^{1} u^{\varepsilon-1} \int_{0}^{t} Y_{s} \frac{Z_{t-}(s+u)-Z_{t-}(s)}{u} d s d u \tag{3.1.24}
\end{equation*}
$$

whenever the right-hand side is determined, where lim stands for uniform on $[0, T]$ convergence in probability (ucp-convergence), and $\int_{0}^{t}=\lim _{\delta \downarrow 0} \int_{\delta}^{1}$ a.s. We use the same notation as for the forward integral in the Section 2.4.

Similarly, the generalized quadratic variation process (bracket) is defined as

$$
\begin{equation*}
[Z]_{t}:=\lim _{\varepsilon \rightarrow 0} \varepsilon \int_{0}^{1} u^{\varepsilon-1}, \int_{0}^{t} \frac{1}{u}\left(Z_{t-}(s+u)-Z_{t-}(s)\right)^{2} d s d u+\left(Z_{t}-Z_{t-}\right)^{2} \tag{3.1.25}
\end{equation*}
$$

whenever the convergence holds uniformly in probability. If $Z$ is a semimartingale and $Y$ an adapted càglàd process then integral (3.1.24) agrees with the usual Itô integral $\int_{0_{+}}^{t_{-}} Y d Z$, and notion of the generalized bracket coincides with the classical one. If $Z$ is a continuous process with the generalized bracket $[Z]$, and the function $F=F(t, x): \mathbb{R} \times[0, T] \rightarrow \mathbb{R}, F \in C^{1}([0, T]) \times C^{1}(\mathbb{R})$, then the simple Itô formula holds for $0 \leq s<t \leq T$ :

$$
\begin{aligned}
& F\left(t, Z_{t}\right)=F\left(s, Z_{s}\right)+\int_{s}^{t} \frac{\partial F}{\partial x}\left(u, Z_{u}\right) d Z_{u}^{-} \\
& +\int_{s}^{t} \frac{\partial F}{\partial t}\left(u, Z_{u}\right) d u+\frac{1}{2} \int_{s}^{t} \frac{\partial^{2} F}{\partial x^{2}}\left(u, Z_{u}\right) d[Z]_{u}
\end{aligned}
$$

Now we suppose that the paths of $Z^{j}, 1 \leq j \leq m$ from equation (3.1.23) belong to the Sobolev-Slobodeckij space $W_{3}^{H_{-}}:=\bigcap_{\beta<H} W_{3}^{\alpha}, H \in(1 / 2,1)$, where the norm in $W_{3}^{\beta}$ is given by

$$
\|f\|_{W_{3}^{\beta}}:=\|f\|_{L_{2}[0, T]}+\left(\int_{0}^{T} \int_{0}^{T} \frac{|f(s)-f(t)|^{2}}{(t-s)^{2 \beta+1}} d s d t\right)^{1 / 2}
$$

We suppose also, that $Z^{0}$ is a continuous process with the generalized bracket. Then the sample paths of $Z^{0}$ belong to the Sobolev-Slobodeckij space $W_{3}^{1 / 2-}$ (for the details see (Zah05)).
Definition 3.1.8. A local solution $X=\left(X^{1}, \ldots, X^{d}\right)$ of $\operatorname{SDE}(3.1 .23)$ is a process with the generalized bracket admitting the integral representation

$$
X_{t}^{i}=X_{0}^{i}+\sum_{j=0}^{m} \int_{t_{0}}^{t} \sigma_{j i}\left(s, X_{s}\right) d Z_{s}^{j,-}+\int_{t_{0}}^{t} b_{i}\left(s, X_{s}\right) d s
$$

in some neighborhood of $t_{0}$.

To formulate the main results, it is necessary to consider an auxiliary partial differential equation on $\mathbb{R}^{d} \times \mathbb{R} \times[0, T]$,

$$
\begin{equation*}
\frac{\partial h}{\partial z}(y, z, t)=\sigma_{0}(t, h(y, z, t)), \quad h\left(Y_{0}, Z_{0}, t_{0}\right)=X_{0} \tag{3.1.26}
\end{equation*}
$$

where $Z_{0}=Z^{0}\left(t_{0}\right), \sigma_{0}=\left(\sigma_{01}, \ldots, \sigma_{0 d}\right)$ and $Y_{0}$ is an arbitrary random vector in $\mathbb{R}^{d}$. Now, the main result of the paper (Zah05) is stated as below.

Theorem 3.1.9 ((Zah05)). Under suppositions (vi) and (vii), any representation $X(t)=h\left(Y_{t}, Z_{t}^{0}, t\right)$ with the function $h$ satisfying equation (3.1.26) and $Y \in W_{3}^{H_{-}}$locally determined in some neighborhood of the point $t_{0} \in[0, T]$ by the following matrix representation:

$$
\begin{align*}
& d Y_{t}=\left(\frac{\partial h}{\partial y}\left(t, Y_{t}, Z_{t}^{0}\right)\right)^{-1}\left(\sum_{j=1}^{m} \sigma_{j}\left(t, h\left(t, Y_{t}, Z_{t}^{0}\right)\right) d Z_{t}^{j,-}\right. \\
& +\left(b\left(t, h\left(t, Y_{t}, Z_{t}^{0}\right)\right)-\frac{\partial h}{\partial t}\left(t, Y_{t}, Z_{t}^{0}\right)\right) d t  \tag{3.1.27}\\
& \left.-\frac{1}{2} \frac{\partial \sigma_{0}}{\partial x}\left(t, h\left(t, Y_{t}, Z_{t}^{0}\right)\right) \sigma_{0}\left(t, h\left(t, Y_{t}, Z_{t}^{0}\right)\right) d\left[Z^{0}\right]_{t}\right) \\
& Y_{t_{0}}=Y_{0}
\end{align*}
$$

provides a pathwise local solution of the SDE (3.1.23). (Here we omit index $i$ everywhere.) If $X$ is an arbitrary solution of (3.1.23), then it agrees with any of the above representations on the common interval of definition.

### 3.1.4 Some Properties of the Stochastic Differential Equations with Stationary Coefficients

Now we consider the multidimensional stochastic differential equation driven by the vector $\mathrm{fBm} B_{t}^{H}=\left(B_{t}^{1, H}, \ldots, B_{t}^{m, H}\right)$ with the same Hurst index $H \in(1 / 2,1)$ and with coefficients, stationary in time:

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}^{H}, \quad t \geq 0 \tag{3.1.28}
\end{equation*}
$$

or

$$
X_{t}^{i}=X_{0}^{i}+\int_{0}^{t} b_{i}\left(X_{s}\right) d s+\sum_{j=1}^{m} \int_{0}^{t} \sigma_{j i}\left(X_{s}\right) d B_{s}^{j, H}, \quad i=1, \ldots, d
$$

where the processes $B^{j, H}, j=1, \ldots, m$ are fBms with Hurst parameter $H$ defined on the complete probability space $(\Omega, \mathcal{F}, P), X_{0}$ is a $d$-dimensional random variable, and the coefficients $\sigma_{j i}, b_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ are measurable functions.

The conditions of existence and uniqueness of solution of the equation (3.1.28) on any interval $[0, T]$, consequently on $\mathbb{R}_{+}$, according to Theorem 3.1.4 can be reduced to the following ones:
(i') Lipschitz continuity of $b$ and $\sigma$ :

$$
|\sigma(x)-\sigma(y)|+|b(x)-b(y)| \leq M|x-y|, \quad x, y \in \mathbb{R}^{n}
$$

(ii') growth conditions:

$$
|b(x)| \leq C(1+|x|), \quad|\sigma(x)| \leq\left(1+|x|^{\mu}\right), \quad x \in \mathbb{R}^{n}
$$

for some $\mu \in[0,1)$ (this condition previously was used only for the estimate of the norm of the solution of $\operatorname{SDE}$ (3.1.7));
(iii') local Hölder continuity of $\partial_{x_{i}} \sigma$ :

$$
\left|\partial_{x_{i}} \sigma(x)-\partial_{x_{i}} \sigma(y)\right| \leq M_{R}|x-y|^{\kappa}
$$

for $1 \leq i \leq d,|x|,|y| \leq R$ and some $\kappa>\frac{1}{H}-1$.

## Existence of Pathwise Solution for Bounded Coefficients

Now we relax the conditions on coefficients to obtain the existence (not uniqueness) of the solution of equation (3.1.28).
Theorem 3.1.10. Let the coefficient b be bounded and continuous, coefficient $\sigma$ be bounded and Hölder of order $1>\rho>1 / H-1$. Then equation (3.1.28) has a pathwise solution.

Proof. We consider the sequence $\left\{\psi_{n}(x), x \in \mathbb{R}^{d}, n \geq 1\right\}$ of smooth kernels, such that $\psi_{n} \geq 0 ; \psi_{n}=0,|x| \geq \frac{1}{n} ; \psi_{n} \in C^{\infty}\left(\mathbb{R}^{d}\right) ; \int_{\mathbb{R}^{d}} \psi_{n}(x) d x=1$.

Introduce the functions

$$
b_{n}(x)=\int_{\mathbb{R}^{d}} b(y) \psi_{n}(x-y) d y, \quad \sigma_{n}(x)=\int_{\mathbb{R}^{d}} \sigma(y) \psi_{n}(x-y) d y
$$

Then for any $x \in \mathbb{R}^{d}$ and any $1 \leq i \leq d$

$$
\begin{aligned}
&\left|\partial_{x_{i}} b_{n}(x)\right|=\left|\int_{\mathbb{R}^{d}} b(y) \partial_{x_{i}} \psi_{n}(x-y) d y\right| \\
& \leq\|b\|_{\infty} \int_{\mathbb{R}^{d}}\left|\partial_{x_{i}} \psi_{n}(x-y)\right| d y \leq C_{n}\|b\|_{\infty}
\end{aligned}
$$

where $\|b\|_{\infty}:=\sup _{x \in \mathbb{R}^{d}}|b(x)|$.
The same estimate is true for $\sigma_{n}$, and it means that $b_{n}$ and $\sigma_{n}$ are Lipschitz continuous, with the constants possibly depending on $n$. Further, for any $x \in \mathbb{R}^{d},\left|b_{n}(x)\right|=\left|\int_{\mathbb{R}^{d}} b(y) \psi_{n}(x-y) d y\right| \leq\|b\|_{\infty}$ i.e. $b_{n}$ are bounded functions.

The same is true for $\sigma_{n}$. Finally, for any $N>0, x, y \in \mathbb{R}^{d},|x| \leq N$, $|y| \leq N$ and $1 \leq i \leq d$

$$
\begin{aligned}
\left|\partial_{x_{i}} \sigma_{n}(x)-\partial_{x_{i}} \sigma_{n}(y)\right| & \leq\|\sigma\|_{\infty} \int_{\mathbb{R}^{d}}\left|\partial_{x_{i}} \psi_{n}(x-z)-\partial_{x_{i}} \psi_{n}(y-z)\right| d z \\
& \leq\|\sigma\|_{\infty} \sup _{|z| \leq \frac{1}{n}, 1 \leq i, j \leq d}\left|\partial_{x_{i}, x_{j}}^{2} \psi_{n}(z)\right|(N+1)^{d}|x-y|
\end{aligned}
$$

i.e. $\partial_{x_{i}} \sigma_{n}$ satisfy the local Lipschitz conditions. These estimates demonstrate that $b_{n}$ and $\sigma_{n}$ satisfy conditions (i')-(iii') that in turn ensure the pathwise existence (and uniqueness) of the solution of the equation

$$
\begin{equation*}
X_{t}^{n}=X_{0}+\int_{0}^{t} b_{n}\left(X_{s}^{n}\right) d s+\int_{0}^{t} \sigma_{n}\left(X_{s}^{n}\right) d B_{s}^{H} \tag{3.1.29}
\end{equation*}
$$

We fix some $\omega \in \Omega$ and denote by $C$ different constants even if they depend on $\Omega$. According to Theorem 3.1.4 and Remark 3.1.5, the solution $X_{t}^{n}$ is Hölder continuous of order $H-\delta$ for any $\delta>0$; from Hölder continuity of $\sigma$ we obtain that

$$
\begin{equation*}
\left|\sigma_{n}(x)-\sigma_{n}(y)\right| \leq \int_{\mathbb{R}^{d}}|\sigma(x-z)-\sigma(y-z)|\left|\psi_{n}(z)\right| d z \leq C|x-y|^{\rho} \tag{3.1.30}
\end{equation*}
$$

therefore, $\sigma_{n}\left(X_{s}^{n}\right)$ belongs to the space $W_{2}^{\beta}[0, T]$ for any $\beta<H \rho$. By using estimate (2.1.14) and the boundedness of $\sigma_{n}$ for any $0 \leq s \leq t$, we obtain for each $1-H<\beta<\rho H$ (this is possible since $\rho>1 / H-1$ ) the estimate

$$
\begin{aligned}
& \left|\int_{s}^{t} \sigma_{n}\left(X_{u}^{n}\right) d B_{u}^{H}\right| \\
& \leq G\left(\int_{s}^{t} \frac{\left|\sigma_{n}\left(X_{u}^{n}\right)\right|}{(u-s)^{\beta}} d u+\int_{s}^{t} \int_{s}^{u} \frac{\left|\sigma_{n}\left(X_{u}^{n}\right)-\sigma_{n}\left(X_{y}^{n}\right)\right|}{(u-y)^{\beta+1}} d y d u\right) \\
& \quad \leq G\|\sigma\|_{\infty} \frac{(t-s)^{1-\beta}}{1-\beta}+C G \int_{s}^{t} \int_{s}^{u} \frac{\left|X_{u}^{n}-X_{y}^{n}\right|^{\rho}}{(u-y)^{\beta+1}} d y d u
\end{aligned}
$$

Here $G_{T}:=\Lambda_{1-\beta}\left(B^{H}\right)$ (see Section 1.17) and $E G_{T}^{p}<\infty$ for any $p>0$ (Lemma 1.17.1 and Remark 1.17.2). Finally, we can estimate

$$
\begin{align*}
&\left|X_{t}^{n}-X_{s}^{n}\right| \leq\left|\int_{s}^{t} b_{n}\left(X_{u}^{n}\right) d u\right|+\left|\int_{s}^{t} \sigma_{n}\left(X_{u}^{n}\right) d B_{u}^{H}\right| \leq\|b\|_{\infty}(t-s) \\
&+G_{T} \frac{\|\sigma\|_{\infty}}{1-\alpha}(t-s)^{1-\alpha}+C G_{T} \int_{s}^{t} \int_{s}^{u} \frac{\left|X_{u}^{n}-X_{y}^{n}\right|^{\rho}}{(u-y)^{\beta+1}} d y d u . \tag{3.1.31}
\end{align*}
$$

Consider any fixed interval $[0, T]$ and denote

$$
\|X\|_{1-\beta, T}:=\sup _{0 \leq s<t \leq T} \frac{\left|X_{t}-X_{s}\right|}{(t-s)^{1-\beta}}
$$

Check, first, that the inequality $\left\|X^{n}\right\|_{1-\beta, T}<\infty$ holds for any $T>0$. Indeed, $X^{n}$ are Hölder of order $H-\varepsilon$ for any $\varepsilon>0$ with constant, possibly depending on $n$ (Theorem 3.1.4 and Remark 3.1.5), therefore $\left\|X^{n}\right\|_{1-\beta, T}<\infty$ a.s. Now, from (3.1.31),

$$
\begin{aligned}
& \left\|X^{n}\right\|_{1-\beta, T} \leq\|b\|_{\infty} T^{\beta}+G_{T} \frac{\|\sigma\|_{\infty}}{1-\beta} \\
& +C G_{T} \sup _{0 \leq s<t \leq T}|t-s|^{\beta-1} \int_{s}^{t} \int_{s}^{u}\left(\frac{\left|X_{u}^{n}-X_{y}^{n}\right|}{(u-y)^{1-\beta}}\right)^{\rho}|u-y|^{\rho-\rho \beta-1-\beta} d y d u \\
& \leq C+C\left(\left\|X^{n}\right\|_{1-\beta, T}\right)^{\rho} \cdot \sup _{0 \leq s<t \leq T}(t-s)^{\beta-1+(1-\beta+\rho-\rho \beta)} \\
& \leq C+C\left(\left\|X^{n}\right\|_{1-\beta, T}\right)^{\rho}
\end{aligned}
$$

under the condition $\rho-\rho \beta-1-\beta>-1$, i.e. $\rho>\frac{\beta}{1-\beta}$, which is possible for some $\beta>1-H$, since $\rho>1 / H-1$. Note that for $0<\rho<1$ the equality $P=C\left(1+P^{\rho}\right)$ has the unique root $P_{0}>0$ and the inequality $P \leq C\left(1+P^{\rho}\right)$ holds for $P \leq P_{0}$. Therefore, $\left\|X^{n}\right\|_{1-\beta, T} \leq P_{0}(T, \rho)$, where $P_{0}(T, \rho)$ depends only on $T$ and $\rho$, not on $n$. This means that

$$
\begin{equation*}
\left|X_{t}^{n}-X_{s}^{n}\right| \leq P_{0}(T, \rho)(t-s)^{1-\beta} \tag{3.1.32}
\end{equation*}
$$

which according to the Arcela criterion means that the sequence $\left\{X_{t}^{n}, t \in[0, T]\right\}, n \geq 1$ is tight for any $\omega \in \Omega$ in the space $C[0, T]$. Evidently, we can conclude that there exists $\left\{X_{t}^{n_{k}}, t \in[0, T]\right\}, n_{k} \geq 1$, such that $X_{t}^{n_{k}} \rightarrow X_{t}$ in the space $C[0, T]$. We can suppose that $X_{t}^{n} \rightarrow X_{t}$ in $C[0, T]$. Now it is sufficient to prove that $X(t)$ is a solution of (3.1.28). Let consider some auxiliary estimates. First,

$$
\begin{equation*}
\left|\int_{0}^{t}\left(b_{n}\left(X_{s}^{n}\right)-b\left(X_{s}\right)\right) d s\right| \leq \int_{0}^{t}\left|b_{n}\left(X_{s}^{n}\right)-b_{n}\left(X_{s}\right)\right| d s+\int_{0}^{t}\left|b_{n}\left(X_{s}\right)-b\left(X_{s}\right)\right| d s \tag{3.1.33}
\end{equation*}
$$

Further, for any $x, y \in \mathbb{R}^{d}$

$$
\begin{align*}
& \left|b_{n}(x)-b_{n}(y)\right|=\left|\int_{\mathbb{R}^{d}}(b(x-u)-b(y-u)) \psi_{n}(u) d u\right| \\
& \quad \leq \int_{|u| \leq \frac{1}{n}}|b(x-u)-b(y-u)| \psi_{n}(u) d u \leq \sup _{|u| \leq \frac{1}{n}}|b(x-u)-b(y-u)| \tag{3.1.34}
\end{align*}
$$

The process $\left\{X_{t}, t \in[0, T]\right\}$ is continuous on $[0, T]$, so bounded for any $\omega \in \Omega$. Let $C(T, \omega)=\sup _{0 \leq s \leq T}\left|X_{s}\right|$. For any $\varepsilon>0$ there exists $\eta>0$ such that

$$
\begin{equation*}
\sup _{|s-z|<\eta,|s| \leq C(T, \omega)+1}|b(s)-b(z)|<\varepsilon . \tag{3.1.35}
\end{equation*}
$$

For any $\eta>0$ and any $\omega \in \Omega$ there exists such $n_{0} \in N$ that $\left|X_{s}^{n}-X_{s}\right|<\eta$, $n \geq n_{0}, s \in[0, T]$. From these estimates,

$$
\begin{align*}
& \left|b_{n}\left(X_{s}^{n}\right)-b_{n}\left(X_{s}\right)\right| \leq \sup _{|u| \leq \frac{1}{n}}\left|b_{n}\left(X_{s}^{n}-u\right)-b_{n}\left(X_{s}-u\right)\right| \\
& \quad \leq \sup _{|s| \leq C(T, \omega)+\frac{1}{n}|s-z|<\eta} \sup |b(s)-b(z)|<\beta, \quad n \geq n_{0} \tag{3.1.36}
\end{align*}
$$

Since $\beta>0$ is arbitrary, we obtain that a.s.

$$
\begin{equation*}
\int_{0}^{t}\left|b_{n}\left(X_{s}^{n}\right)-b_{n}\left(X_{s}\right)\right| d s \rightarrow 0, \quad n \rightarrow \infty \tag{3.1.37}
\end{equation*}
$$

The second term on the right-hand side of (3.1.33) can be estimated in such a way:

$$
\begin{aligned}
&\left|b_{n}\left(X_{s}\right)-b\left(X_{s}\right)\right| \leq \int_{\mathbb{R}^{d}}\left|b\left(X_{s}-u\right)-b\left(X_{s}\right)\right| \psi_{n}(u) d u \\
& \left.\quad \leq \sup _{|z| \leq C(T, \omega)|u| \leq \frac{1}{n}} \sup _{\mid z-u)-b(z) \mid \rightarrow 0, \quad n \rightarrow \infty} \right\rvert\, b(z-u
\end{aligned}
$$

since $b$ is a continuous function. Moreover, $b_{n}$ are bounded, which implies the convergence $\int_{0}^{t}\left|b_{n}\left(X_{s}\right)-b\left(X_{s}\right)\right| d s \rightarrow 0, n \rightarrow \infty$ a.s. We obtain that $\int_{0}^{t} b_{n}\left(X_{s}^{n}\right) d s \rightarrow \int_{0}^{t} b\left(X_{s}\right) d s$ a.s., $t>0$. Furthermore,

$$
\begin{align*}
&\left|\int_{0}^{t}\left(\sigma_{n}\left(X_{s}^{n}\right)-\sigma\left(X_{s}\right)\right) d B_{s}^{H}\right| \leq \mid \int_{0}^{t}\left(\sigma_{n}\left(X_{s}^{n}\right)-\sigma_{n}\left(X_{s}\right)\right) d B_{s}^{H} \mid \\
&+\left|\int_{0}^{t}\left(\sigma_{n}\left(X_{s}\right)-\sigma\left(X_{s}\right)\right) d B_{s}^{H}\right| \tag{3.1.38}
\end{align*}
$$

Now we can estimate the first term of (3.1.38) for any $1-H<\beta<\frac{1}{2}$ :

$$
\begin{align*}
& \left|\int_{0}^{t}\left(\sigma_{n}\left(X_{s}^{n}\right)-\sigma_{n}\left(X_{s}\right)\right) d B_{s}^{H}\right| \leq G \int_{0}^{t} \frac{\left|\sigma_{n}\left(X_{s}^{n}\right)-\sigma_{n}\left(X_{s}\right)\right|}{s^{\beta}} d s \\
& \quad+G \int_{0}^{t} \int_{0}^{u} \frac{\left|\sigma_{n}\left(X_{u}^{n}\right)-\sigma_{n}\left(X_{r}^{n}\right)+\sigma_{n}\left(X_{r}\right)-\sigma_{n}(X)\right|}{(u-r)^{1+\beta}} d r d u \tag{3.1.39}
\end{align*}
$$

Similarly to estimates (3.1.34)-(3.1.37), we obtain that a.s. $\sup _{s \leq T}\left|\sigma_{n}\left(X_{s}^{n}\right)-\sigma_{n}\left(X_{s}\right)\right| \rightarrow 0$ and $\int_{0}^{t}\left|\sigma_{n}\left(X_{s}^{n}\right)-\sigma_{n}\left(X_{s}\right)\right| s^{-\beta} d s \rightarrow 0$, while $n \rightarrow \infty$. Further, recall the estimate (3.1.30). For any sufficiently small $\varepsilon>0$, present $\int_{0}^{t} \int_{0}^{u}$ on the right-hand side of (3.1.39) as $\int_{0}^{t} \int_{0}^{u}$
$=\int_{\varepsilon}^{t} \int_{0}^{u-\varepsilon}+\int_{0}^{\varepsilon} \int_{0}^{u}+\int_{\varepsilon}^{t} \int_{u-\varepsilon}^{u}$, and the integrals on the right-hand side can be estimated as

$$
\begin{aligned}
\int_{\varepsilon}^{t} \int_{0}^{u-\varepsilon} \leq 2 \sup _{s \leq T}\left|\sigma_{n}\left(X_{s}^{n}\right)-\sigma_{n}\left(X_{s}\right)\right| \int_{\varepsilon}^{t} \int_{0}^{u-\varepsilon} \frac{d r d u}{(u-r)^{1+\beta}} \\
\leq C \varepsilon^{-\alpha} \cdot \sup _{s \leq T}\left|\sigma_{n}\left(X_{s}^{n}\right)-\sigma_{n}\left(X_{s}\right)\right| \rightarrow 0
\end{aligned}
$$

a.s. for any fixed $\varepsilon>0$. Further, from (3.1.32),

$$
\begin{align*}
\int_{\varepsilon}^{t} \int_{u-\varepsilon}^{u} \leq C & \int_{\varepsilon}^{t} \int_{u-\varepsilon}^{u} \frac{\left|X_{u}^{n}-X_{r}^{n}\right|^{\rho}+\left|X_{r}-X_{u}\right|^{\rho}}{(u-r)^{1+\beta}} d r d u \\
& \leq C \int_{0}^{t} \int_{u-\varepsilon}^{u}(u-r)^{\rho(1-\beta)-1-\beta} d r d u=C \varepsilon^{\rho(1-\beta)-\beta} \tag{3.1.40}
\end{align*}
$$

is small for small $\varepsilon>0$, and moreover, $C$ does not depend on $n$. The integral

$$
\begin{equation*}
\int_{0}^{\varepsilon} \int_{0}^{u} \leq C \varepsilon^{\rho(1-\beta)-\beta+1} \tag{3.1.41}
\end{equation*}
$$

Therefore, since $\varepsilon>0$ is arbitrary, $\int_{0}^{t} \int_{0}^{u} \rightarrow 0$ a.s. while $n \rightarrow \infty$.
The second term of (3.1.38) can be estimated as

$$
\begin{aligned}
& \left|\int_{0}^{t}\left(\sigma_{n}\left(X_{s}\right)-\sigma\left(X_{s}\right)\right) d B_{s}^{H}\right| \leq G \int_{0}^{t} \frac{\left|\sigma_{n}\left(X_{s}\right)-\sigma\left(X_{s}\right)\right|}{s^{\beta}} d s \\
& \quad+G \int_{0}^{t} \int_{0}^{u} \frac{\left|\sigma_{n}\left(X_{u}\right)-\sigma_{n}\left(X_{r}\right)-\sigma\left(X_{u}\right)+\sigma\left(X_{r}\right)\right|}{(u-r)^{1+\beta}} d r d u
\end{aligned}
$$

Evidently,

$$
\begin{aligned}
\left|\sigma_{n}\left(X_{s}\right)-\sigma\left(X_{s}\right)\right| \leq \int_{\mathbb{R}^{d}} \mid \sigma\left(X_{s}-u\right)- & \sigma\left(X_{s}\right) \mid \psi_{n}(u) d u \\
& \leq \sup _{|u| \leq \frac{1}{n}}|u|^{\rho} \leq \frac{1}{n^{\rho}} \rightarrow 0, \quad n \rightarrow \infty
\end{aligned}
$$

and $\int_{0}^{t}\left|\sigma_{n}\left(X_{s}\right)-\sigma\left(X_{s}\right)\right| s^{-\beta} d s \rightarrow 0$ a.s., $n \rightarrow \infty$. Now, as before,
$\int_{0}^{t} \int_{0}^{u}=\int_{\varepsilon}^{t} \int_{0}^{u-\varepsilon}+\int_{0}^{\varepsilon} \int_{0}^{u}+\int_{\varepsilon}^{t} \int_{u-\varepsilon}^{u}$ and $\int_{\varepsilon}^{t} \int_{0}^{u-\varepsilon} \leq 2 \frac{1}{n^{\rho}} \cdot \varepsilon^{-\beta} \rightarrow 0$ for any fixed $\varepsilon>0$ and other integrals can be estimated as in (3.1.40)-(3.1.41). So, $\int_{0}^{t} \sigma_{n}\left(X_{s}^{n}\right) d B_{s}^{H} \rightarrow \int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}^{H}$ a.s. while $n \rightarrow \infty$ and
$X_{t}=\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}^{H}+\int_{0}^{t} b\left(X_{s}\right) d s$. The theorem is proved.
Remark 3.1.11. By similar, but even more simple arguments we can prove the existence of the solution of the equation

$$
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\int_{0}^{t} f(s) d B_{s}^{H}
$$

where $b$ is bounded and continuous, $f \in C^{1-H}[0, T], X_{0}$ is a real-valued random variable.

## Differentiability and Local Differentiability of the Solution

Here we shall use the elements of Malliavin calculus with respect to $\mathrm{fBm} B^{H}$, contained in Section 2.4.

Suppose that we consider some subspace $\Omega_{1} \subset \Omega$ and restrict $\mathcal{F}$ and $P$ to $\Omega_{1}$. Denote the mathematical expectation w.r.t. restricted measure $P_{1}$ as $E_{1}$.
Definition 3.1.12. Random variable $F$ belongs locally to the space $D_{1, p}(\mathcal{H})$ on $[0, T]$ if there exists a sequence $\Omega_{1} \subset \Omega_{2} \subset \ldots \subset \Omega$ such that $\bigcup_{n=1}^{\infty} \Omega_{n}=\Omega$ and $\|F\|_{1, p, n}^{p}:=E_{n}\left(|F|^{p}\right)+E_{n}(\|D F\|)_{\mathcal{H}}^{p}<\infty$.

In this case we say that $F$ is locally differentiable, $F \in D_{1, p, l o c}$. According to Lemma 1.5.4 (Nua95), see also (Nua98), we can formulate the sufficient conditions of local differentiability. Let $\left\{F_{r}, r \geq 1\right\}$ be a sequence of r.v. from $D_{1, p, l o c}$ satisfying the conditions
(viii) $F_{r} \rightarrow F$ in any $L^{p}\left(\Omega_{n}\right), n \geq 1$,
(ix) $\sup _{r}\left\|F_{r}\right\|_{1, p, n}<\infty$ for any $n \geq 1$.

Then $F$ belongs to $D_{1, p, l o c}$.
Remark 3.1.13. Suppose that there exists a localizing sequence $\left(\Omega_{n}, n \geq 1\right)$, such that $F \in D_{1, p, l o c}$ for any $p>1$. Then we say that $F \in D_{1, \infty, l o c}$.

Consider equation (3.1.28) and suppose that its coefficients $X_{0}, b$ and $\sigma$ satisfy conditions (i')-(ii') and
(x) $b \in C^{1}\left(\mathbb{R}^{d}\right)$;
(xi) $\left|\partial_{x_{i}} \sigma(x)-\partial_{x_{i}} \sigma(y)\right| \leq M|x-y|, \forall x, y \in \mathbb{R}^{d}$;
(xii) $X_{0} \in D_{1, \infty}:=\bigcap_{p \geq 1} D_{1, p}(\mathcal{H}), X_{0}$ is a bounded $\mathcal{F}_{0}$-adapted random variable.
Theorem 3.1.14. 1. Let conditions ( $i^{\prime}$ )-(ii') and (x)-(xii) hold. Then the unique solution $X_{t}$ of equation (3.1.28) is locally differentiable in the sense that $X_{t}^{i} \in D_{1, \infty, \text { loc }}$ for any $1 \leq i \leq d$ with the same localizing sequence.
2. Let equation (3.1.28) be semilinear, i.e. $\sigma(x)=\sigma x$, conditions ( $\left({ }^{\prime}\right)$, ( $i i^{\prime}$ '), (x), (xii) hold for $b$ and $X_{0}$ and $H>3 / 4$. Then $X_{t}^{i} \in D_{1, \infty}$ for any $1 \leq i \leq d$.

Proof. 1. Let $T>0$ be fixed. According to Theorem 3.1.4 and Remark 3.1.5, under conditions ( $\mathrm{i}^{\prime}$ )-( $\left.\mathrm{i}^{\prime}\right)$ and (x) equation (3.1.28) has the unique solution $X_{t}$ on the interval $[0, T]$. Moreover, it can be obtained by successive approximations, $\left\{X_{t}^{(n)}, n \geq 0\right\}, t \in[0, T]$ where $X_{t}^{(0)}=X_{0} \in D_{1, \infty}$. Further we consider the case $d=1$, for technical simplicity; in the general case they are similar. We use induction. Suppose that $X_{t}^{(k)} \in D_{1, \infty}, 1 \leq k \leq n$, and the derivatives $D_{s} X_{t}^{(k)}, 0 \leq s \leq t \leq T, 1 \leq k \leq n$ are Hölder continuous of order $1-\beta$ for some $1-H<\beta<1 / 2$. Since the approximations $X_{t}^{(n)}$ are Hölder continuous of any order not exceeding $H$, and from conditions (i') and (x) $\sigma^{\prime}$ and $b^{\prime}$ are bounded, $\sigma^{\prime}\left(X_{r}^{(n)}\right) D_{s} X_{r}^{(n)}$ is Hölder continuous in $r$ of order $1-\beta$.

Therefore, the integrals $\int_{s}^{t} \sigma^{\prime}\left(X_{r}^{(n)}\right) D_{s} X_{r}^{(n)} d B_{r}^{H}$ and $\int_{s}^{t} b^{\prime}\left(X_{r}^{(n)}\right) D_{s} X_{r}^{(n)} d r$ exist, $0 \leq s \leq t \leq t \leq T$ and

$$
D_{s} X_{t}^{(n+1)}=\sigma\left(X_{s}^{(n)}\right)+\int_{s}^{t} \sigma^{\prime}\left(X_{r}^{(n)}\right) D_{s} X_{r}^{(n)} d B_{r}^{H}+\int_{s}^{t} b^{\prime}\left(X_{r}^{(n)}\right) D_{s} X_{r}^{(n)} d r
$$

Hence for any $1-H<\beta<\frac{1}{2}$, from (2.1.14),

$$
\begin{align*}
& \left|D_{s} X_{t}^{(n+1)}\right| \leq\left|\sigma\left(X_{s}^{(n)}\right)\right|+M \int_{s}^{t}\left|D_{s} X_{r}^{(n)}\right| d r+M G \int_{s}^{t}\left|D_{s} X_{r}^{(n)}\right|(r-s)^{-\beta} d r \\
& +G \int_{s}^{t} \int_{s}^{r}\left|\sigma^{\prime}\left(X_{r}^{(n)}\right) D_{s} X_{r}^{(n)}-\sigma^{\prime}\left(X_{u}^{(n)}\right) D_{s} X_{u}^{(n)}\right|(r-u)^{-1-\beta} d u d r,  \tag{3.1.42}\\
& \quad \text { where } G=1 / \Gamma(\beta) \sup _{0<s<t<T}\left|\left(D_{t-}^{1-\beta} B_{t-}^{H}\right)(s)\right|, E \exp \left\{p G^{\delta}\right\}<\infty \text { for any } \\
& p>0 \text { and } 0<\delta<2 .
\end{align*}
$$

Further we denote by $C$ different constants not depending on $\omega$. Note that

$$
\left|\sigma\left(X_{s}^{n}\right)\right| \leq C\left(1+\left|X_{s}^{(n)}\right|^{\mu}\right)
$$

Further, it follows from condition (ii') and Lemma 3.1.6, that $\sup _{0 \leq s \leq T}\left|X_{s}^{(n)}\right| \leq C \exp \left\{C G^{\tilde{\kappa}}\right\}$, where

$$
\widetilde{\kappa}=\left\{\begin{array}{lll}
\frac{1}{1-2 \beta}, & \text { if } & \mu=1 \\
>\frac{\mu}{1-2 \beta}, & \text { if } & \frac{1-2 \beta}{1-\beta} \leq \mu<1 \\
\frac{1}{1-\beta}, & \text { if } & 0 \leq \mu<\frac{1-2 \beta}{1-\beta}
\end{array}\right.
$$

Finally, $\left|\sigma\left(X_{s}^{n}\right)\right| \leq C \exp \left\{C G^{\widetilde{\kappa}}\right\}$, and from (3.1.42) it follows that

$$
\begin{align*}
\left|D_{s} X_{t}^{(n+1)}\right| \leq & C \exp \left\{C G^{\widetilde{\mathcal{K}}}\right\}+M \int_{s}^{t}\left|D_{s} X_{r}^{(n)}\right| d r+M G \int_{s}^{t} \frac{\left|D_{s} X_{r}^{(n)}\right|}{(r-s)^{\beta}} d r \\
& +M G \int_{s}^{t} \int_{s}^{r} \frac{\left|X_{r}^{(n)}-X_{u}^{(n)}\right|\left|D_{s} X_{r}^{(n)}\right|}{(r-u)^{1+\beta}} d u d r \\
& +C G \int_{s}^{t} \int_{s}^{r} \frac{\left|D_{s} X_{r}^{(n)}-D_{s} X_{u}^{(n)}\right|}{(r-u)^{1+\beta}} d u d r . \tag{3.1.43}
\end{align*}
$$

It follows from Lemmas 3.1.1, 3.1.2 and 3.1.6 that

$$
\begin{equation*}
\left|X_{s}^{n}-X_{r}^{n}\right| \leq \exp \left\{C G^{\widetilde{\kappa}}\right\}|s-r|^{1-\beta} \tag{3.1.44}
\end{equation*}
$$

for any $1-H<\beta<\frac{1}{2}$. In this case $1-2 \beta>0$ and from (3.1.43)

$$
\begin{aligned}
& \left|D_{s} X_{t}^{(n+1)}\right| \leq C \exp \left\{C G^{\tilde{\kappa}}\right\}+M \int_{s}^{t}\left|D_{s} X_{r}^{(n)}\right| d r \\
& +M G \int_{s}^{t} \frac{\left|D_{s} X_{r}^{(n)}\right|}{(r-s)^{\beta}} d r+M G \exp \left\{C G^{\tilde{\kappa}}\right\} \int_{s}^{t}\left|D_{s} X_{r}^{(n)}\right|(r-s)^{1-2 \beta} d r \\
& \\
& \quad+C G \int_{s}^{t} \int_{s}^{r} \frac{\left|D_{s} X_{r}^{(n)}-D_{s} X_{u}^{(n)}\right|}{(r-u)^{1+\beta}} d u d r,
\end{aligned}
$$

or, briefly,

$$
\begin{aligned}
& \left|D_{s} X_{t}^{(n+1)}\right| \leq C \exp \left\{C G^{\tilde{\kappa}}\right\} \\
& +C G \exp \left\{C G^{\tilde{\kappa}}\right\} \int_{s}^{t} \frac{\left|D_{s} X_{r}^{(n)}\right|}{(r-s)^{\beta}} d r+C G \int_{s}^{t} \int_{s}^{r} \frac{\left|D_{s} X_{r}^{(n)}-D_{s} X_{u}^{(n)}\right|}{(r-u)^{1+\beta}} d u d r .
\end{aligned}
$$

Further, for any $0 \leq u<r \leq T$

$$
D_{s} X_{r}^{(n+1)}-D_{s} X_{u}^{(n+1)}=\int_{u}^{r} \sigma^{\prime}\left(X_{v}^{(n)}\right) D_{s} X_{v}^{(n)} d B_{v}^{H}+\int_{u}^{r} b^{\prime}\left(X_{v}^{(n)}\right) D_{s} X_{v}^{(n)} d v
$$

and we obtain by similar estimates that

$$
\begin{align*}
\left|D_{s} X_{r}^{(n+1)}-D_{s} X_{u}^{(n+1)}\right| & \leq C G \exp \left\{C G^{\tilde{\kappa}}\right\} \int_{u}^{r} \frac{\left|D_{s} X_{u}^{(n)}\right|}{(v-u)^{\beta}} d v \\
& +C G \int_{u}^{r} \int_{u}^{v} \frac{\left|D_{s} X_{v}^{(n)}-D_{s} X_{z}^{(n)}\right|}{(v-z)^{1+\beta}} d z d v, \tag{3.1.45}
\end{align*}
$$

whence

$$
\begin{aligned}
& \int_{s}^{r} \frac{\left|D_{s} X_{r}^{(n+1)}-D_{s} X_{u}^{(n+1)}\right|}{(r-u)^{1+\beta}} d u \\
& \leq C G \exp \left\{C G^{\tilde{\kappa}}\right\} \int_{s}^{r} \frac{1}{(r-u)^{1+\beta}} \int_{u}^{r} \frac{\left|D_{s} X_{v}^{(n)}\right|}{(v-u)^{\beta}} d v d u \\
& \quad+C G \int_{s}^{r} \frac{1}{(r-u)^{1+\beta}} \int_{u}^{r} \int_{u}^{v} \frac{\left|D_{s} X_{v}^{(n)}-D_{s} X_{z}^{(n)}\right|}{(v-z)^{1+\beta}} d z d v .
\end{aligned}
$$

Denote $\varphi_{n}^{1}(t):=\left|D_{s} X_{t}^{(n)}\right|, \varphi_{n}^{2}(t):=\int_{s}^{t} \frac{\left|D_{s} X_{t}^{(n)}-D_{s} X_{u}^{(n)}\right|}{(t-u)^{1+\beta}} d u, \varphi_{0}^{1}(t):=D_{s} X_{0}$, $\varphi_{0}^{2}(t):=0, \tilde{C}_{1}(\omega):=C \exp \left\{C G^{\tilde{\kappa}}\right\}, \tilde{C}_{2}(\omega):=C G \exp \left\{C G^{\tilde{\kappa}}\right\}, \tilde{C}_{3}(\omega):=C G$.

Then for $\varphi_{n}(t):=\varphi_{n}^{1}(t)+\varphi_{n}^{2}(t)$

$$
\begin{aligned}
\varphi_{n+1}^{1}(t) \leq \tilde{C}_{1}(\omega)+ & \tilde{C}_{2}(\omega) \int_{s}^{t} \varphi_{n}^{1}(r)(r-s)^{-\beta} d r+\tilde{C}_{3}(\omega) \int_{s}^{t} \varphi_{n}^{2}(r) d r \\
\leq & \tilde{C}_{1}(\omega)+\left(\tilde{C}_{2}(\omega)+\tilde{C}_{3}(\omega) T^{\beta}\right) \int_{s}^{t} \varphi_{n}(r)(r-s)^{-\beta} d r ; \\
\varphi_{n+1}^{2}(t) \leq \tilde{C}_{2}(\omega) & \int_{s}^{t} \frac{1}{(t-u)^{1+\beta}} \int_{u}^{t} \frac{\varphi_{n}^{1}(v)}{(v-u)^{\beta}} d v d u \\
& +\tilde{C}_{3}(\omega) \int_{s}^{t} \frac{1}{(t-u)^{1+\beta}} \int_{u}^{t} \varphi_{n}^{2}(v) d v d u \\
= & \tilde{C}_{2}(\omega) \int_{s}^{t} \varphi_{n}^{1}(v) \int_{s}^{v} \frac{d u}{(v-u)^{\beta}(t-u)^{1+\beta}} d v \\
& \quad+\tilde{C}_{3}(\omega) \int_{s}^{t} \varphi_{n}^{2}(v) \int_{s}^{v} \frac{d u}{(t-u)^{1+\beta}} d v .
\end{aligned}
$$

Since $\int_{s}^{v}(v-u)^{-\beta}(t-u)^{-1-\beta} d u \leq C(t-v)^{-2 \beta}$, with $C=\int_{0}^{\infty} u^{-\beta}(1+u)^{-1-\beta} d u$, we have that

$$
\begin{array}{r}
\varphi_{n+1}^{2}(t) \leq \tilde{C}_{2}(\omega) C \int_{s}^{t} \varphi_{n}^{1}(v)(t-v)^{-2 \beta} d v+\tilde{C}_{3}(\omega) C \int_{s}^{t} \varphi_{n}^{2}(v)(t-v)^{-\beta} d v \\
\leq C\left(\tilde{C}_{2}(\omega)+\tilde{C}_{3}(\omega) T^{\beta}\right) \int_{s}^{t} \varphi_{n}(v)(t-v)^{-2 \beta} d v
\end{array}
$$

Finally,

$$
\begin{aligned}
\varphi_{n+1}(t) \leq C(\omega)\left(1+\int_{0}^{t}\right. & \left.\varphi_{n}(v)\left((t-v)^{-2 \beta}+v^{-2 \beta}\right) d v\right) \\
& \leq C(\omega)\left(1+t^{2 \beta} \int_{0}^{t} \varphi_{n}(v)(t-v)^{-2 \beta} v^{-2 \beta} d v\right)
\end{aligned}
$$

where $C(\omega)=C \tilde{C}_{1}(\omega) \vee\left(\tilde{C}_{2}(\omega)+\tilde{C}_{3}(\omega) T^{\beta} \vee 1\right)$ for some $C>0$.
It is very easy to check by induction, similarly to (3.1.20)-(3.1.21), that

$$
\varphi_{n}(t) \leq C(\omega) C_{1} \exp \left\{C_{2} t(C(\omega))^{\frac{1}{1-2 \beta}}\right\}=: \psi(t)
$$

where $C_{1}$ and $C_{2}$ depend only on $\beta$. In particular, $\varphi_{n}^{1} \leq \psi(t)$ and $\varphi_{n}^{2} \leq \psi(t)$. Evidently, $\sup _{s \leq t \leq T} \psi(t)=: \tilde{C}(\omega)<\infty$ a.s., and from (3.1.45) it follows that

$$
\left|D_{s} X_{r}^{(n+1)}-D_{s} X_{u}^{(n+1)}\right| \leq C(\omega) \tilde{C}(\omega)\left(\frac{(r-u)^{1-\beta}}{1-\beta}+(r-u)\right)
$$

i.e. $D_{s} X_{r}^{(n+1)}$ is Hölder continuous of index 1- $\beta$ (it is necessary for induction). Denote $\Omega_{k}:=\{\omega: \tilde{C}(\omega) \leq k\}$. Then

$$
\begin{equation*}
E_{k} \sup _{0 \leq s \leq t \leq T}\left|D_{s} X_{t}^{(n)}\right|^{p} \leq k^{p}<\infty \tag{3.1.46}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
\left|X_{t}^{(n+1)}-X_{t}\right| & \leq \int_{0}^{t}\left|b\left(X_{s}^{(n)}\right)-b\left(X_{s}\right)\right| d s+\left|\int_{0}^{t}\left(\sigma\left(X_{s}^{(n)}\right)-\sigma\left(X_{s}\right)\right) d B_{s}^{H}\right| \\
& \leq M \int_{0}^{t}\left|X_{s}^{(n)}-X_{s}\right| d s+C(\omega) \int_{0}^{t} \frac{\left|X_{s}^{(n)}-X_{s}\right|}{s^{\beta}} d s \\
& +C(\omega) \int_{0}^{t} \int_{0}^{r} \frac{\left|\sigma\left(X_{r}\right)-\sigma\left(X_{r}^{(n)}\right)-\sigma\left(X_{n}\right)+\sigma\left(X_{u}^{(n)}\right)\right|}{(r-u)^{1+\beta}} d u d r .
\end{aligned}
$$

From Lemma 7.1 (NR00), conditions (i'), (x) and from (3.1.44), it follows that

$$
\begin{aligned}
& \left|\sigma\left(X_{r}\right)-\sigma\left(X_{r}^{(n)}\right)-\sigma\left(X_{u}\right)+\sigma\left(X_{u}^{(n)}\right)\right| \\
\leq & C\left|X_{r}-X_{u}-X_{r}^{(n)}+X_{u}^{(n)}\right|+C\left|X_{r}^{(n)}-X_{r}\right|\left(\left|X_{r}-X_{u}\right|+\left|X_{r}^{(n)}-X_{u}^{(n)}\right|\right) \\
\leq & C\left|X_{r}^{(n)}-X_{r}\right|\left(C \exp \left\{C G^{\widetilde{\kappa}}\right\}|u-r|^{1-\beta}\right)+C\left|X_{r}-X_{u}-X_{r}^{(n)}+X_{u}^{(n)}\right|
\end{aligned}
$$

Then

$$
\begin{aligned}
&\left|X_{t}^{(n+1)}-X_{t}\right| \leq C(\omega)\left(\int_{0}^{t} \int_{0}^{r} \frac{\left|X_{r}-X_{u}-X_{r}^{(n)}+X_{u}^{(n)}\right|}{(r-u)^{1+\beta}} d u d r\right. \\
&\left.+\int_{0}^{t}\left|X_{s}^{(n)}-X_{s}\right| s^{-\beta} d s\right)
\end{aligned}
$$

By similar estimates we obtain

$$
\begin{aligned}
& \int_{0}^{t} \frac{\left|X_{t}^{(n+1)}-X_{u}^{(n+1)}-X_{t}-X_{u}\right|}{(t-u)^{1+\beta}} d u \\
& \leq C(\omega) \int_{0}^{t} \frac{d u}{(t-u)^{1+\beta}}\left(\int_{u}^{t}\left|X_{s}^{(n)}-X_{s}\right| s^{-\beta} d s\right. \\
& \left.\quad \quad+\int_{u}^{t} \int_{u}^{r} \frac{\left|X_{r}-X_{v}-X_{r}^{(n)}+X_{v}^{(n)}\right|}{(r-v)^{1+\beta}} d u d r\right)
\end{aligned}
$$

Denote $\xi_{n}^{1}(t):=\left|X_{t}^{(n)}-X_{t}\right|, \xi_{n}^{2}(t):=\int_{0}^{t}\left|X_{t}^{(n)}-X_{u}^{(n)}-X_{t}+X_{u}\right|$ $\times(t-u)^{-1-\beta} d u$, then

$$
\xi_{n+1}^{1}(t) \leq C(\omega)\left(\int_{0}^{t} \xi_{n}^{1}(s) s^{-\beta} d s+\int_{0}^{t} \xi_{n}^{2}(s) d s\right)
$$

$$
\begin{aligned}
& \xi_{n+1}^{2}(t) \leq C(\omega)\left(\int_{0}^{t} \xi_{n}^{1}(s) s^{-\beta} \int_{0}^{s} \frac{d u}{(t-u)^{1+\beta}} d s\right. \\
& \left.\quad+\int_{0}^{t} \xi_{n}^{2}(s) \int_{0}^{s} \frac{d u}{(t-u)^{1+\beta}} d s\right) \leq C(\omega) \int_{0}^{t} s^{-\beta}(t-s)^{-\beta}\left(\xi_{n}^{1}(s)+\xi_{n}^{2}(s)\right) d s
\end{aligned}
$$

Let $\xi_{n}(t)=\xi_{n}^{1}(t)+\xi_{n}^{2}(t)$, then $\xi_{n+1}(t) \leq C(\omega) t^{2 \beta} \int_{0}^{t} s^{-2 \beta}(t-s)^{-2 \beta} \xi_{n}(s) d s$.
Denote $C_{4}(\omega):=\sup _{0 \leq s \leq T}\left|\xi_{0}(s)\right|$. Then it is easy to obtain that

$$
\begin{equation*}
\xi_{n}(t) \leq(C(\omega))^{n} C_{4}(\omega) \frac{\Gamma(1-2 \beta)^{n+1}}{\Gamma(n(1-2 \beta))} t^{n(1-2 \beta)} \tag{3.1.47}
\end{equation*}
$$

Hence, $E_{k} \sup _{0 \leq t \leq T}\left|\xi_{n}(t)\right|^{p} \leq C k^{(n+1) p}<\infty$ for some $C>0$ and any $p>0$, where $\Omega_{k}=\left\{\omega: \bar{C}(\omega) \leq k, C_{4}(\omega) \leq k\right\}$. Finally, we obtain from (3.1.47) that $E_{k} \sup _{0 \leq t \leq T}\left|X_{t}^{(n)}-X_{t}\right|^{p} \rightarrow 0, n \rightarrow \infty$. Together with (3.1.46) it means that $X(t) \in D_{1, \infty, l o c}$.
2. Let equation (3.1.28) be semilinear, i.e. it has a form

$$
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\sigma \int_{0}^{t} X_{s} d B_{s}^{H}
$$

where $b$ satisfies conditions (i'), (ii'), (x), $X_{0}$ satisfies condition (xii).
Then

$$
\begin{aligned}
\left|D_{s} X_{t}^{(n+1)}\right| \leq \tilde{C}_{1}(\omega)+C(\omega) \int_{s}^{t} & \frac{\left|D_{s} X_{r}^{n}\right|}{(r-s)^{\beta}} d r \\
& +C(\omega)|\sigma| \int_{s}^{t} \int_{s}^{r} \frac{\left|D_{s} X_{r}^{n}-D_{s} X_{u}^{n}\right|}{(r-u)^{1+\beta}} d u d r
\end{aligned}
$$

$$
\begin{aligned}
& \left|D_{s} X_{r}^{n+1}-D_{s} X_{u}^{n+1}\right| \\
& \quad \leq C(\omega) \int_{u}^{r} \frac{\left|D_{s} X_{z}^{n}\right|}{(z-u)^{\beta}} d z+C(\omega)|\sigma| \int_{u}^{r} \int_{u}^{z} \frac{\left|D_{s} X_{z}^{n}-D_{s} X_{v}^{n}\right|}{(z-v)^{1+\beta}} d v d z
\end{aligned}
$$

or in terms of $\varphi_{n}^{1}(t)$ and $\varphi_{n}^{2}(t)$ from Part 1 of the proof,

$$
\begin{aligned}
\varphi_{n}^{1}(t) \leq & \tilde{C}_{1}(\omega)+C(\omega) \int_{s}^{t} \varphi_{n}^{1}(r)(r-s)^{-\beta} d r+C(\omega)|\sigma| \int_{s}^{t} \varphi_{n}^{2}(r) d r \\
& \varphi_{n}^{2}(t) \leq C(\omega) \int_{s}^{t} \varphi_{n}^{1}(v)(t-v)^{-2 \beta} d v+C(\omega) \int_{s}^{t} \varphi_{n}^{2}(v)(t-v)^{-\beta} d v
\end{aligned}
$$

Repeating the same estimates as in Part 1 but with other constants, we obtain

$$
\varphi_{n}^{1}(t) \leq \tilde{C}_{1}(\omega) \exp \left\{C G^{\widetilde{\kappa}}(t-s)\right\}
$$

Evidently, $E\left|\varphi_{n}^{1}(t)\right|^{p} \leq C_{p}<\infty$ since now, of course, $\mu=1, \widetilde{\kappa}=\frac{1}{1-2 \beta}$, and for $H>\frac{3}{4}$ the coefficient $\beta>1-H$ can be chosen in such a way that $\frac{1}{1-2 \beta}<2$. Moreover, in this, semilinear, case,

$$
\begin{aligned}
& \left|X_{t}^{(n+1)}-X_{t}\right| \\
& \leq C(\omega) \int_{0}^{t} \frac{\left|X_{s}^{n}-X_{s}\right|}{s^{\beta}} d s+C(\omega) \int_{0}^{t} \int_{0}^{r} \frac{\left|X_{r}-X_{r}^{(n)}-X_{u}+X_{u}^{(n)}\right|}{(r-u)^{1+\beta}} d u d r, \\
& \int_{0}^{t} \frac{\left|X_{t}^{(n+1)}-X_{t}-X_{u}^{(n+1)}+X_{u}\right|}{(t-u)^{1+\beta}} d u \\
& \quad \leq \int_{0}^{t} \frac{d u}{(t-u)^{1+\beta}}\left(C(\omega) \int_{u}^{t}\left|X_{s}^{(n)}-X_{s}\right| s^{-\beta} d s\right. \\
& \quad+C(\omega) \int_{u}^{t} \int_{u}^{r} \frac{\left|X_{r}-X_{v}-X_{r}^{(n)}+X_{v}^{(n)}\right|}{\left.(r-v)^{1+\beta} d v d r\right)} \\
& \quad \leq C(\omega) \int_{0}^{t}\left|X_{s}^{(n)}-X_{s}\right| s^{-\beta}(t-s)^{-\beta} d s \\
& \quad+C(\omega) \int_{0}^{t}(t-s)^{-\beta} \int_{0}^{s} \frac{\left|X_{s}-X_{v}-X_{s}^{(n)}+X_{v}^{(n)}\right|}{(s-v)^{1+\beta}} d s,
\end{aligned}
$$

or

$$
\begin{gathered}
\xi_{n+1}^{1}(t) \leq C(\omega) \int_{0}^{t} \xi_{n}^{1}(s) s^{-\beta} d s+C(\omega) \int_{0}^{t} \xi_{n}^{2}(s) d s \\
\xi_{n+1}^{2}(t) \leq C(\omega) \int_{0}^{t} \xi_{n}^{1}(s) s^{-\beta}(t-s)^{-\beta} d s+C(\omega) \int_{0}^{t} \xi_{n}^{2}(s)(t-s)^{-\beta} d s
\end{gathered}
$$

where $\xi_{n}^{1}(t)=\left|X_{t}^{(n)}-X_{t}\right|, \xi_{n}^{2}(t)=\int_{0}^{t} \frac{\left|X_{t}^{(n)}+X_{u}^{(n)}-X_{t}+X_{u}\right|}{(t-u)^{1+\beta}} d u$.
Repeating the same estimates as in Part 1, but with other constants, we obtain:

$$
\sup _{0 \leq t \leq T} \xi_{n}(t) \leq \frac{C^{n+1} G^{n+1} \tilde{C}_{4}(\omega)}{\Gamma(n(1-2 \beta))},
$$

where $\xi_{n}(t)=\xi_{n}^{1}(t)+\xi_{n}^{2}(t)$,

$$
\tilde{C}_{4}(\omega)=\sup _{0 \leq t \leq T}\left|\xi_{0}(t)\right|=\sup _{0 \leq t \leq T}\left(\left|X_{0}\right|+\left|X_{t}\right|+\int_{0}^{t} \frac{\left|X_{t}-X_{r}\right|}{(t-r)^{1+\beta}} d r\right) .
$$

According to Corollary 3.1.7, $E \tilde{C}_{4}^{p}(\omega)<\infty$ for any $p \geq 1$ if $H>\frac{3}{4}$. Clearly, $E G^{p}<\infty$ for any $p \geq 1$. Therefore, $E \sup _{0 \leq t \leq T}\left|X_{t}^{(n)}-X_{t}\right|^{p} \leq C_{p}<\infty$ and we obtain the proof.

Remark 3.1.15. It is easy to see that under conditions (i')-(ii') and (x)-(xii) the derivative $D_{s} X_{t}$ satisfies the equation

$$
\begin{equation*}
D_{s} X_{t}=\sigma\left(X_{s}\right)+\int_{s}^{t} \sigma^{\prime}\left(X_{r}\right) D_{s} X_{r} d B_{r}+\int_{s}^{t} b^{\prime}\left(X_{r}\right) D_{s} X_{r} d r \tag{3.1.48}
\end{equation*}
$$

Remark 3.1.16. For differentiability and local differentiability of the solutions of SDE involving fBm see also (NS05) and (MS07b).

## Smoothness of the Functionals of the Solution

We consider equation (3.1.28) and suppose that the coefficients $b$ and $\sigma$ satisfy the conditions of Theorem 3.1.10 and the condition
(xiii) $b, \sigma \in C^{1}(\mathbb{R})$.

Note that under these conditions equation (3.1.28) has a pathwise solution. Let $X_{t}$ be any solution of (3.1.28) and the function $F \in C^{2}(\mathbb{R})$. Then for any fixed $T>0 \int_{0}^{T}\left|F\left(X_{s}\right) b\left(X_{s}\right)\right| d s<\infty$ a.s. Suppose that the process $F^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) \in$ $D_{1,2}(|\mathcal{H}|)$ and a.s.

$$
\int_{0}^{T} \int_{s}^{T}\left|D_{s}\left(F^{\prime}\left(X_{u}\right) \sigma\left(X_{u}\right)\right)\right||u-s|^{2 \alpha-1} d u d s<\infty
$$

According to the Itô formula (2.7.3) and equality (2.4.2), it holds that

$$
\begin{align*}
F\left(X_{t}\right)= & F\left(X_{0}\right)+\int_{0}^{t} F^{\prime}\left(X_{s}\right) b\left(X_{s}\right) d s+\int_{0}^{t} F^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) d B_{s}^{H} \\
= & F\left(X_{0}\right)+\int_{0}^{t} F^{\prime}\left(X_{s}\right) b\left(X_{s}\right) d s+\int_{0}^{t} F^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) \delta B_{s}^{H} \\
& +C_{H} \int_{0}^{t} \int_{s}^{t} D_{s}\left(F^{\prime}\left(X_{u}\right) \sigma\left(X_{u}\right)\right)|u-s|^{2 \alpha-1} d u d s \tag{3.1.49}
\end{align*}
$$

By using this equality, we can prove the following result. Denote

$$
\varepsilon_{s}^{t}:=\exp \left\{\int_{s}^{t} b^{\prime}\left(X_{u}\right) d u+\int_{s}^{t} \sigma^{\prime}\left(X_{u}\right) d B_{u}^{H}\right\}, \quad 0 \leq s<t \leq T
$$

Theorem 3.1.17. Let the conditions of Theorem 3.1.10, condition (xiii) and the following conditions hold:
(xiv) $E \int_{0}^{T}\left|F^{\prime}\left(X_{t}\right) b\left(X_{t}\right)\right| d t<\infty$, the function $f(s):=E F^{\prime}\left(X_{s}\right) b\left(X_{s}\right)$ is continuous on $[0, T]$;
(xv) $F^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) \in D_{1,2}(|\mathcal{H}|)$ and

$$
E \int_{0}^{T} \int_{s}^{T}\left|D_{s}\left(F^{\prime}\left(X_{u}\right) \sigma\left(X_{u}\right)\right)\right||u-s|^{2 \alpha-1} d u d s<\infty
$$

Then the function $\varphi(t):=E F\left(X_{t}\right)$ is differentiable in $t$ and

$$
\begin{aligned}
\varphi^{\prime}(t)=E & F^{\prime}\left(X_{t}\right) b\left(X_{t}\right) \\
& +2 \alpha H E\left(\int_{0}^{t}\left(F^{\prime}\left(X_{s}\right) \sigma^{\prime}\left(X_{s}\right)\right)^{\prime} \sigma\left(X_{s}\right)|s-t|^{2 \alpha-1}\left(\varepsilon_{0}^{s}\right)^{-1} d s \cdot \varepsilon_{0}^{t}\right)
\end{aligned}
$$

Proof. From the Itô formula (3.1.49) and conditions (xiv)-(xv) it follows that

$$
\begin{aligned}
\varphi(t)= & E F\left(X_{0}\right)+\int_{0}^{t} E F^{\prime}\left(X_{s}\right) b\left(X_{s}\right) d s \\
& +C_{H} \int_{0}^{t} \int_{s}^{t} E D_{s}\left(F^{\prime}\left(X_{u}\right) \sigma\left(X_{u}\right)\right)|u-s|^{2 \alpha-1} d u d s, \quad C_{H}=2 \alpha H
\end{aligned}
$$

Note that the mathematical expectation of the divergence operator $E \int_{0}^{t} F^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right) \delta B_{s}^{H}=0$. Therefore, under (xiv) and (xv) we can differentiate $\varphi$ and obtain that

$$
\varphi^{\prime}(t)=E F^{\prime}\left(X_{t}\right) b\left(X_{t}\right)+2 \alpha H \int_{0}^{t} E D_{s}\left(F^{\prime}\left(X_{t}\right) \sigma\left(X_{t}\right)\right)|t-s|^{2 \alpha-1} d s
$$

Further, from the chain rule, Theorem 3.1.14 and Remark 3.1.15 $D_{s}\left(F^{\prime}\left(X_{t}\right) \sigma\left(X_{t}\right)\right)=\left(F^{\prime}\left(X_{s}\right) \sigma\left(X_{s}\right)\right)^{\prime} D_{s} X_{t}$, the derivative $D_{s} X_{t}$ exists and satisfies linear differential equation (3.1.48), whence

$$
D_{s} X_{t}=\sigma\left(X_{s}\right) \varepsilon_{s}^{t} \mathbf{1}\{s \leq t\}
$$

Therefore

$$
\begin{aligned}
\varphi^{\prime}(t)=E & F^{\prime}\left(X_{t}\right) b\left(X_{t}\right) \\
& +2 \alpha H E\left(\int_{0}^{t}\left(F^{\prime}\left(X_{s}\right) \sigma^{\prime}\left(X_{s}\right)\right)^{\prime} \sigma\left(X_{s}\right)|s-t|^{2 \alpha-1}\left(\varepsilon_{0}^{s}\right)^{-1} d s \cdot \varepsilon_{0}^{t}\right)
\end{aligned}
$$

### 3.1.5 Semilinear Stochastic Differential Equations Involving Forward Integral w.r.t. fBm

León and Tudor in their paper (LT02) established the existence of a global solution of a semilinear stochastic differential equation with forward integrals (for the definition and properties of forward integral see Section 2.4). Let $p>1$ and $\gamma \in(0,1)$. A process $u \in \mathbb{D}_{1, p}(|\mathcal{H}|)$ belongs to $\mathbb{L}_{\gamma}^{1, p}$ if

$$
\begin{equation*}
\|u\|_{\mathbb{L}_{\gamma}^{1, p}}^{p}:=E\left(\|u\|_{L_{\frac{1}{\gamma}}[0, T]}^{p}\right)+E\left(\|D u\|_{L_{\frac{1}{\gamma}}[0, T]^{2}}^{p}\right)<\infty . \tag{3.1.50}
\end{equation*}
$$

It follows from (AN02) that $\mathbb{L}_{\gamma}^{1, p} \subset \operatorname{Dom}\left(\delta_{H}\right)$ for any $0 \leq \gamma \leq H$.

The next statement from (LT02) establishes the relationship between the forward integral (understood in the sense of ucp-convergence) and the divergence operator that we denote here as $\int_{0}^{t} u_{s} \delta B_{s}^{H}$ (for P-convergence such a statement was proved by (AN02), see (2.4.1)). Here something like condition (3.1.50) is needed.

Theorem 3.1.18 ((LT02)). 1)Let $\left\{u_{t}, t \in[0, T]\right\}$ be a stochastic process, $u \in \mathbb{L}_{\gamma}^{1,2}$ for some $1 / 2<\gamma<H$ and the trace condition holds,

$$
\int_{0}^{T} \int_{0}^{t}\left|D_{s} u_{r}\right||r-s|^{2 \alpha-1} d s d r<\infty \text { a.s. }
$$

Then both the integrals, $\int_{0}^{t} u_{s} d B_{s}^{H,-}$ and $\int_{0}^{t} u_{s} \delta B_{s}^{H}$, exist for any $t \in[0, T]$ and

$$
\int_{0}^{t} u_{s} d B_{s}^{H,-}=\int_{0}^{t} u_{s} \delta B_{s}^{H}+2 \alpha H \int_{0}^{t} \int_{0}^{T} D_{s} u_{r}|r-s|^{2 \alpha-1} d s d r
$$

2) Now consider the semilinear stochastic differential equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+\int_{0}^{t} \sigma_{s} X_{s} d B_{s}^{H,-}, \quad t \in[0, T] \tag{3.1.51}
\end{equation*}
$$

where the coefficients $b: \Omega \times[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ and $\sigma: \Omega \times[0, T] \rightarrow \mathbb{R}$ are measurable, $X_{0}$ is random variable, $b$ and $\sigma$ satisfy the following assumptions:
(xvi) For all $\omega \in \Omega, t \in[0, T]$ and $x, y \in \mathbb{R}$

$$
\begin{aligned}
& |b(\omega, t, x)-b(\omega, t, y)| \leq \kappa(\omega)|x-y| \\
& |b(\omega, t, 0)| \leq \kappa(\omega)
\end{aligned}
$$

for some random variable $\kappa(\omega)$.
(xvii) $\sigma$ is forward integrable and there is $\varepsilon_{0}>0$ such that

$$
\begin{aligned}
& \lim _{c \rightarrow \infty} \sup _{0<\varepsilon<\varepsilon_{0}} P\left\{\int_{0}^{T}\left|\int_{0}^{r} \sigma_{s} \varepsilon^{-1}\left(B_{(s+\varepsilon) \wedge T}^{H}-B_{s}^{H}\right) d s-\int_{0}^{r} \sigma_{s} d B_{s}^{H,-}\right|\right. \\
& \left.\times\left|\sigma_{r} \varepsilon^{-1}\left(B_{(r+\varepsilon) \wedge T}^{H}-B_{r}^{H}\right)\right| d r>c\right\}=0
\end{aligned}
$$

(xviii) for all $c>0$

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} P\left\{\sup _{0 \leq t \leq T} \mid \int_{0}^{t}\left(\int_{0}^{r} \sigma_{s} \varepsilon^{-1}\left(B_{(s+\varepsilon) \wedge T}^{H}-B_{s}^{H}\right) d s-\int_{0}^{r} \sigma_{s} d B_{s}^{H,-}\right)\right. \\
& \left.\times \sigma_{r} \varepsilon^{-1}\left(B_{(r+\varepsilon) \wedge T}^{H}-B_{r}^{H}\right) d r \mid>c\right\}=0
\end{aligned}
$$

Also, denote by $\mathcal{A}$ the class of all processes $X$ such that $(\sigma X)$ is forward integrable and for any $c>0$ and $t \in[0, T]$

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} \lim _{\eta \rightarrow 0} P\left\{\mid \int_{0}^{s} \sigma_{s} X_{s} \exp \left\{-\int_{0}^{s} \sigma_{r} \varepsilon^{-1}\left(B_{(r+\varepsilon) \wedge T}^{H}-B_{r}^{H}\right) d r\right\}\right. \\
& \left.\times\left(\eta^{-1}\left(B_{(s+\eta) \wedge T}^{H}-B_{s}^{H}\right)-\varepsilon^{-1}\left(B_{(s+\varepsilon) \wedge T}^{H}-B_{s}^{H}\right)\right) d s \mid>c\right\}=0
\end{aligned}
$$

Theorem 3.1.19 ((LT02)). Under assumptions (xvi)-(xviii) equation (3.1.51) has a unique solution in the class $\mathcal{A}$ that is given by the unique solution of the equation
$X_{t}=\exp \left\{\int_{0}^{t} \sigma_{s} d B_{s}^{H,-}\right\} X_{0}+\int_{0}^{t} \exp \left\{\int_{u}^{t} \sigma_{s} d B_{s}^{H,-}\right\} b\left(u, X_{u}\right) d u, t \in[0, T]$
Here are some classes of coefficients satisfying assumptions (xvii) and (xviii).

Example 3.1.20 ((LT02)). Assume that the stochastic process $\left\{\sigma_{t}, t \in[0, T]\right\}$ satisfies the following conditions:
(xix) $\sigma \in \mathbb{L}_{\gamma}^{1,2}$ for some $1 / 2<\gamma<H$, and for some $t_{0} \in[0, T]$

$$
E\left(\int_{0}^{T}\left|D_{s} \sigma_{t_{0}}\right|^{\frac{1}{\gamma}} d s\right)^{2 \gamma}<\infty
$$

(xx) there exists $\beta$ such that for all $s, t \in[0, T]$

$$
E\left|\sigma_{t}-\sigma_{s}\right| \leq c|s-t|^{\beta / 2}
$$

and

$$
E\left(\int_{0}^{T}\left|D_{u}\left(\sigma_{s}-\sigma_{t}\right)\right|^{\frac{1}{\gamma}} d u\right)^{2 \gamma} \leq c|s-t|^{\beta}
$$

(xxi) $E\left|\sigma_{t}\right|^{2}<\infty$ and $E\left(\int_{0}^{T}\left|D_{r} \sigma_{t}\right||t-r|^{2 \alpha-1} d r\right)^{2}<\infty, t \in[0, T]$;
(xxii) there exists $\mu \in(0, H)$ such that
(a) $\lim _{c \rightarrow \infty} \sup _{0<\varepsilon<\varepsilon_{0}} P\left\{\theta_{\varepsilon}>c\right\}=0$, where $\varepsilon_{0}>0$ and

$$
\theta_{\varepsilon}=\varepsilon^{-1-\mu+H}\left(\int_{0}^{T}\left(\int_{0}^{r} \int_{\left(s-\varepsilon^{\mu}\right) \vee 0}^{\left(s+\varepsilon^{\mu}\right) \wedge T}\left|D_{u} \sigma_{s}\right||s-u|^{2 \alpha-1} d u d s\right)^{2} d r\right)^{1 / 2}
$$

(b) $\theta_{\varepsilon} \xrightarrow{P} 0$ as $\varepsilon \rightarrow 0$,
(c) $\beta>2(1-H+\mu)$ and $H-\mu>1 / 2 \vee \mu$.

Then $\sigma$ satisfies assumptions (xvi) and (xvii).
Example 3.1.21. Let $\left\{\sigma_{t}, t \in[0, T]\right\}$ be an absolutely continuous process of the form

$$
\sigma_{t}=\sigma_{0}=\int_{0}^{t} \dot{\sigma}_{s} d s, \quad t \in[0, T]
$$

with $\sigma_{0}, \dot{\sigma} \in \mathbb{L}_{\gamma}^{1,2}$ for some $1 / 2<\gamma<H$, and $\sigma$ satisfies conditions (xxi) and (xxii). Then $\sigma$ satisfies assumptions (xvii) and (xviii).

### 3.1.6 Existence and Uniqueness of Solutions of SDE with Two-Parameter Fractional Brownian Field

In this subsection we use the notations introduced in Subsection 2.2.4. We continue with the estimates of the two-parameter generalized Lebesgue-Stieltjes integrals (the first result in this direction was formulated in Lemma 2.2.16), and use these estimates to obtain the conditions of existence and uniqueness of solution of SDE involving the two-parameter fBm . The estimates of the norms of integrals on the whole duplicate the corresponding estimates from Lemmas 3.1.1-3.1.2 and Theorem 3.1.3, but are much more technical. Therefore we omit the proofs. For details, see (MisIl03).

Another approach to SDEs involving a two-parameter fractional Brownian field was developed in (TT03).

Denote $\mathcal{P}_{T}=\left[0, T_{1}\right] \times\left[0, T_{2}\right] \subset \mathbb{R}_{+}^{2}$ and introduce the following norm on the space $W_{0}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$ :

$$
\|f\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}}:=\sup _{t \in \mathcal{P}_{T}} e^{-\lambda_{1} t_{1}-\lambda_{2} t_{2}} \varphi_{f}^{\beta_{1}, \beta_{2}}(t)
$$

Also, recall that $\|f\|=\sup _{t \in \mathcal{P}_{T}}|f(t)|$.
Lemma 3.1.22. Let the function $\sigma: \mathcal{P}_{T} \times \mathbb{R} \rightarrow \mathbb{R}$ and satisfy the following conditions:
(xxiii) 1) $\quad \sigma \in C^{3}\left(\mathcal{P}_{T} \times \mathbb{R}\right)$;
2) $\exists C>0$ such that $|D \sigma(t, x)| \leq C$, where the symbol $D$ stands for any differentiation that is possible according to item 1) and ( $t, x) \in \mathcal{P}_{T} \times \mathbb{R}$;
3) $|\sigma(r, 0)| \leq C$;

Also, let $f \in W_{0}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right), g \in W_{1}^{1-\beta_{1}, 1-\beta_{2}}\left(\mathcal{P}_{T}\right)$, for some $0<\beta_{i}<\frac{1}{2}$, $i=1,2$.

Then the following statements hold:

1) $\|\sigma(\cdot, f(\cdot))\|_{0, \beta_{1}, \beta_{2}} \leq C_{\beta_{1}, \beta_{2}, T}(1+\|f\|)\left(1+\|f\|_{0, \beta_{1}, \beta_{2}}\right)^{2}$;
2) The generalized Lebesgue-Stieltjes integral

$$
G_{t}^{(\sigma)}(f):=\int_{\mathcal{P}_{T}} \sigma\left(s, f_{s}\right) d g_{s}
$$

exists, belongs to the spaces $C^{1-\beta_{1}, 1-\beta_{2}}$ and $W_{0}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$ and admits in these spaces the following estimates:
(a) $\left\|G^{(\sigma)}(f)\right\|_{1-\beta_{1}, 1-\beta_{2}} \leq C_{\beta_{1}, \beta_{2}, T} \Lambda_{1-\beta_{1}, 1-\beta_{2}}(g)(1+\|f\|)$

$$
\times\left(1+\|f\|_{0, \beta_{1}, \beta_{2}}\right)^{2}
$$

(b) $\left\|G^{(\sigma)}(f)\right\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}} \leq C_{\beta_{1}, \beta_{2}, T} \Lambda_{1-\beta_{1}, 1-\beta_{2}}(g) \lambda_{1}^{-1+2 \beta_{1}} \lambda_{2}^{-1+2 \beta_{2}}$

$$
\begin{equation*}
\times\left(1+\|f\|^{2}\right)\left(1+\|f\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}}+\|f\|_{\beta_{1}, \beta_{2}, \frac{\lambda_{1}}{2}, \frac{\lambda_{2}}{2}}^{2}\right) . \tag{3.1.52}
\end{equation*}
$$

Here $C_{\beta_{1}, \beta_{2}, T}$ depends only on $\beta_{1}, \beta_{2}$ and $T$.
Remark 3.1.23. All the estimates hold for $f_{s}=g_{s}=B_{s}^{H_{1} H_{2}}$ with $H_{i} \in\left(\frac{1}{2}, 1\right)$, $i=1,2$.
Remark 3.1.24. Let the function $\sigma$ be bounded, $f_{1}(x)=f(x)+C_{0}$, where $C_{0} \in \mathbb{R}$ be some constant. Then $\left\|G^{(\sigma)}\left(f_{1}\right)\right\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}}$ can be estimated by the right-hand side of (3.1.52), i.e. this estimate does not depend on $C_{0}$.

Lemma 3.1.25. Let the function $\sigma$ satisfy the condition
(xxv) $\sigma \in C^{3}\left(\mathcal{P}_{T}\right) \times C^{5}(\mathbb{R})$, and conditions (xxiii), 2) and 3) hold. Also, let $f, h \in W_{0}^{\beta_{1}, \beta_{2}}$ and $g \in W_{1}^{1-\beta_{1}, 1-\beta_{2}}$ for some $0<\beta_{i}<\frac{1}{2}$ and $i=1,2$.

Then

$$
\begin{aligned}
& \left\|G^{(\sigma)}(f)-G^{(\sigma)}(h)\right\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}} \leq \frac{C_{\beta_{1}, \beta_{2}, T} \Lambda_{1-\beta_{1}, 1-\beta_{2}}(g)}{\lambda_{1}^{1-2 \beta_{1}} \lambda_{2}^{1-2 \beta_{2}}}(1+\|f\|+\|h\|)^{2} \\
& \times\left(1+\|f\|_{0, \beta_{1}, \beta_{2}}+\|h\|_{0, \beta_{1}, \beta_{2}}\right)^{2}\left(\|f-h\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}}+\|f-h\|_{\beta_{1}, \beta_{2}, \frac{\lambda_{1}}{2}, \frac{\lambda_{2}}{2}}^{2}\right)
\end{aligned}
$$

$\lambda_{i} \geq 1, \quad i=1,2$.
Lemma 3.1.26. 1) Let the function $b=b(t, x): \mathcal{P}_{T} \times \mathbb{R} \rightarrow \mathbb{R}$ be of linear growth: $|b(t, x)| \leq C(1+|x|)$. Also, let $f \in W_{0}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$. Then the integral $F_{t}^{(b)}(f):=\int_{\mathcal{P}_{t}} b(s, f(s)) d s \in C^{1}\left(\mathcal{P}_{T}\right)$ for $t \in \mathcal{P}_{T}$ and

$$
\left\|F^{(b)}(f)\right\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}} \leq \frac{C_{\beta_{1}, \beta_{2}, T}}{\lambda_{1}^{1-\beta_{1}} \lambda_{2}^{1-\beta_{2}}}\left(1+\|f\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}}\right) .
$$

2) If the function $b$ is bounded, we have the same situation as described in Remark 3.1.24.
3) If $f, h \in W_{0}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$ and $\|f\| \leq N,\|h\| \leq N$, then

$$
\left\|F^{(b)}(f)-F^{(b)}(h)\right\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}} \leq \frac{C_{\beta_{1}, \beta_{2}, T, N}}{\lambda_{1}^{1-\beta_{1}} \lambda_{2}^{1-\beta_{2}}}\|f-h\|_{\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}},
$$

$\lambda_{i} \geq 1, \quad i=1,2$, where $C_{\beta_{1}, \beta_{2}, T, N}$ depends on $\beta_{1}, \beta_{2}, T$ and $N$.
Consider now a stochastic differential equation on the plane,

$$
\begin{equation*}
X_{t}=X_{0}+\int_{\mathcal{P}_{t}} b\left(s, X_{s}\right) d s+\int_{\mathcal{P}_{t}} \sigma\left(s, X_{s}\right) d B_{s}^{H_{1}, H_{2}}=X_{0}+F_{t}^{(b)}(X)+G_{t}^{(\sigma)}(X) \tag{3.1.53}
\end{equation*}
$$

where $t \in \mathcal{P}_{T} \subset \mathbb{R}_{+}^{2}, \quad B^{H_{1}, H_{2}}$ is the fractional Brownian field with the Hurst indices $H_{i} \in\left(\frac{1}{2}, 1\right), \sigma, b: \mathcal{P}_{T} \times \mathbb{R} \rightarrow \mathbb{R}$ are measurable bounded functions, $\sigma$ satisfies conditions (xxv), (xxiii), 2), and the function $b(s, x)$ is continuous in $s$ and Lipschitz in $x$.

The two-parameter process $X_{t}: \mathcal{P}_{T} \times \Omega \rightarrow \mathbb{R}$ will be called a solution of (3.1.53) if it converts (3.1.53) into identity for a.a. $\omega \in \Omega$ and any $t \in \mathcal{P}_{T}$, and
the integral $G_{t}^{(\sigma)}(X)$ exists for a.a. $\omega \in \Omega$ as the two-parameter generalized Lebesgue-Stieltjes integral. The proof of the main result, stated in the next theorem, relies, in particular, on the boundedness of the coefficients and on Remark 3.1.24.

Theorem 3.1.27. Under the conditions mentioned above, $S D E$ (3.1.53) has a unique solution in the class $W_{0}^{\beta_{1}, \beta_{2}}\left(\mathcal{P}_{T}\right)$ and for a.a. $\omega \in \Omega$, $X \in C^{1-\beta_{1}, 1-\beta_{2}}$ for any $1-H_{i}<\beta_{i}<\frac{1}{2}, i=1,2$.

### 3.2 The Mixed SDE Involving Both the Wiener Process and fBm

Real objects varying in time (climate and weather derivative, prices on the stock market etc.) can have a component with a long memory (that is modeled by fBm with $H \in(1 / 2,1)$ ) and also a component without memory (that is modeled by a Wiener process). Therefore, it is natural to consider stochastic differential equations involving both Brownian and fractional Brownian motions. We refer to such equations as mixed stochastic differential equations(and, correspondingly, to such models as mixed models).

The conditions of existence of a local solution of the mixed SDE were formulated in Theorem 3.1.9. Of course, we would like to establish the conditions of the existence of a global solution. We start with the semilinear SDE.

### 3.2.1 The Existence and Uniqueness of the Solution of the Mixed Semilinear SDE

Consider an SDE of the form

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+\sigma_{1} \int_{0}^{t} X_{s} d W_{s}+\sigma_{2} \int_{0}^{t} X_{s} d B_{s}^{H}, t \in[0, T] \tag{3.2.1}
\end{equation*}
$$

where $X_{0}$ is an $\mathcal{F}_{0}$-measurable random variable, $\sigma_{1}$ and $\sigma_{2}$ are real numbers, $\left\{W_{t}, \mathcal{F}_{t}, t \in[0, T]\right\}$ and $\left\{B_{t}^{H}, \mathcal{F}_{t}, t \in[0, T]\right\}$ are a Wiener process and fBm, correspondingly, on the same probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, t \in[0, T]\right)$, without any suppositions on their dependence.
Theorem 3.2.1. Let the function b satisfy Lipschitz and linear growth conditions in $x$ :

$$
|b(t, x)-b(t, y)| \leq L|x-y|,|b(t, x)| \leq L(1+|x|), \quad L>0, x, y \in \mathbb{R}
$$

and is continuous in both variables, $b \in C([0, T] \times \mathbb{R})$.
Then there exists the unique solution $\left\{X_{t}, t \in[0, T]\right\}$ of equation (3.2.1), and the trajectories of $X$ a.s. belong to $C^{1 / 2-}[0, T]$.

Proof. First, we use Theorem 3.1.9 and construct a local solution. In this order we consider an auxiliary system of partial differential equations (3.1.27) that now acquires the following form:

$$
\left\{\begin{array}{l}
\frac{\partial h}{\partial Z_{j}}\left(Y,\left(Z_{1}, Z_{2}\right)\right)=\sigma_{j} h\left(Y,\left(Z_{1}, Z_{2}\right)\right), j=1,2 \\
h\left(Y_{0}, 0,0\right)=X_{0}
\end{array}\right.
$$

The solution of this system has the form

$$
\begin{equation*}
h\left(Y,\left(Z_{1}, Z_{2}\right)\right)=\left(Y-Y_{0}+X_{0}\right) \exp \left\{\sigma_{1} Z_{1}+\sigma_{2} Z_{2}\right\} \tag{3.2.2}
\end{equation*}
$$

where $Z_{1}(t)=W_{t}, Z_{2}(t)=B_{t}^{H}$.
Now we try to construct the local solution $X_{t}$ of equation (3.2.1) in the form of $X_{t}=h\left(Y_{t},\left(Z_{1}(t), Z_{2}(t)\right)\right)$, where the trajectories of $Y$ a.s. belong to $C^{1}[0, T], Y(0)=Y_{0}$ be some $\mathcal{F}_{0}$-measurable random variable. Applying the Itô formula (2.7.2) from Remark 2.7.4, we obtain that

$$
\begin{gather*}
d X_{t}=\sum_{i=1}^{2} \frac{\partial h}{\partial Z_{i}}\left(Y_{t}, Z_{1}(t), Z_{2}(t)\right) d Z_{i}(t) \\
+\frac{\partial h}{\partial Y}\left(Y_{t}, Z_{1}(t), Z_{2}(t)\right) Y_{t}^{\prime} d t+\frac{1}{2} \sigma_{1}^{2} h\left(Y_{t}, Z_{1}(t), Z_{2}(t)\right) d t \tag{3.2.3}
\end{gather*}
$$

Comparing (3.2.1) and (3.2.3), we get the ordinary differential equation for the process $Y$ :

$$
\left\{\begin{array}{l}
Y_{t}^{\prime}=\left(c_{1}(t)\right)^{-1} b\left(t,\left(Y_{t}-Y_{0}+X_{0}\right) c_{1}(t)\right)-\frac{1}{2} \sigma_{1}^{2}\left(Y_{t}-Y_{0}+X_{0}\right)=: f(t, Y)  \tag{3.2.4}\\
Y(0)=Y_{0}
\end{array}\right.
$$

where $c_{1}(t)=\exp \left\{\sigma_{1} Z_{1}(t)+\sigma_{2} Z_{2}(t)\right\}$.
Further we fix $\omega \in \Omega$ and put for this $\omega L_{1}(T):=\max _{0 \leq t \leq T}\left(c_{1}(t)\right)^{-1}$
$>0, L_{2}(T):=\max _{0 \leq t \leq T} c_{1}(t)>0, D_{1}=L L_{1}(T), D_{2}=L+\frac{1}{2} \sigma_{1}^{2}$. Then for $t \leq a_{0}$ and $\left|Y_{t}-Y_{0}\right| \leq \bar{b}_{0}$ with some $a_{0}, b_{0}>0$ we have that
$M:=\max _{0 \leq t \leq T}\left|f\left(t, Y_{t}\right)\right| \leq L\left(L_{1}(T)+b_{0}+\left|X_{0}\right|\right)+\frac{1}{2} \sigma_{1}^{2}\left(b_{0}+\left|X_{0}\right|\right)$
$=D_{1}+D_{2}\left(b_{0}+\left|X_{0}\right|\right)=: M_{0}$, and by the Picard theorem, the solution of equation (3.2.4) exists and is unique on the interval $\left[0, l^{(0)}\right]$, where $l^{(0)}:=$ $\min \left(a_{0}, b_{0} / M\right) \geq \min \left(a_{0}, b_{0} / M_{0}\right)=: t_{0}$; consequently, the solution exists on $\left[0, t_{0}\right]$.

By using (3.2.2), the solution at the point $t_{0}$ can be bounded by $\left|h\left(Y_{t_{0}}, Z_{1}\left(t_{0}\right), Z_{2}\left(t_{0}\right)\right)\right| \leq\left|Y_{t_{0}}-Y_{0}+X_{0}\right| L_{2}(T) \leq\left(b_{0}+\left|X_{0}\right|\right) L_{2}(T)$. Evidently, the trajectories of the solution belong to $C^{1 / 2-}\left[0, t_{0}\right]$, since $Y$ is continuously differentiable (recall that $b \in C([0, T] \times \mathbb{R}))$ and $\exp \left\{\sigma_{1} Z_{1}(t)+\sigma_{2} Z_{2}(t)\right\}=$ $\exp \left\{\sigma_{1} W_{t}+\sigma_{2} B_{t}^{H}\right\} \in C^{1 / 2-}\left[0, t_{0}\right]$.

Now we want to extend the solution for $[0, T]$. The value $X_{t_{0}}$ will be the new initial value $X_{0}^{(1)}$, and

$$
\left|X_{0}^{(1)}\right| \leq\left(b_{0}+\left|X_{0}\right|\right) L_{2}(T)
$$

Now, for $\left|t-t_{0}\right| \leq a_{1},\left|Y_{t}-Y_{t_{0}}\right| \leq b_{1}$, for some $a_{1}$ and $b_{1}>0$, the solution of (3.2.4) exists on the interval $\left[t_{0}, t_{1}\right]$, where $t_{1}-t_{0}=\min \left(a_{1}, b_{1} / M_{1}\right)$ with $M_{1}=D_{1}+D_{2}\left(b_{1}+\left(b_{0}+\left|X_{0}\right|\right) L_{2}(T)\right)$. In the $n$th step of this procedure of the extension of the solution we obtain $t_{n}-t_{n-1}=\min \left(a_{n}, b_{n} / M_{n}\right)$ with $M_{n}=D_{1}+D_{2}\left(b_{n}+\sum_{k=0}^{n-1} b_{n-1-k} L_{2}^{k+1}(T)+\left|X_{0}\right| L_{2}^{n+1}(T)\right)$ and the solution exists on $\left[t_{n-1}, t_{n}\right]$.

Now we have two possibilities: if $\left|X_{0}\right| \leq 1$ we can put $b_{n}=1,0 \leq k \leq n$ and $b_{n} / M_{n}=\left(D_{1}+D_{2}\left(\sum_{k=0}^{n} L_{2}^{k}(T)+\left|X_{0}\right| L_{2}^{n+1}(T)\right)\right)^{-1}$
$\geq\left(D_{1}+D_{2} \frac{L_{2}^{n+2}(T)-1}{L_{2}(T)-1}\right)^{-1}=: K_{n}$. If $\left|X_{0}\right|>1$ then we put $b_{k}=\left|X_{0}\right|$, $0 \leq k \leq n$ and in this case also $b_{n} / M_{n} \geq K_{n}$. For both the cases put $a_{n}=K_{n}$, $n \geq 0$ and $t_{n}-t_{n-1}=a_{n}, t_{n}=\sum_{k=0}^{n} a_{k}$.
(a) Let $L_{2}(T) \leq 1$. Then the series $\sum_{n \geq 0} a_{n}$ diverges, so, there exists only a finite number of aforementioned steps and we obtain the existence of a solution on the whole interval $[0, T]$.
(b) Let $L_{2}(T)>1$. Then the series $\sum_{n \geq 0} a_{n}$ converges, possibly, its sum
$S \leq T$ and we obtain the existence of a solution on $[0, S)$. Therefore, we have established the existence of a finite solution on $\left[0, \frac{S}{2}\right]$. By the same method we can extend it on $\left[\frac{S}{2}, S\right]$ with the same step $\frac{S}{2}$, since the size of step does not depend on the initial value $X_{0}$. So, we can extend the solution with the step $\frac{S}{2}$ on the whole $[0, T]$. The uniqueness of the solution follows from Theorem 3.1.9. It follows from its construction (see (3.2.2) and (3.2.4)), that the trajectories of solution belong to $C^{1 / 2-}[0, T]$.
3.2.2 The Existence and Uniqueness of the Solution of the Mixed SDE for fBm with $H \in(3 / 4,1)$

Now we consider a mixed SDE without any semilinear restrictions but only for $H \in(3 / 4,1)$.

## Existence and Uniqueness of Solution of Mixed SDE for fBm with $H \in(3 / 4,1)$ and with Stabilizing Term

We follow here the approach of (MP07). Consider the following mixed SDE:

$$
\begin{align*}
& X_{t}=X_{0}+\int_{0}^{t} a\left(s, X_{s}\right) d s+\int_{0}^{t} b\left(s, X_{s}\right) d W_{s} \\
&+\int_{0}^{t} c\left(s, X_{s}\right) d B_{s}^{H}+\varepsilon \int_{0}^{t} c\left(s, X_{s}\right) d V_{s}, \quad t \in[0, T] \tag{3.2.5}
\end{align*}
$$

where $a, b, c:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ are measurable functions, $V, W$ are independent Wiener processes, $\varepsilon>0$ and $B^{H}$ is independent of $W$ and $V$ fractional

Brownian motion with $H \in(3 / 4,1), X_{0}$ is independent of $W, B^{H}$ and $V$. The integral $\varepsilon \int_{0}^{t} c\left(s, X_{s}\right) d V_{s}$ will play the role of the stabilizing term. It permits us to establish the existence and uniqueness of the solution of (3.2.5), adapted to the filtration

$$
\begin{equation*}
\mathcal{F}_{t}^{\prime}, t \geq 0, \text { where } \mathcal{F}_{t}^{\prime}=\sigma\left\{X_{0}, W_{s},\left(\varepsilon V_{s}+B_{s}^{H}\right) \mid s \in[0, t]\right\} \tag{3.2.6}
\end{equation*}
$$

The results are valid also for the case when $b=0$. If $\varepsilon=0$ and $b=0$, we obtain equation (3.1.6) with $g=B^{H}$, whose existence and uniqueness conditions were formulated in Theorem 3.1.4. As we shall see, the stabilizing term permits us to avoid the smoothness condition on $c$, for example, the existence and Hölder properties of $\partial_{x} c(s, x)$. The main result that we use in the proof was stated by Cheridito (Che01b). For the completeness of exposition we shall present it here. Its proof originated in the papers (HH76) and (Hit68).
Proposition 3.2.2. 1. Let $\left\{W_{t}, t \in[0, T]\right\}$ be a Wiener process, $\left\{B_{t}^{H}, t \in\right.$ $[0, T]\}$ be an independent $f B m$ with $H \in(3 / 4,1), \gamma \in \mathbb{R} \backslash\{0\}$,

$$
M_{t}^{H, \gamma}:=B_{t}+\gamma B_{t}^{H}, \quad t \in[0, T],
$$

with its own filtration $\left\{F_{t}^{M^{H, \gamma}}, t \in[0, T]\right\}$.
Then $\left\{M_{t}^{H, \gamma}, F_{t}^{M^{H, \gamma}}, t \in[0, T]\right\}$ is equivalent to Brownian motion; consequently it is a semimartingale.
2. There exists a unique real-valued Volterra kernel $h=h_{\gamma} \in L_{2}[0, T]^{2}$ such that

$$
B_{t}:=M_{t}^{H, \gamma}-\int_{0}^{t} \int_{0}^{s} h(s, u) d M_{u}^{H, \gamma} d s, \quad t \in[0, T]
$$

is a Brownian motion. Furthermore,

$$
\begin{equation*}
M_{t}^{H, \gamma}=B_{t}-\int_{0}^{t} \int_{0}^{s} r(s, u) d B_{u} d s, \quad t \in[0, T] \tag{3.2.7}
\end{equation*}
$$

where $r=r_{\gamma} \in L_{2}[0, T]^{2}$.
As a consequence, the process $N_{t}^{H, \varepsilon}:=B_{t}^{H}+\varepsilon V_{t}=\varepsilon\left(V_{t}+\frac{1}{\varepsilon} B_{t}^{H}\right)=\varepsilon M_{t}^{H, \frac{1}{\varepsilon}}$ can be represented as

$$
\begin{equation*}
N_{t}^{H, \varepsilon}=\varepsilon V_{t}^{\prime}+\int_{0}^{t} \int_{0}^{s} \varepsilon r_{\varepsilon}(s, u) d V_{u}^{\prime} d s \tag{3.2.8}
\end{equation*}
$$

where $V^{\prime}$ is some Wiener process with respect to filtration $\mathcal{F}_{t}:=\sigma\left\{\varepsilon V_{s}+\right.$ $\left.B_{s}^{H}, s \in[0, t]\right\}$ and, from the independence of $V, W, B^{H}$ and $X_{0}$, it is a Wiener process w.r.t. $\left\{\mathcal{F}_{t}^{\prime}, t \in[0, T]\right\}$. Using (3.2.26), we can rewrite the equation (3.2.4) in the form

$$
\begin{array}{rl}
X_{t}=X_{0}+\int_{0}^{t} & a\left(s, X_{s}\right) d s+\int_{0}^{t} b\left(s, X_{s}\right) d W_{s} \\
& +\varepsilon \int_{0}^{t} c\left(s, X_{s}\right) d V_{s}^{\prime}+\int_{0}^{t} c\left(s, X_{s}\right) \int_{0}^{s} \varepsilon r_{\varepsilon}(s, u) d V_{u}^{\prime} d s \tag{3.2.9}
\end{array}
$$

The drift coefficient of equation (3.2.9) equals $a(s, x)+c(s, x, \omega)$, where $c(s, x, \omega)=c(s, x) \int_{0}^{s} \varepsilon r_{\varepsilon}(s, u) d V_{u}^{\prime}$. Evidently, the random variable $\int_{0}^{s} \varepsilon r_{\varepsilon}(s, u) d V_{u}^{\prime}$ is not bounded, but we can consider the sequence of stopping times $\tau^{M}=\inf \left\{t \in[0, T]: \int_{0}^{t}\left(\int_{0}^{s} \varepsilon r_{\varepsilon}(s, u) d V_{u}^{\prime}\right)^{2} d s>M\right\} \wedge T$, and consider the sequence of corresponding stopped equations. The existence and uniqueness of the solutions of these equations can be established by standard methods and then it is easy to pass to the limit when $M \rightarrow \infty$. Finally, we obtain the following result (note that in this section we begin with the new numeration of the conditions).
Theorem 3.2.3. Let the following conditions hold:
(i) The functions $|a(s, 0)|+|b(s, 0)|+|c(s, 0)| \leq L, s \in[0, T]$ and $|a(s, x)|+|b(s, x)|+|c(s, x)| \leq L(1+|x|)$, for some constant $L>0$;
(ii) there exists an increasing function $l(s):[0, T] \rightarrow \mathbb{R}$ such that $\forall x, y \in \mathbb{R}$

$$
|a(s, x)-a(s, y)|+|b(s, x)-b(s, y)|+|c(s, x)-c(s, y)| \leq l(s)|x-y| ;
$$

(iii) the initial value $X_{0}$ is square-integrable.

Then equation (3.2.9), and consequently equation (3.2.5), has on $[0, T]$ the unique $\mathcal{F}_{t}^{\prime}$-adapted solution $X_{t}$.

The Existence and Uniqueness of the Solution of the Mixed SDE Involving fBm with $H \in(3 / 4,1)$ as the Limit Result for the Equations with the Stabilizing Term

Now we want to pass to the limit as $\varepsilon \rightarrow 0$ in equation (3.2.5). Let $\varepsilon=1 / N, N \geq 1$, and consider the sequence of the equations with the stabilizing term

$$
\begin{array}{r}
X_{t}^{N}=X_{0}+\int_{0}^{t} a\left(s, X_{s}^{N}\right) d t+\int_{0}^{t} b\left(s, X_{s}^{N}\right) d W_{t}  \tag{3.2.10}\\
+\int_{0}^{t} c\left(s, X_{s}^{N}\right) d B_{s}^{H}+\frac{1}{N} \int_{0}^{t} c\left(s, X_{s}^{N}\right) d V_{s}, \quad t \in[0, T] .
\end{array}
$$

Let the coefficients $a, b, c$ and $X_{0}$ satisfy conditions (i), (ii) and (iii). Then, according to Theorem 3.2.3, equation (3.2.10) has a unique strong solution, say $\left\{X_{t}^{N}, t \in[0, T]\right\}$. Evidently, the solutions are adapted to different filtrations $\mathcal{F}_{t}^{N}=\sigma\left\{X_{0}, W_{s},\left(N^{-1} V_{s}+B_{s}^{H}\right), s \in[0, t]\right\}$. The aim of this section is to establish the conditions of existence and uniqueness of the solution of the limit mixed equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} a\left(s, X_{s}\right) d s+\int_{0}^{t} b\left(s, X_{s}\right) d W_{s}+\int_{0}^{t} c\left(s, X_{s}\right) d B_{s}^{H}, \quad t \in[0, T] \tag{3.2.11}
\end{equation*}
$$

Let the coefficients of equation (3.2.11) satisfy assumption (iii) and the following ones: there exist such constants $B, L, M>0, \gamma \in(1-H, 1)$ and $\kappa \in(3 / 2-H, 1)$ that
(iv) all the coefficients are bounded:

$$
|a(s, x)|+|b(s, x)|+|c(s, x)| \leq L, \forall s \in[0, T], \forall x \in \mathbb{R} ;
$$

(v) all the coefficients are Lipschitz in $x$ :

$$
|a(t, x)-a(t, y)|+\mid(b(t, x)-b(t, y)|+|c(t, x)-c(t, y)| \leq L| x-y \mid
$$

$\forall t \in[0, T], \forall x, y \in \mathbb{R}$,
(vi) the $x$-derivative of the function $c$ exists and is Hölder continuous in $t$ : $\forall s, t \in[0, T], \forall x \in \mathbb{R}$

$$
|c(s, x)-c(t, x)|+\left|\partial_{x} c(s, x)-\partial_{x} c(t, x)\right| \leq L|s-t|^{\gamma} .
$$

(vii) the $x$-derivative of the function $c$ is Hölder continuous in $x$ :

$$
\left|\partial_{x} c(t, x)-\partial_{x} c(t, y)\right| \leq L|x-y|^{\kappa}
$$

for $\forall t \in[0, T], \forall x, y \in \mathbb{R}$.
Remark 3.2.4. Note that for $H \in[3 / 4,1) 3 / 2-H>1 / H-1$, so condition (vii) is more restrictive than the corresponding condition (ii) used in Theorem 3.1.4. In general, this last group of conditions is evidently more strong than conditions (i)-(ii) of Theorem 3.2.3.

Now consider for $\beta<\left(1 / 2 \wedge \gamma \wedge \kappa / 2 \wedge\left(\kappa-\frac{1}{2}\right)\right)$ some "stochastic analog" of the functional space of Besov type:

$$
W^{\beta}[0, T]:=\left\{Y=Y_{t}(\omega) \mid(t, \omega) \in[0, T] \times \Omega,\|Y\|_{\beta}<\infty\right\}
$$

with the norm

$$
\|Y\|_{\beta}:=\sup _{t \in[0, T]}\left(E\left(Y_{t}\right)^{2}+E\left(\int_{0}^{t} \frac{\left|Y_{t}-Y_{s}\right|}{(t-s)^{1+\beta}} d s\right)^{2}\right)
$$

and prove that the solution of $\operatorname{SDE}$ (3.2.10) belongs to this space for any $N>1$. We shall denote different constants as $C$ if they do not depend on $N$ and it is unimportant to the stated results. First of all we prove the Hölder continuity of the solution of equation (3.2.10), by using (1.17.1) and (1.17.2).

Theorem 3.2.5. For any $\delta \in(0,1 / 2)$ the solution of equation (3.2.10) is Hölder continuous with parameter $1 / 2-\delta$.

Proof. Consider $\left|X_{r}^{N}-X_{z}^{N}\right|$ for $0<z<r<T$ :

$$
\begin{aligned}
&\left|X_{r}^{N}-X_{z}^{N}\right| \leq\left|\int_{z}^{r} a\left(u, X_{u}\right) d u\right|+\left|\int_{z}^{r} b\left(u, X_{u}\right) d W_{u}\right|+\frac{1}{N}\left|\int_{z}^{r} c\left(u, X_{u}\right) d V_{u}\right| \\
&+\left|\int_{z}^{r} c\left(u, X_{u}\right) d B_{u}^{H}\right| \leq L(r-z)+C \xi_{r, \delta}^{b}|r-z|^{1 / 2-\delta}+\frac{C}{N} \xi_{r, \delta}^{c}|r-z|^{1 / 2-\delta} \\
&+\Lambda_{1-\beta}\left(B^{H}\right) \int_{z}^{r} \frac{\left|c\left(u, X_{u}^{N}\right)\right| d u}{u^{\beta}} \\
&+\Lambda_{1-\beta}\left(B^{H}\right) \int_{z}^{r} \int_{z}^{u} \frac{\left|c\left(u, X_{u}^{N}\right)-c\left(v, X_{v}^{N}\right)\right|}{(u-v)^{1+\beta}} d v d u \\
& \leq C_{r}^{\prime}(\omega)(r-z)^{1 / 2-\delta}+C_{r}^{\prime}(\omega) \int_{z}^{r} \int_{z}^{u} \frac{\left|X_{u}^{N}-X_{v}^{N}\right|}{(u-v)^{1+\beta}} d v d u
\end{aligned}
$$

where

$$
\begin{equation*}
C_{t}^{\prime}(\omega):=C\left(\Lambda_{1-\beta}\left(B^{H}\right) \vee \xi_{t, \delta}^{b} \vee \xi_{t, \delta}^{c} \vee 1\right) \tag{3.2.12}
\end{equation*}
$$

$\xi_{t, \delta}^{b}$ and $\xi_{t, \delta}^{c}$ are defined by (1.17.2), $C_{t}^{\prime}(\omega) \leq C_{T}^{\prime}(\omega)$ and $C_{T}^{\prime}(\omega)$ has the moments of any order.

Therefore, for $\delta<1 / 2-\beta$ we have that

$$
\begin{aligned}
\phi_{r, s}:=\int_{s}^{r} \frac{\left|X_{r}^{N}-X_{z}^{N}\right|}{(r-z)^{1+\beta}} d z \leq C_{r}^{\prime}(\omega)\left(\int_{s}^{r}(r-z)^{-1 / 2-\delta-\beta} d z\right. \\
\left.\quad+\int_{s}^{r} \frac{1}{(r-z)^{1+\beta}} \int_{z}^{r} \int_{z}^{u} \frac{\left|X_{u}^{N}-X_{v}^{N}\right|}{(u-v)^{1+\beta}} d v d u d z\right) \\
\quad \leq C_{r}^{\prime}(\omega)\left((r-u)^{1 / 2-\beta-\delta}+\int_{s}^{r}(r-u)^{-\beta} \phi_{u, s} d u\right) .
\end{aligned}
$$

From the modified Gronwall inequality (Lemma 7.6 (NR00)) it follows that

$$
\phi_{r, s} \leq C_{r}^{\prime}(\omega)(r-s)^{1 / 2-\beta-\delta} \exp \left\{C_{r}^{\prime}(\omega)^{\frac{1}{1-\beta}}\right\}
$$

Return to $\left|X_{r}^{N}-X_{z}^{N}\right|$ :

$$
\begin{aligned}
& \left|X_{r}^{N}-X_{z}^{N}\right| \leq C_{r}^{\prime}(\omega)(r-z)^{1 / 2-\delta} \\
& \quad+C_{r}^{\prime}(\omega) \exp \left\{C_{r}^{\prime}(\omega)^{\frac{1}{1-\beta}}\right\} \int_{z}^{r}(v-z)^{1 / 2-\beta-\delta} d v \leq \widetilde{C}_{r}(\omega)(r-z)^{1 / 2-\delta}
\end{aligned}
$$

where $\widetilde{C}_{r}(\omega)=C_{r}^{\prime}(\omega) \exp \left\{C_{r}^{\prime}(\omega)^{\frac{1}{1-\beta}}\right\}$, and the theorem is proved for $0<\delta<1 / 2-\beta$, and consequently for $0<\delta<1 / 2$.

Introduce the random variable $\widetilde{C}(\omega):=\sup _{0 \leq t \leq T} \widetilde{C}_{t}(\omega)$. It also has moments of any order. Now we want to prove that the solution of (3.2.10) belongs to the space $\left\{W^{\beta}[0, T],\|\cdot\|_{\beta}\right\}$ for all $N>1$.

Theorem 3.2.6. Under assumptions (iii)-(vi) the solution of equation (3.2.10) belongs to the space $W^{\beta}[0, T]$ of Besov type with norm $\|\cdot\|_{\beta}$ for all $N>1$ and any $\beta<\left(1 / 2 \wedge \gamma \wedge \kappa / 2 \wedge \kappa-\frac{1}{2}\right)$.
Proof. In order to prove the statement of this theorem, we want to estimate

$$
A_{1}^{N}(t)+A_{2}^{N}(t):=E\left(X_{t}^{N}\right)^{2}+E\left(\int_{0}^{t} \frac{\left|X_{t}^{N}-X_{s}^{N}\right|}{(t-s)^{1+\beta}} d s\right)^{2}
$$

First, for $A_{1}^{N}(t)$ we have that

$$
\begin{align*}
& E\left(X_{t}^{N}\right)^{2} \leq 5 E\left(X_{0}\right)^{2}+5 E\left(\int_{0}^{t} a\left(s, X_{s}^{N}\right) d s\right)^{2}+5 E\left(\int_{0}^{t} b\left(s, X_{s}^{N}\right) d W_{s}\right)^{2} \\
& \quad+5 E\left(\int_{0}^{t} c\left(s, X_{s}^{N}\right) d B_{s}^{H}\right)^{2}+5 E\left(\frac{1}{N} \int_{0}^{t} c\left(s, X_{s}^{N}\right) d V_{s}\right)^{2} \tag{3.2.13}
\end{align*}
$$

Evidently, $E\left(\int_{0}^{t} a\left(s, X_{s}^{N}\right) d s\right)^{2} \leq L^{2} T^{2}$,
$E\left(\int_{0}^{t} b\left(s, X_{s}^{N}\right) d W_{s}\right)^{2} \leq L^{2} T, E\left(\frac{1}{N} \int_{0}^{t} c\left(s, X_{s}^{N}\right) d V_{s}\right)^{2} \leq \frac{L^{2} T}{N^{2}} \leq L^{2} T$.
Further, for $\delta<1 / 2-\beta$ we have that

$$
\begin{aligned}
& E\left(\int_{0}^{t} c\left(s, X_{s}^{N}\right) d B_{s}^{H}\right)^{2} \leq E\left(\overline { C } ^ { 2 } ( \omega ) \left(\int_{0}^{t} \frac{c\left(s, X_{s}^{N}\right)}{s^{\beta}} d s\right.\right. \\
& \left.\left.\quad+\int_{0}^{t} \int_{0}^{s} \frac{\left|c\left(s, X_{s}^{N}\right)-c\left(u, X_{u}^{N}\right)\right|}{(s-u)^{1+\beta}} d u d s\right)^{2}\right) \leq C E\left(\overline { C } ^ { 2 } ( \omega ) \left(t \int_{0}^{t} \frac{L^{2}}{s^{2 \beta}} d s\right.\right. \\
& \left.\left.\quad+\left(\int_{0}^{t} \int_{0}^{s} \frac{L(s-u)^{\gamma}+L \widetilde{C}(\omega)(s-u)^{1 / 2-\delta}}{(s-u)^{1+\beta}} d u d s\right)^{2}\right)\right) \\
& \quad \leq C\left(E \bar{C}^{2}(\omega)\left(L^{2} T^{2-2 \beta}+L^{2} T^{2(1-\beta+\gamma))}+L^{2} E\left(\widetilde{C}^{2}(\omega) \bar{C}^{2}(\omega)\right) T^{3-2 \beta-2 \delta}\right)\right.
\end{aligned}
$$

with $\bar{C}(\omega)=\Lambda_{1-\beta}\left(B^{H}\right)$. From all these estimates it follows that $A_{1}^{N}(t)<\infty$. Consider now $A_{2}^{N}(t)$. We have that

$$
\begin{align*}
& A_{2}^{N}(t) \leq 4 E\left(\int_{0}^{t} \frac{\left|\int_{s}^{t} a\left(u, X_{u}^{N}\right) d u\right|}{(t-s)^{1+\beta}} d s\right)^{2} \\
& +4 E\left(\int_{0}^{t} \frac{\left|\int_{s}^{t} b\left(u, X_{u}^{N}\right) d W_{u}\right|}{(t-s)^{1+\beta}} d s\right)^{2}+4 N^{-2} E\left(\int_{0}^{t} \frac{\left|\int_{s}^{t} c\left(u, X_{u}^{N}\right) d V_{u}\right|}{(t-s)^{1+\beta}} d s\right)^{2} \\
& +4 E\left(\int_{0}^{t} \frac{\left|\int_{s}^{t} c\left(u, X_{u}^{N}\right) d B_{u}^{H}\right|}{(t-s)^{1+\beta}} d s\right)^{2} \tag{3.2.14}
\end{align*}
$$

Evidently,

$$
E\left(\int_{0}^{t} \frac{\left|\int_{s}^{t} a\left(u, X_{u}\right) d u\right|}{(t-s)^{1+\beta}} d s\right)^{2} \leq C L^{2} t^{2-2 \beta}
$$

Now, let $\rho \in(\beta, 1 / 2)$, then we have the estimate

$$
\begin{gather*}
E\left(\int_{0}^{t} \frac{\left|\int_{s}^{t} b\left(u, X_{u}\right) d W_{u}\right|}{(t-s)^{1+\beta}} d s\right)^{2} \leq C t^{1-2 \rho} \int_{0}^{t} \frac{E\left|\int_{s}^{t} b\left(u, X_{u}\right) d W_{u}\right|^{2}}{(t-s)^{2+2 \beta-2 \rho}} d s \\
\leq C t^{1-2 \rho} \int_{0}^{t} \frac{\int_{s}^{t} b^{2}\left(u, X_{u}\right) d u}{(t-s)^{2+2 \beta-2 \rho}} d s \leq C L^{2} t^{1-2 \beta} \tag{3.2.15}
\end{gather*}
$$

and similarly,

$$
E\left(\int_{0}^{t} \frac{\left|\int_{s}^{t} c\left(u, X_{u}\right) d V_{u}\right|}{(t-s)^{1+\beta}} d s\right)^{2} \leq C L^{2} t^{1-2 \beta}
$$

Now we estimate $E^{N}:=E\left(\int_{0}^{t}\left|\int_{s}^{t} c\left(u, X_{u}\right) d B_{u}^{H}\right|(t-s)^{-1-\beta} d s\right)^{2}$. Since

$$
\begin{gathered}
\left|\int_{s}^{t} c\left(u, X_{u}\right) d B_{u}^{H}\right| \leq \bar{C}(\omega)\left(\int_{s}^{t}\left|c\left(u, X_{u}\right)\right|(u-s)^{-\beta} d u\right. \\
\left.+\int_{s}^{t} \int_{s}^{u}\left|c\left(u, x_{u}^{N}\right)-c\left(r, X_{r}^{N}\right)\right|(u-r)^{-1-\beta} d r d u\right) \leq \bar{C}(\omega) \\
\times\left(\int_{s}^{t}\left|c\left(u, X_{u}\right)\right|(u-s)^{-\beta} d u+\int_{s}^{t} \int_{s}^{u} \frac{L(u-r)^{\gamma}+L \widetilde{C}(\omega)(u-r)^{1 / 2-\delta}}{(u-r)^{1+\beta}} d r d u\right),
\end{gathered}
$$

we have that for $\delta<1 / 2-\beta E^{N}$ can be bounded by

$$
\begin{align*}
& E\left(\bar{C}(\omega) \int_{0}^{t} \frac{L(t-s)^{1-\beta}+L(t-s)^{1+\gamma-\beta}+L \widetilde{C}(\omega)(t-s)^{3 / 2-\delta-\beta}}{(t-s)^{1+\beta}} d s\right)^{2} \\
& \leq C\left(L^{2} t^{2-4 \beta} E \bar{C}^{2}(\omega)+L^{2} t^{2+2 \gamma-4 \beta} E \bar{C}^{2}(\omega)+L^{2} t^{3-2 \delta-4 \beta} E \bar{C}^{2}(\omega) \widetilde{C}^{2}(\omega)\right) . \tag{3.2.16}
\end{align*}
$$

Therefore, $A_{2}^{N}(t)$ satisfies the inequality

$$
\begin{align*}
A_{2}^{N}(t) & \leq C\left(L^{2} T^{2-2 \beta}+L^{2} T^{1-2 \beta}+L^{2} T^{2-4 \beta} E \bar{C}^{2}(\omega)\right. \\
& \left.+L^{2} T^{2+2 \gamma-4 \beta} E \bar{C}^{2}(\omega)+L^{2} T^{3-2 \delta-4 \beta} E \bar{C}^{2}(\omega) \widetilde{C}^{2}(\omega)\right)<\infty . \tag{3.2.17}
\end{align*}
$$

Finally, the statement of our theorem follows from inequalities (3.2.13)(3.2.17) with sufficiently small $\delta>0$.

Introduce for any $R>1$ the stopping time $\tau_{R}$ by

$$
\begin{equation*}
\tau_{R}:=\inf \left\{t: C_{t}^{\prime}(\omega) \geq R\right\} \wedge T \tag{3.2.18}
\end{equation*}
$$

where $C_{t}^{\prime}(\omega)$ is defined by (3.2.12). Evidently, for any $\omega \in \Omega$ there exists $R(\omega)$ such that $\tau_{R}=T$ for all $R>R(\omega)$.

Define the processes $\left\{X_{\tau_{R} \wedge t}^{N}, N \geq 1, t \in[0, T]\right\}$ as the solutions of equation (3.2.10) stopped at the moment $\tau_{R}$, and prove that they are fundamental in the norm $\|\cdot\|_{\beta}$ of the space $W^{\beta}[0, T]$.
Theorem 3.2.7. Under assumptions (iii)-(vi) the sequence $\left\{X_{t \wedge \tau_{R}}^{N}, N \geq 1, t \in[0, T]\right\}$ of solutions of equations (3.2.10) is fundamental in the norm $\|\cdot\|_{\beta}$ for any $\beta<\left(1 / 2 \wedge \gamma \wedge \kappa / 2 \wedge \kappa-\frac{1}{2}\right)$.

## Proof. Consider

$$
\begin{aligned}
& A_{1}^{N, M}(t)+A_{2}^{N, M}(t):=E\left(X_{t \wedge \tau_{R}}^{N}-X_{t \wedge \tau_{R}}^{M}\right)^{2} \\
& \quad+E\left(\int_{0}^{t} \frac{\left|X_{t \wedge \tau_{R}}^{N}-X_{t \wedge \tau_{R}}^{M}-X_{s \wedge \tau_{R}}^{N}+X_{s \wedge \tau_{R}}^{M}\right|}{(t-s)^{1+\beta}} d s\right)^{2} \\
& =E\left(X_{t \wedge \tau_{R}}^{N}-X_{t \wedge \tau_{R}}^{M}\right)^{2}+E\left(\int_{0}^{\tau_{R} \wedge t} \frac{\left|X_{t \wedge \tau_{R}}^{N}-X_{t \wedge \tau_{R}}^{M}-X_{s}^{N}+X_{s}^{M}\right|}{(t-s)^{1+\beta}} d s\right)^{2}
\end{aligned}
$$

First, for $A_{1}^{N, M}(t)$ we have the estimate

$$
\begin{aligned}
& A_{1}^{N, M}(t) \leq 4 E\left(\int_{0}^{\tau_{R} \wedge t}\left(a\left(s, X_{s}^{N}\right)-a\left(s, X_{s}^{M}\right)\right) d s\right)^{2} \\
&+4 E\left(\int_{0}^{\tau_{R} \wedge t}\left(b\left(s, X_{s}^{N}\right)-b\left(s, X_{s}^{M}\right)\right) d W_{s}\right)^{2} \\
&+4 E\left(\int_{0}^{\tau_{R} \wedge t}\left(c\left(s, X_{s}^{N}\right)-c\left(s, X_{s}^{M}\right)\right) d B_{s}^{H}\right)^{2} \\
& \quad+4 E\left(\int_{0}^{\tau_{R} \wedge t}\left(\frac{c\left(s, X_{s}^{N}\right)}{N}-\frac{c\left(s, X_{s}^{M}\right)}{M}\right) d V_{s}\right)^{2}=: 4\left(I_{1}+I_{2}+I_{3}+I_{4}\right)
\end{aligned}
$$

Then $I_{1} \leq C T L^{2} \int_{0}^{t} E\left(X_{s \wedge \tau_{R}}^{N}-X_{s \wedge \tau_{R}}^{M}\right)^{2} d s, I_{2} \leq C L^{2} \int_{0}^{t} E\left(X_{s \wedge \tau_{R}}^{N}-X_{s \wedge \tau_{R}}^{M}\right)^{2} d s$, $I_{4} \leq C L^{2} T\left(N^{-2}+M^{-2}\right)$. Now we are in a position to estimate $I_{3}$ :

$$
\begin{aligned}
& I_{3} \leq 2 R^{2}\left(E\left(\int_{0}^{\tau_{R} \wedge t}\left|c\left(s, X_{s}^{N}\right)-c\left(s, X_{s}^{M}\right)\right| s^{-\beta} d s\right)^{2}\right. \\
&+E\left(\int_{0}^{\tau_{R} \wedge t} \int_{0}^{s} \mid c\left(s, X_{s}^{N}\right)-\right. c\left(s, X_{s}^{M}\right)-c\left(u, X_{u}^{N}\right)+c\left(u, X_{u}^{M}\right) \mid \\
&\left.\left.\times(s-u)^{-1-\beta} d u d s\right)^{2}\right)=2 R^{2}\left(I_{4}+I_{5}\right)
\end{aligned}
$$

Further,

$$
I_{4} \leq C L^{2} T^{1-2 \beta} E \int_{0}^{\tau_{R} \wedge t}\left(X_{s}^{N}-X_{s}^{M}\right)^{2} d s=C L^{2} T^{1-2 \beta} \int_{0}^{t} A_{1}^{N, M}(s) d s
$$

By using Lemma 7.1 (NR00), we estimate $I_{5}$ as

$$
\begin{aligned}
& I_{5} \leq 3 E\left(\int_{0}^{\tau_{R} \wedge t} \int_{0}^{s} \frac{L\left|X_{s}^{N}-X_{s}^{M}-X_{u}^{N}+X_{u}^{M}\right|}{(s-u)^{1+\beta}} d u d s\right)^{2} \\
& \quad+3 E\left(\int_{0}^{\tau_{R} \wedge t} \int_{0}^{s} \frac{L^{2}\left|X_{s}^{N}-X_{s}^{M}\right|(s-u)^{\gamma}}{(s-u)^{1+\beta}} d u d s\right)^{2} \\
& +3 E\left(\int_{0}^{\tau_{R} \wedge t} \int_{0}^{s} \frac{L\left|X_{s}^{N}-X_{s}^{M}\right|\left(\left|X_{s}^{N}-X_{u}^{N}\right|^{\kappa}+\left|X_{s}^{M}-X_{u}^{M}\right|^{\kappa}\right)}{(s-u)^{1+\beta}} d u d s\right)^{2} \\
& =3\left(I_{6}+I_{7}+I_{8}\right)
\end{aligned}
$$

Here

$$
\begin{gathered}
I_{6} \leq C T L^{2} \int_{0}^{t} E\left(\int_{0}^{s \wedge \tau_{R}} \frac{\left|X_{s \wedge \tau_{R}}^{N}-X_{s \wedge \tau_{R}}^{M}-X_{u}^{N}+X_{u}^{M}\right|}{(s-u)^{1+\beta}} d u\right)^{2} d s \\
I_{7} \leq C T L^{2} \int_{0}^{t} s^{2(\gamma-\beta)} E\left|X_{s \wedge \tau_{R}}^{N}-X_{s \wedge \tau_{R}}^{M}\right|^{2} d s \\
I_{8} \leq E\left(\int_{0}^{\tau_{R} \wedge t} \int_{0}^{s} \frac{L\left|X_{s}^{N}-X_{s}^{M}\right| 2 R(s-u)^{\kappa(1 / 2-\delta)}}{(s-u)^{1+\beta}} d u d s\right)^{2} \\
\leq C T L^{2} R^{2} \int_{0}^{t} s^{\kappa-2 \kappa \delta-2 \beta} E\left|X_{s \wedge \tau_{R}}^{N}-X_{s \wedge \tau_{R}}^{M}\right|^{2} d s
\end{gathered}
$$

where we choose $\delta$ in such a way that $\kappa-2 \kappa \delta-2 \beta>0$. It is possible since $\beta<\kappa-1 / 2$ so $\kappa-2 \beta>1 / 2-\beta>0$. Finally,

$$
I_{5} \leq C \int_{0}^{t}\left(A_{2}^{N, M}(s)+\left(s^{2(\gamma-\beta)}+C R^{2} s^{\kappa-2 \kappa \delta-2 \beta}\right) A_{1}^{N, M}(s)\right) d s
$$

and

$$
\begin{align*}
& A_{1}^{N, M}(t) \leq C R^{2} \int_{0}^{t} A_{1}^{N, M}(s) d s+C R^{2} \int_{0}^{t} A_{2}^{N, M}(s) d s \\
&+C\left(N^{-2}+M^{-2}\right) \tag{3.2.19}
\end{align*}
$$

Return to $A_{2}^{N, M}(t)$. It admits the following estimate:

$$
\begin{aligned}
A_{2}^{N, M}(t) \leq & C\left(E\left(\int_{0}^{\tau_{R} \wedge t} \frac{\int_{s}^{\tau_{R} \wedge t}\left(a\left(u, X_{u}^{N}\right)-a\left(u, X_{u}^{M}\right)\right) d u}{(t-s)^{1+\beta}} d s\right)^{2}\right. \\
& +E\left(\int_{0}^{\tau_{R} \wedge t} \frac{\int_{s}^{\tau_{R} \wedge t}\left(b\left(u, X_{u}^{N}\right)-b\left(u, X_{u}^{M}\right)\right) d W_{u}}{(t-s)^{1+\beta}} d s\right)^{2} \\
& +E\left(\int_{0}^{\tau_{R} \wedge t} \frac{\int_{s}^{\tau_{R} \wedge t}\left(c\left(u, X_{u}^{N}\right)-c\left(u, X_{u}^{M}\right)\right) d B_{u}^{H}}{(t-s)^{1+\beta}} d s\right)^{2} \\
& \left.+E\left(\int_{0}^{\tau_{R} \wedge t} \frac{\int_{s}^{\tau_{R} \wedge t}\left(\frac{c\left(u, X_{u}^{N}\right)}{N}-\frac{c\left(u, X_{u}^{M}\right)}{M}\right) d V_{u}}{(t-s)^{1+\beta}} d s\right)^{2}\right) \\
& =C\left(I_{9}+I_{10}+I_{11}+I_{12}\right) .
\end{aligned}
$$

Further, for $\beta<\rho<1 / 2$

$$
\begin{aligned}
& I_{9} \leq C T^{1-2 \rho} E \int_{0}^{\tau_{R} \wedge t} \frac{(t-s) \int_{0}^{\tau_{R} \wedge t} L^{2}\left|X_{u}^{N}-X_{u}^{M}\right|^{2} d u}{(t-s)^{2+2 \beta-2 \rho} d s} \\
& \leq C T^{1-2 \beta} \int_{0}^{t} E\left(X_{s \wedge \tau_{R}}^{N}-X_{s \wedge \tau_{R}}^{M}\right)^{2} d s \leq C T^{1-2 \beta} \int_{0}^{t} A_{1}^{N, M}(s) d s, \\
& I_{10} \leq C T^{1-2 \rho} \int_{0}^{t} \frac{\int_{s}^{t} E \mid X_{u \wedge \tau_{R}}^{N}-X_{u \wedge \tau_{R}}^{M}{ }^{2} d u}{(t-s)^{2+2 \beta-2 \rho}} d s \\
& \leq C T^{1-2 \rho} \int_{0}^{t} \frac{A_{1}^{N, M}(s)}{(t-s)^{1+2 \beta-2 \rho}} d s .
\end{aligned}
$$

For $I_{12}$ we have $I_{12} \leq C T^{1-2 \beta}\left(N^{-2}+M^{-2}\right)$. Now consider $I_{11}$ :

$$
I_{11} \leq C R^{2} T^{1-2 \rho}\left(I_{13}+I_{14}\right)
$$

where

$$
\begin{aligned}
& I_{13} \leq C E \int_{0}^{\tau_{R} \wedge t} \frac{\int_{s}^{\tau_{R} \wedge t}\left(X_{u \wedge \tau_{r}}^{N}-X_{u \wedge \tau_{r}}^{M}\right)^{2} d u \int_{s}^{t}(u-s)^{-2 \beta} d u}{(t-s)^{\nu}} d s \\
& \leq C \int_{0}^{t} A_{1}^{N, M}(s)(t-s)^{-1+2 \rho-4 \beta} d s
\end{aligned}
$$

$$
\begin{aligned}
I_{14} \leq & C E \int_{0}^{\tau_{R} \wedge t}\left(\left(\int_{s}^{\tau_{R} \wedge t} \int_{s}^{u} \frac{L\left|X_{u}^{N}-X_{u}^{M}-X_{v}^{N}+X_{v}^{M}\right|}{(u-v)^{1+\beta}} d v d u\right)^{2}\right. \\
& +\left(\int_{s}^{\tau_{R} \wedge t} \int_{s}^{u} L\left|X_{u}^{N}-X_{u}^{M}\right|(u-v)^{\rho-1-\beta} d v d u\right)^{2} \\
+ & \left(\int_{s}^{\tau_{R} \wedge t} \int_{s}^{u} L\left|X_{u}^{N}-X_{u}^{M}\right|\left(\left|X_{u}^{N}-X_{v}^{N}\right|^{\kappa}+\left|X_{u}^{M}-X_{v}^{M}\right|^{\kappa}\right)\right. \\
& \left.\left.\quad \times(u-v)^{-1-\beta} d v d u\right)^{2}\right)(t-s)^{-\nu} d s=: C\left(I_{15}+I_{16}+I_{17}\right),
\end{aligned}
$$

where $\nu=2+2 \beta-2 \rho, \rho>\beta$. In turn,

$$
\begin{aligned}
& I_{15} \leq C T^{2 \rho-2 \beta} \int_{0}^{t} E\left(\int_{0}^{s \wedge \tau_{R}} \frac{\left|X_{s \wedge \tau_{R}}^{N}-X_{s \wedge \tau_{R}}^{M}-X_{u}^{N}+X_{u}^{M}\right|}{(s-u)^{1+\beta}} d u\right)^{2} d s \\
& \quad=C T^{2 \rho-2 \beta} \int_{0}^{t} A_{2}^{N, M}(s) d s, \\
& I_{16} \leq C \int_{0}^{t} \frac{E\left(\int_{s}^{\tau_{R} \wedge t}\left|X_{u}^{N}-X_{u}^{M}\right|(u-s)^{\gamma-\beta} d u\right)^{2}}{(t-s)^{\nu}} d s \\
& \leq C T^{2 \rho+2 \gamma-4 \beta} \int_{0}^{t} A_{1}^{N, M}(s) d s,
\end{aligned}
$$

where $\beta<\gamma, \beta<\rho$. Furthermore

$$
I_{17} \leq C R^{2} E \int_{0}^{\tau_{R} \wedge t} \frac{\left(\int_{s}^{\tau_{R} \wedge t} \int_{s}^{u}\left|X_{u}^{N}-X_{u}^{M}\right|(u-v)^{\kappa(1 / 2-\delta)-1-\beta} d v d u\right)^{2}}{(t-s)^{\nu}} d s,
$$

where we chose $0<\delta<1 / 2-\beta / \kappa$; note that $\beta<\kappa-1 / 2$. Similarly to $I_{16}$,

$$
I_{17} \leq C R^{2} T^{\kappa-2 \kappa \delta+2 \rho-4 \beta} \int_{0}^{t} A_{1}^{N, M}(s) d s
$$

where $\kappa-2 \kappa \delta+2 \rho-4 \beta>0$ for sufficiently small $\delta$ since $\rho>\beta$ and $\kappa>2 \alpha$. Therefore we have

$$
I_{14} \leq C R^{2} \int_{0}^{t}\left(A_{1}^{N, M}(s)+A_{2}^{N, M}(s)\right) d s
$$

Hence

$$
I_{11} \leq C R^{4} \int_{0}^{t}\left(\frac{A_{1}^{N, M}(s)}{(t-s)^{1+2 \beta-2 \rho}}+A_{2}^{N, M}(s)\right) d s
$$

Finally,

$$
\begin{array}{r}
A_{2}^{N, M}(t) \leq C R^{4}\left(\int_{0}^{t} A_{1}^{N, M}(s)(t-s)^{-1-2 \beta+2 \rho} d s+\int_{0}^{t} A_{2}^{N, M}(s) d s\right) \\
+C\left(N^{-2}+M^{-2}\right) \tag{3.2.20}
\end{array}
$$

From (3.2.19) and (3.2.20) we obtain that the sum $A_{1}^{N, M}(t)+A_{2}^{N, M}(t)$ admits the same estimate as $A_{2}^{N, M}(t)$, i.e.

$$
\begin{array}{r}
A_{1}^{N, M}(t)+A_{2}^{N, M}(t) \leq C R^{4} \int_{0}^{t}\left(A_{1}^{N, M}(s)(t-s)^{-1-2 \beta+2 \rho}+A_{2}^{N, M}(s)\right) d s \\
+C\left(N^{-2}+M^{-2}\right)
\end{array}
$$

taking into account that $\rho>\beta$ and using the modified Gronwall lemma (NR00), we obtain that

$$
\begin{align*}
A_{1}^{N, M}(t)+A_{2}^{N, M}(t) & \\
& \leq C R^{4}\left(N^{-2}+M^{-2}\right) \exp \left\{t\left(C R^{4}\right)^{1 /(2 \rho-2 \beta)}\right\}, \tag{3.2.21}
\end{align*}
$$

and we can put, for example, $\rho:=1 / 4+\beta / 2$. When $N, M \rightarrow 0$, we obtain that the right-hand side of (3.2.21) tends to zero, whence the proof follows.

Theorem 3.2.8. The $S D E$ (3.2.11) has a solution on the interval $[0, T]$, and this solution is unique.

Proof. Since the space $\left\{W^{\beta}[0, T],\|\cdot\|_{\beta}\right\}$ is complete, from Theorem 3.2.6 we can define

$$
X_{\tau_{R} \wedge t}:=\lim _{N \rightarrow \infty} X_{\tau_{R} \wedge t}^{N}
$$

where the limit is taken in space $W_{\beta}[0, T]$ (in particular, we have that the limit exists in $\left.L_{2}(\Omega \times[0, T])\right)$. Using similar estimates and Theorem 3.2.6, we can prove that $X_{\tau_{R} \wedge t}$ is the unique solution of the original equation (3.2.11) on the interval $\left[0, \tau_{R}\right]$.

From the definition (3.2.18) of $\tau_{R}$ we have $\tau_{R_{1}} \leq \tau_{R_{2}}$ for $R_{1} \leq R_{2}$. So $X_{\tau_{R_{1}}}$ and $X_{\tau_{R_{2}}}$ coincide a.s. on the interval $\left[0, \tau_{R_{1}}\right]$. Where $R \rightarrow \infty$ we obtain the existence and uniqueness of the solution of SDE (3.2.11) on the whole interval $[0, T]$.

### 3.2.3 The Girsanov Theorem and the Measure Transformation for the Mixed Semilinear SDE

Consider equation (3.2.1) and suppose that $W$ is underlying Wiener process for $B^{H}$ and that the coefficient $b(t, x)$ satisfies the condition of Theorem 3.2.1 and can be presented as $b(t, x)=e(t, x) x$, where $e \in C_{b}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Denote $\hat{e}(t, x):=e(t, x) t^{-\alpha}, \alpha=H-\frac{1}{2}, H \in\left(\frac{1}{2}, 1\right)$. Now we try to change the measure $P$ for another probability measure $Q$ such that $Q_{T} \ll P_{T}$, where $P_{T}:=\left.P\right|_{\mathcal{F}_{T}}$,
$Q_{T}:=\left.Q\right|_{\mathcal{F}_{T}}$, and such that the drift $e\left(t, X_{t}\right) X_{t} d t$ will be annihilated under $Q_{T}$. First, let some probability measure $\widetilde{Q}$ satisfy the assumptions

$$
\left.\frac{d \widetilde{Q}}{d P}\right|_{\mathcal{F}_{T}}=\exp \left\{\int_{0}^{T} \varphi_{s} d W_{s}-\frac{1}{2} \int_{0}^{T} \varphi_{s}^{2} d s\right\}
$$

and

$$
\begin{equation*}
E \exp \left\{\int_{0}^{T} \varphi_{s} d W_{s}-\frac{1}{2} \int_{0}^{T} \varphi_{s}^{2} d s\right\}=1 \tag{3.2.22}
\end{equation*}
$$

with $E \int_{0}^{T} \varphi_{s}^{2} d s<\infty$.
Then from the Girsanov theorem the process $W_{t}-\int_{0}^{t} \varphi_{s}^{2} d s=: \hat{W}_{t}$ will be a Wiener process under the measure $\widetilde{Q}_{T}$. Also, let the measure $\bar{Q}$ be such that

$$
\left.\frac{d \bar{Q}}{d P}\right|_{\mathcal{F}_{T}}=\exp \left\{L_{T}-\frac{1}{2}\langle L\rangle_{T}\right\}
$$

and

$$
\begin{equation*}
E \exp \left\{L_{T}-\frac{1}{2}\langle L\rangle_{T}\right\}=1 \tag{3.2.23}
\end{equation*}
$$

where $L_{t}=\int_{0}^{t} s^{\alpha} \delta_{s} d W_{s}, M_{t}^{H}=\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}, W_{t}=\widehat{\alpha} \int_{0}^{t} s^{\alpha} d M_{s}^{H}$, $\int_{0}^{t} l_{H}(t, s) \psi_{s} d s=\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s, t>0$ with $E \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s<\infty, \int_{0}^{t}\left|\delta_{s}\right| d s<\infty$, $P$-a.s., $t>0$ (see Subsection 2.8.1). Then the process $\widehat{B}_{t}^{H}:=B_{t}^{H}-\int_{0}^{t} \psi_{s} d s$ is an fBm w.r.t. to measure $\left.\bar{Q}\right|_{\mathcal{F}_{T}}$. Now we need in the equality $\left.\widetilde{Q}\right|_{\mathcal{F}_{T}}=\left.\bar{Q}\right|_{\mathcal{F}_{T}}=$ $\left.Q\right|_{\mathcal{F}_{T}}$. Hence, in particular, $L_{t}=\int_{0}^{t} \varphi_{s} d W_{s}$, whence $\varphi_{s}=s^{\alpha} \delta_{s}$. Therefore we want to find $\varphi$ and $\psi$ in such a way that common drift equals

$$
\begin{equation*}
\sigma_{1} \varphi_{t}+\sigma_{2} \psi_{t}=-e\left(t, X_{t}\right), \quad t \in[0, T] \tag{3.2.24}
\end{equation*}
$$

Now we apply the Abel rearrangement to the relation

$$
\begin{gathered}
\int_{0}^{t} l_{H}(t, s) \psi_{s} d s=\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} \varphi_{s} d s \\
C_{H}^{(5)} \int_{0}^{t}(t-u)^{\alpha-1} \int_{0}^{u}(u-s)^{-\alpha} s^{-\alpha} \psi_{s} d s d u \\
\quad=\widetilde{\alpha} \int_{0}^{t}(t-u)^{\alpha-1} \int_{0}^{u} s^{-\alpha} \varphi_{s} d s d u
\end{gathered}
$$

or

$$
B(\alpha, 1-\alpha) C_{H}^{(5)} \int_{0}^{t} s^{-\alpha} \psi_{s} d s=\widetilde{\alpha} \int_{0}^{t} \frac{(t-u)^{\alpha}}{\alpha} u^{-\alpha} \varphi_{u} d u
$$

whence after differentiation

$$
\begin{equation*}
\left(\alpha C_{H}^{(6)}\right)^{-1} t^{-\alpha} \psi_{t}=\widetilde{\alpha} \int_{0}^{t}(t-u)^{\alpha-1} u^{-\alpha} \varphi_{u} d u \tag{3.2.25}
\end{equation*}
$$

Substituting (3.2.25) into (3.2.24), we obtain that

$$
\begin{equation*}
\sigma_{1} \varphi_{t}+\sigma_{2} C_{H}^{(9)} t^{\alpha} \int_{0}^{t}(t-u)^{\alpha-1} u^{-\alpha} \varphi_{u} d u=-e\left(t, X_{t}\right), C_{H}^{(9)}=\alpha C_{H}^{(6)} \widetilde{\alpha} \tag{3.2.26}
\end{equation*}
$$

Denote $\theta_{t}:=t^{-\alpha} \varphi_{t}$, then

$$
\begin{equation*}
\sigma_{1} \theta_{t}+\sigma_{2} C_{H}^{(9)} \int_{0}^{t}(t-u)^{\alpha-1} \theta_{u} d u=-\hat{e}\left(t, X_{t}\right) \tag{3.2.27}
\end{equation*}
$$

Equation (3.2.27) is a Volterra equation with weak singularity, and its unique solution has the form

$$
\theta_{t}=-\frac{\hat{e}\left(t, X_{t}\right)}{\sigma_{1}}-\frac{1}{\sigma_{1}} \int_{0}^{t} \sum_{n=1}^{\infty} \rho^{n} \frac{(t-s)^{n \alpha-1}}{\Gamma(n \alpha)} \hat{e}\left(s, X_{s}\right) d s
$$

where $\rho=\sigma_{2} C_{H}^{(9)} \Gamma(\alpha)$. Now we must check conditions (3.2.22) and (3.2.23). Evidently, it is sufficient to check Novikov's condition: $E \exp \left\{\frac{1}{2} \int_{0}^{T} \varphi_{t}^{2} d t\right\}<$ $\infty$ and $E \exp \left\{\frac{1}{2}\langle L\rangle_{T}\right\}<\infty$. But $\varphi_{t}=-\frac{e\left(t, X_{t}\right)}{\sigma_{1}}$ $-\frac{1}{\sigma_{1}} t^{\alpha} \int_{0}^{t} \sum_{n=1}^{\infty} \rho^{n} \frac{(t-s)^{n \alpha-1}}{\Gamma(n \alpha)} \hat{e}\left(s, X_{s}\right) d s$ and is bounded since $e$ is bounded. Further, $\delta_{s}=\widetilde{\alpha} s^{-\alpha} \varphi_{s}$, and Novikov's condition evidently holds for the function $L$, too. So, we have proved the following result.
Theorem 3.2.9. Under our suppositions equation (3.2.1) under measure $Q$ obtains the differential form

$$
d X_{t}=\sigma_{1} X_{t} d \widehat{W}_{t}+\sigma_{2} X_{t} d \widehat{B}_{t}^{H}, \quad X(0)=X_{0}
$$

and its solution has a form

$$
X_{t}=X_{0} \exp \left\{\sigma_{1} \widehat{W}_{t}+\sigma_{2} \widehat{B}_{t}^{H}-1 / 2 \sigma_{1}^{2} t\right\}
$$

### 3.3 Stochastic Differential Equations with Fractional White Noise

### 3.3.1 The Lipschitz and the Growth Conditions on the Negative Norms of Coefficients

Now we return to Wick integration with respect to fBm (see Sections 1.5 and 2.3). Consider the SDE of the form

$$
\begin{align*}
& X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+\sum_{j=1}^{m} \int_{0}^{t} \sigma_{j}\left(s, X_{s}\right) \diamond \dot{B}_{s}^{H_{j}} d s  \tag{3.3.1}\\
& t \in[0, T]
\end{align*}
$$

where all $H_{j} \in[1 / 2,1)$ are different, $\dot{B}^{H_{j}}$ are the fractional noises. The equation, similar to (3.3.1), but with white noise was studied by Våge (Vage96). Note that the proof of the existence and uniqueness result in (Vage96) is in fact based not on the structure of white noise, but on its inclusion into $S^{*}$, and this fact holds for fractional noise also, see Lemma 1.5.3. According to Theorem 1 (Vage96), the negative norm of the Wick products admits the following estimate:
$\|F \diamond G\|_{-r} \leq C_{r, q}\|F\|_{-r}\|G\|_{-q}$ for random variables $F \in S_{-r}, G \in S_{-q}$, $r<q-1$. According to Lemma 1.5.3, $\dot{B}_{t}^{H_{k}} \in S_{-q}$ for any $q>7 / 3$, in particular, $\dot{B}_{t}^{H_{k}} \in S_{-3}$ and, moreover, $\sup _{t \geq 0}\left\|\dot{B}_{t}^{H_{k}}\right\|_{-q} \leq C_{q}$ for $q>7 / 3$ and some $C_{q}>0$.

Therefore, for any $r>0$ and $F \in S_{-r}\left\|F \diamond \dot{B}_{t}^{H_{k}}\right\|_{-r} \leq C\|F\|_{-r}$.
Suppose now that the coefficients $b$ and $\sigma$ and the initial value $X_{0}$ of equation (3.3.1) satisfy the conditions:
(i) for any $1 \leq j \leq m$ and some $r>0, b, \sigma_{j}:[0, T] \times S_{-r} \rightarrow S_{-r}, X_{0} \in S_{-r}$, the functions $b\left(t, X_{t}\right)$ and $\sigma_{j}\left(t, X_{t}\right), 1 \leq j \leq m$ are strongly measurable on $[0, T]$ for any $X \in C\left([0, T], S_{-r}\right)$;
(ii) for some $r>0$

$$
\begin{aligned}
& \|b(t, x)-b(t, y)\|_{-r}+\sum_{j=1}^{m}\left\|\sigma_{j}(t, x)-\sigma_{j}(t, y)\right\|_{-r} \leq C\|x-y\|_{-r}, \quad 0 \leq t \leq T \\
& \|b(t, x)\|_{-r}+\sum_{j=1}^{m}\left\|\sigma_{j}(t, x)\right\|_{-r} \leq c\left(1+\|\left. x\right|_{-r}\right), \quad 0 \leq t \leq T
\end{aligned}
$$

It follows from strong measurability of $\sigma_{j}$ and Theorem 6 (Vage96) that $\sigma_{j}(t, x) \diamond \dot{B}_{t}^{H_{j}}$ is also strongly measurable. Further, condition (ii) ensures the existence of $\int_{0}^{t} b\left(s, X_{s}\right) d s$ and $\int_{0}^{t} \sigma_{j}(s, x) \diamond \dot{B}_{s}^{H_{j}} d s, 0 \leq t \leq T$, that can be considered as the Bochner integrals in $S_{-r}$ for $X \in C\left([0, T], S_{-r}\right)$.

The next result can be proved with the help of the standard method of successive approximations (similar proof for white noise is contained in (Vage96)).
Theorem 3.3.1. Under conditions (i) and (ii) equation (3.3.1) has on $[0, T]$ the unique solution $X \in C\left([0, T], S_{-r}\right)$.

### 3.3.2 Quasilinear SDE with Fractional Noise

As mentioned in (Vage96), simultaneous fulfilment of the Lipschitz and growth conditions on the negative norms of coefficients is very restrictive. To avoid this, we consider the quasilinear equation of the form

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}, \omega\right) d s+\sum_{j=1}^{m} \int_{0}^{t} \sigma_{j}(s) X_{s} \diamond \dot{B}_{s}^{H_{j}} d s \tag{3.3.2}
\end{equation*}
$$

where $H_{j} \in[1 / 2,1)$, the coefficients and the initial value $X_{0}$ satisfy the following conditions:
(iii) $\sigma_{j}(s), 1 \leq j \leq m$ are nonrandom functions, $\sigma_{j} \in L_{1 / H_{j}}[0, T]$;
(iv) the function $b(s, x, \omega):[0, T] \times \mathbb{R} \times S^{\prime} \rightarrow \mathbb{R}$ is measurable in all the arguments,

$$
\begin{aligned}
& |b(s, x, \omega)| \leq C(1+|x|), \omega \in S^{\prime}(\mathbb{R}), s \in[0, T], x \in \mathbb{R} ; \\
& |b(s, x, \omega)-b(s, y, \omega)| \leq C|x-y|, x, y \in \mathbb{R}, \omega \in S^{\prime}(\mathbb{R}), s \in[0, T] ;
\end{aligned}
$$

(v) $X_{0} \in L_{p}(\Omega)=L_{p}\left(S^{\prime}(\mathbb{R})\right)$ for some $p>0$.

Theorem 3.3.2. Under conditions (iii)-(v) the equation (3.3.2) has on $[0, T]$ the unique solution $X \in L_{p^{\prime}}(\Omega)$ for any $p^{\prime}<p$.
Proof. Let, for simplicity, $m=1, H_{1}=H \in(1 / 2,1)$. Consider the differential form of equation (3.3.2)

$$
\begin{equation*}
\frac{d X_{t}}{d t}=b\left(t, X_{t}\right)+\sigma(t) X_{t} \diamond \dot{B}_{t}^{H}, \quad X(0)=X_{0} \tag{3.3.3}
\end{equation*}
$$

Put $\sigma_{t}(s):=\sigma(s) 1_{[0, t]}(s)$, and suppose that $J_{\sigma}(t)$ is the Wick exponent of the form $J_{\sigma}(t)=\exp ^{\diamond}\left(-\int_{0}^{t} \sigma(s) d B_{s}^{H}\right)$, where the Wick exponent is defined as $\exp ^{\diamond} X:=\sum_{n=0}^{\infty} \frac{X^{\diamond n}}{n!}$. Then, according to formula (1.6.1),

$$
J_{\sigma}(t)=\exp ^{\diamond}\left\{-\int_{\mathbb{R}}\left(M_{-}^{H} \sigma_{t}\right)(s) d W_{s}\right\}
$$

Denote also $Z_{t}:=J_{\sigma}(t) \diamond X_{t}$.
By the rules of stochastic differentiation (see, for example, (HOUZ96)),

$$
\frac{d Z_{t}}{d t}=J_{\sigma}(t) \diamond \frac{d X_{t}}{d t}-\sigma(t) \frac{d J_{\sigma}(t)}{d t} \diamond X_{t} \diamond \dot{B}_{t}^{H}
$$

and we obtain from (3.3.3) that

$$
\begin{equation*}
\frac{d Z_{t}}{d t}=\frac{d J_{\sigma}(t)}{d t} \diamond b\left(t, X_{t}\right) \tag{3.3.4}
\end{equation*}
$$

Now we use the Gjessing lemma (Gje94), which states that

$$
\begin{equation*}
\frac{d J_{\sigma}(t)}{d t} \diamond b\left(t, X_{t}, \omega\right)=\frac{d J_{\sigma}(t)}{d t} \cdot b\left(t, T_{-\left(M_{-}^{H} \sigma_{t}\right)} X_{t}, \omega+M_{-}^{H} \sigma_{t}\right) \tag{3.3.5}
\end{equation*}
$$

where $T$ is the shift operator, $T_{\omega_{0}} F(\omega)=F\left(\omega+\omega_{0}\right)$ for any $\omega_{0} \in S^{\prime}(\mathbb{R})$.
Similarly, $Z_{t}=J_{\sigma}(t) \cdot T_{-\left(M_{-}^{H} \sigma_{t}\right)} X_{t}$, and from (3.3.4)-(3.3.5) we obtain that $Z_{t}$ is the solution of the ordinary differential equation

$$
\begin{equation*}
\frac{d Z_{t}}{d t}=\frac{d J_{\sigma}(t)}{d t} \cdot b\left(t, J_{\sigma}^{-1}(t) \cdot Z_{t}, \omega+M_{-}^{H} \sigma_{t}\right), Z_{0}=X_{0} \tag{3.3.6}
\end{equation*}
$$

for any $\omega \in S^{\prime}(\mathbb{R})$. Equation (3.3.6) differs from the corresponding equation (3.6.15) for the white noise (see the book (HOUZ96)) only with the function $M_{-}^{H} \sigma_{t}$ instead of $\sigma_{t}$. However, it has the same structure, which means that conditions (iii)-(v) ensure the existence and the uniqueness of the solution of equation (3.3.2) for any $\omega \in S^{\prime}(\mathbb{R})$ on the interval $[0, T]$. Now we estimate the moments of the solution $X_{t}$.

First, from conditions (iii)-(iv)

$$
\begin{aligned}
& \left|Z_{t}\right| \leq\left|X_{0}\right|+\int_{0}^{t} J_{\sigma}(s)\left|a\left(s, J_{\sigma}^{-1}(s) Z_{s}, \omega-\left(M_{-}^{H} \sigma_{s}\right)\right)\right| d s \\
& \leq\left|X_{0}\right|+C \int_{0}^{t} J_{\sigma}(s)\left(1+J_{\sigma}^{-1}(s)\left|Z_{s}\right|\right) d s \\
& \leq\left|X_{0}\right|+C \int_{0}^{t} J_{\sigma}(s) d s+C \int_{0}^{t}\left|Z_{s}\right| d s
\end{aligned}
$$

and from the Gronwall inequality it follows that

$$
\begin{align*}
& \left|Z_{t}\right| \leq\left(\left|X_{0}\right|+C \int_{0}^{T} J_{\sigma}(s) d s\right) \exp \{C T\} \\
& E\left|Z_{t}\right|^{p} \leq \exp \{p C T\} 2^{p}\left(E\left|X_{0}\right|^{p}+C E \int_{0}^{T}\left|J_{\sigma}(s)\right|^{p} d s\right) \tag{3.3.7}
\end{align*}
$$

Since

$$
\begin{aligned}
& E\left|J_{\sigma}(s)\right|^{p}+E \exp ^{\diamond}\left\{-p \int_{\mathbb{R}}\left(M_{-}^{H} \sigma_{t}\right)(s) d W_{s}\right\} \\
& =\exp \left\{p^{2}\left\|M_{-}^{H} \sigma_{t}\right\|_{L_{2}(\mathbb{R})}^{2}\right\}
\end{aligned}
$$

and condition (iii) and inequality (1.9.2) ensure that $\left(M_{-}^{H} \sigma_{t}\right) \in L_{2}(\mathbb{R})$, therefore we obtain from (3.3.7) that $E\left|Z_{t}\right|^{p}<\infty$ for any $p>0$. Further, $T_{-\left(M_{-}^{H} \sigma_{t}\right)} X_{t}=Z_{t} J_{\sigma}^{-1}(t)$, and $E\left|J_{\sigma}^{-1}(t)\right|^{q}<\infty$ for any $q>0$, therefore $T_{-\left(M_{-}^{H} \sigma_{t}\right)} X_{t} \in L_{p^{\prime}}(\Omega)$ for any $p^{\prime}<p$. Since $M_{-}^{H} \sigma_{t} \in L_{2}(\mathbb{R})$, we obtain from Corollary 2.10.5 (HOUZ96) that $X \in L_{p^{\prime}}(\Omega)$ for any $p^{\prime}<p$.

### 3.4 The Rate of Convergence of Euler Approximations of Solutions of SDE Involving fBm

The numerical solution of stochastic differential equations driven by Wiener process is essentially based on the method of time discretization and has a long history. We refer to the monograph (KP92), which contains an almost complete theory of the numerical solution of such SDEs with regular coefficients. The paper (KP94) is devoted to the Euler approximations for SDEs driven by semimartingales. Concerning the numerical solution of SDEs driven by fBm, we mention first the paper (GA98), where the equations with the modified fBm (which is a special semimartingale) are studied. The papers (Nou05; NN06) study Euler approximations for the homogeneous one-dimensional SDEs involving fBm and having bounded coefficients with bounded derivatives up to third order. It is proved that the error of the approximation is a.s. equivalent to $\delta^{2 \alpha} \xi_{t}$, and the process $\xi_{t}$ is given explicitly. These papers also discuss the Crank-Nicholson and the Milstein schemes for SDEs driven by fBm . Here we present the results on the rate of convergence of Euler approximations of solutions for SDE with nonstationary coefficients. Of course, our approach differs from those proposed in (Nou05),(NN06).

### 3.4.1 Approximation of Pathwise Equations

Consider the multidimensional equation (3.1.12) with the coefficients satisfying the $\mathbb{R}^{d}$-version of assumptions (i)-(v) of Subsection 3.1.1 with $H_{j}=$ $H, 1 \leq j \leq m, b_{0}(t)=L$ (see Remark 3.1.5 for additional notations). Under these assumptions, this equation has the unique solution $\left\{X_{t}, t \in[0, T]\right\}$ and for a.a. $\omega \in \Omega$ the trajectories of the solution belong to $C^{H-}[0, T]$.

Now, let $t \in[0, T], \delta=\frac{T}{N}, \tau_{n}=\frac{n T}{N}=n \delta, n=0, \ldots, N$. Consider the discrete Euler approximations of the solution of equation (3.1.12),

$$
\widetilde{Y}_{\tau_{n+1}}^{i, \delta}=\widetilde{Y}_{\tau_{n}}^{i, \delta}+b_{i}\left(\tau_{n}, \widetilde{Y}_{\tau_{n}}^{\delta}\right) \delta+\sum_{j=1}^{m} \sigma_{j i}\left(\tau_{n}, \widetilde{Y}_{\tau_{n}}^{\delta}\right) \Delta B_{\tau_{n}}^{j, H}, \quad \widetilde{Y}_{0}^{i, \delta}=X_{0}^{i}
$$

and the corresponding continuous interpolations
$Y_{t}^{i, \delta}=\widetilde{Y}_{\tau_{n}}^{i, \delta}+b_{i}\left(\tau_{n}, \widetilde{Y}_{\tau_{n}}^{\delta}\right)\left(t-\tau_{n}\right)+\sum_{j=1}^{m} \sigma_{j i}\left(\tau_{n}, \widetilde{Y}_{\tau_{n}}^{\delta}\right)\left(B_{t}^{j, H}-B_{\tau_{n}}^{j, H}\right), \quad t \in\left[\tau_{n}, \tau_{n+1}\right]$.
The continuous interpolations satisfy the equation

$$
\begin{equation*}
Y_{t}^{i, \delta}=X_{0}^{i}+\int_{0}^{t} b_{i}\left(t_{u}, Y_{t_{u}}^{\delta}\right) d u+\sum_{j=1}^{m} \int_{0}^{t} \sigma_{j i}\left(t_{u}, Y_{t_{u}}^{\delta}\right) d B_{u}^{j, H} \tag{3.4.2}
\end{equation*}
$$

where $t_{u}=\tau_{n_{u}}, n_{u}=\max \left\{n: \tau_{n} \leq u\right\}$.
For simplicity we denote the vector of solutions as $X_{t}=\left(X_{t}^{i}\right)_{i=1, \ldots, d}$, the vector of the continuous approximations as $Y_{t}^{\delta}=\left(Y_{t}^{\delta, i}\right)_{i=1, \ldots, d}$.
Theorem 3.4.1. 1) Let the modification of conditions (i)-(v') from Section 3.1 hold for the vector case, with $\gamma>1-H, \kappa=\mu=1, L_{R}=L, M_{R}=M$ and $b_{0}(t)=L$.

Then for any $\varepsilon>0$ and $0<\rho<H$ there exist $\delta_{0}>0$ and $\Omega_{\varepsilon, \delta_{0}, \rho} \subset \Omega$ such that $P\left(\Omega_{\varepsilon, \delta_{0}, \rho}\right)>1-\varepsilon$ and for any $\omega \in \Omega_{\varepsilon, \delta_{0}, \rho}, \delta<\delta_{0}$ one has $\left|Y_{t}^{\delta}\right| \leq C(\omega)$, $\left|Y_{s}^{\delta}-Y_{r}^{\delta}\right| \leq C(\omega)\left(t_{s}-t_{r}\right)^{H-\rho}, 0 \leq r<s \leq T$.
2) If, instead of ( $v$ ) and ( $v$ ') we assume that $b$ and $\sigma$ are bounded functions, then $\left|Y_{t}^{\delta}\right| \leq C(\omega),\left|Y_{s}^{\delta}-Y_{r}^{\delta}\right| \leq C(\omega)(s-r)^{H-\rho}, 0 \leq r<s \leq T$.

In both the cases $C(\omega)$ does not depend on $\delta$.
Proof. 1) We can always assume that $\delta \leq 1$. It follows immediately from (i) and (iii), Section 3.1.1 and (3.4.2) that for any $\beta \in(1-H, \gamma \wedge 1 / 2)$

$$
\begin{align*}
\left|Y_{t}^{i, \delta}\right| \leq & \left|X_{0}^{i}\right|+\int_{0}^{t}\left|b_{i}\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right| d u+\sum_{j=1}^{m}\left|\int_{0}^{t} \sigma_{j i}\left(t_{u}, Y_{t_{u}}^{\delta}\right) d B_{u}^{j, H}\right| \\
\leq & \left|X_{0}^{i}\right|+L \int_{0}^{t}\left(1+\left|Y_{t_{u}}^{\delta}\right|\right) d u+G_{T} \sum_{j=1}^{m} \int_{0}^{t}\left|\sigma_{j i}\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right| u^{-\beta} d u \\
& +G_{T} \sum_{j=1}^{m} \int_{0}^{t} \int_{0}^{r}\left|\sigma_{j i}\left(t_{r}, Y_{t_{r}}^{\delta}\right)-\sigma_{j i}\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right|(r-u)^{-\beta-1} d u d r \\
\leq & \left|X_{0}^{i}\right|+\left(m M G_{T} \frac{T^{1-\beta}}{1-\beta}+L T\right)+\left(m M G_{T}+L T^{\beta}\right) \int_{0}^{t}\left|Y_{t_{u}}^{\delta}\right| u^{-\beta} d u \\
& +M G_{T} \int_{0}^{t} \int_{0}^{t_{r}}\left(\left(t_{r}-t_{u}\right)^{\gamma}+\left|Y_{t_{r}}^{\delta}-Y_{u}^{\delta}\right|+\left|Y_{u}^{\delta}-Y_{t_{u}}^{\delta}\right|\right) \\
& \times(r-u)^{-\beta-1} d u d r \tag{3.4.3}
\end{align*}
$$

where $G_{T}:=\Lambda_{1-\beta}\left(B^{H}\right)$. (We use here the equality $t_{r}=t_{u}$ for $t_{r} \leq u<r$.)
Denote $C_{1}(\omega):=\left|X_{0}\right|+\left(m M G_{T} \frac{T^{1-\alpha}}{1-\alpha}+L T\right), C_{2}(\omega):=\left(m M G_{T}+L T^{\beta}\right)$. Further, note that $t_{r}-t_{u} \leq r-u+\delta$. Also, it follows from representations (3.4.1) and (3.4.2) that for any $\rho \in(0, H)$

$$
\begin{align*}
\left|Y_{u}^{\delta}-Y_{t_{u}}^{\delta}\right| & \leq L\left(1+\left|Y_{t_{u}}^{\delta}\right|\right)\left(u-t_{u}\right)+M \cdot C(\omega, \rho)\left(1+\left|Y_{t_{u}}^{\delta}\right|\right)\left(u-t_{u}\right)^{H-\rho} \\
& \leq C_{3}(\omega)\left(1+\left|Y_{t_{u}}^{\delta}\right|\right)\left(u-t_{u}\right)^{H-\rho} \tag{3.4.4}
\end{align*}
$$

where the value $C(\omega, \rho)$ appears in the relation
$\left|B_{t}^{H}-B_{s}^{H}\right| \leq C(\omega, \rho)|t-s|^{H-\rho}, s, t \in[0, T], C_{3}(\omega)=L T^{1-H+\rho}+M \cdot C(\omega, \rho)$.
Moreover, for $\gamma>\beta$

$$
\begin{aligned}
P_{t} & :=\int_{0}^{t} \int_{0}^{t_{r}}\left(t_{r}-t_{u}\right)^{\gamma}(r-u)^{-\beta-1} d u d r \\
& \leq \int_{0}^{t} \int_{0}^{t_{r}}\left((r-u)^{\gamma}+\delta^{\gamma}\right)(r-u)^{-\beta-1} d u d r \\
& \leq(\gamma-\beta)^{-1} \int_{0}^{t} r^{\gamma-\beta} d r+\beta^{-1} \delta^{\gamma} \int_{0}^{t}\left(r-t_{r}\right)^{-\beta} d r
\end{aligned}
$$

and for any $k \geq 0$ and any power $\pi>-1$

$$
\int_{\tau_{k}}^{\tau_{k+1}}\left(r-t_{r}\right)^{\pi} d r=\int_{\tau_{k}}^{\tau_{k+1}}\left(r-\tau_{k}\right)^{\pi} d r=C_{1} \delta^{\pi+1} \text { with } C_{1}=(\pi+1)^{-1}
$$

whence

$$
\begin{equation*}
\int_{0}^{t}\left(r-t_{r}\right)^{-\beta} d r \leq \int_{0}^{T}\left(r-t_{r}\right)^{-\beta} d r=C_{1} N \delta^{1-\beta}=C_{1} \delta^{-\beta} \tag{3.4.5}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
P_{t} \leq C_{1} T^{\gamma-\beta+1}+\beta^{-1} C_{1} \delta^{\gamma-\beta} \leq C_{1} T^{\gamma-\beta+1}+\beta^{-1} C_{1}=: C_{2} \tag{3.4.6}
\end{equation*}
$$

Estimate now

$$
Q_{t}:=\int_{0}^{t} \int_{0}^{t_{r}}\left|Y_{u}^{\delta}-Y_{t_{u}}^{\delta}\right|(r-u)^{-\beta-1} d u d r
$$

using (3.4.4) and (3.4.5):

$$
\begin{align*}
Q_{t} & \leq C_{3}(\omega)\left(1+Y_{t}^{\delta, *}\right) \int_{0}^{t} \int_{0}^{t_{r}}\left(u-t_{u}\right)^{H-\rho}(r-u)^{-\beta-1} d u d r \\
& \leq C_{3}(\omega)\left(1+Y_{t}^{\delta, *}\right) \delta^{H-\rho} \beta^{-1} \int_{0}^{t}\left(r-t_{r}\right)^{-\beta} d r \leq C_{4}(\omega)\left(1+Y_{t}^{\delta, *}\right) \delta^{H-\beta-\rho} \tag{3.4.7}
\end{align*}
$$

with $C_{4}(\omega)=C_{3}(\omega) \beta^{-1} \cdot C_{1}$. Note that $Y_{t}^{\delta, *}:=\sup _{0 \leq s \leq t}\left|Y_{s}^{\delta}\right|<\infty$ for any $t \in[0, T]$ a.s. Substituting (3.4.6) and (3.4.7) into (3.4.3), we obtain that

$$
\begin{align*}
\left|Y_{t}^{\delta}\right| \leq & C_{5}(\omega)+m C_{2}(\omega) \int_{0}^{t}\left|Y_{t_{u}}^{\delta}\right| u^{-\beta} d u+m C_{4}(\omega) Y_{t}^{\delta, *} \delta^{H-\beta-\rho}  \tag{3.4.8}\\
& +C_{6}(\omega) \int_{0}^{t} \int_{0}^{t_{r}} \varphi_{r, u} d u d r
\end{align*}
$$

where $\varphi_{r, u}:=\left|Y_{t_{r}}^{\delta}-Y_{u}^{\delta}\right|(r-u)^{-\beta-1}$, for $0<v<t_{u}<T, 0<\beta<1$ with $C_{5}(\omega)=m C_{1}(\omega)+m G_{T} C_{1}+m C_{1} G_{T} C_{3}(\omega)+C_{4}(\omega), C_{6}(\omega)=M G_{T}$. To simplify the notations, in what follows we remove subscripts from $C(\omega)$ and $C$, writing $C(\omega)$ for all constants depending on $\omega$ and $C$ for all nonrandom constants.

Summing up everything, we can write

$$
\begin{equation*}
Y_{t}^{\delta, *} \leq C(\omega)\left(1+Y_{t}^{\delta, *} \delta^{H-\beta-\rho}+\int_{0}^{t}\left|Y_{t_{u}}^{\delta}\right| u^{-\beta} d u+\int_{0}^{t} \int_{0}^{t_{r}} \varphi_{r, u} d u d r\right) \tag{3.4.9}
\end{equation*}
$$

In turn, we can estimate $\int_{0}^{t_{s}} \varphi_{s, u} d u$. First, similarly to the previous estimates,

$$
\begin{align*}
\left|Y_{t_{s}}^{\delta}-Y_{u}^{\delta}\right| \leq & C(\omega)\left[\int_{u}^{t_{s}}\left(1+\left|Y_{t_{v}}^{\delta}\right|\right) d v+\int_{u}^{t_{s}}\left(1+\left|Y_{t_{v}}^{\delta}\right|\right)(v-u)^{-\beta} d v\right. \\
& \left.+\int_{u}^{t_{s}} \int_{u}^{t_{v}}\left|\sigma\left(t_{v}, Y_{t_{v}}^{\delta}\right)-\sigma\left(t_{z}, Y_{t_{z}}^{\delta}\right)\right|(v-z)^{-\beta-1} d z d v\right] \\
\leq & C(\omega)\left[\left(t_{s}-u\right)^{1-\beta}+\int_{u}^{t_{s}}\left|Y_{t_{v}}^{\delta}\right|(v-u)^{-\beta} d v\right. \\
& +\delta^{\gamma} \int_{u}^{t_{s}}\left(v-t_{v}\right)^{-\beta} d v+\int_{u}^{t_{s}} \int_{u}^{t_{v}} \varphi_{v, z} d z d v \\
& \left.+\int_{u}^{t_{s}} \int_{u}^{t_{v}}\left|Y_{z}^{\delta}-Y_{t_{z}}^{\delta}\right|(v-z)^{-\beta-1} d z d v\right] \tag{3.4.10}
\end{align*}
$$

multiplying by $(s-u)^{-\beta-1}$ and integrating over $\left[0, t_{s}\right]$, we obtain that

$$
\begin{equation*}
\int_{0}^{s} \varphi_{s, u} d u \leq C(\omega) \sum_{i=1}^{5} Q_{s}^{i} \tag{3.4.11}
\end{equation*}
$$

where

$$
\begin{align*}
Q_{s}^{1} & :=\int_{0}^{s}\left(t_{s}-u\right)^{1-\beta}(s-u)^{-\beta-1} d u \leq \int_{0}^{t_{s}}(s-u)^{-2 \beta} d u \leq C  \tag{3.4.12}\\
Q_{s}^{2} & :=\int_{0}^{t_{s}}(s-u)^{-\beta-1} \int_{u}^{t_{s}}\left|Y_{t_{v}}^{\delta}\right|(v-u)^{-\beta} d v \\
& =\int_{0}^{t_{s}}\left|Y_{t_{v}}^{\delta}\right| \int_{0}^{v}(v-u)^{-\beta}(s-u)^{-\beta-1} d u d v \leq C \int_{0}^{t_{s}}\left|Y_{t_{v}}^{\delta}\right|(s-v)^{-2 \beta} d v, \tag{3.4.13}
\end{align*}
$$

where $C=\int_{0}^{\infty}(1+y)^{-\beta-1} y^{-\beta} d y$;

$$
\begin{align*}
Q_{s}^{3} & :=\delta^{\gamma} \int_{0}^{t_{s}}(s-u)^{-\beta-1} \int_{u}^{t_{s}}\left(v-t_{v}\right)^{-\beta} d v d u  \tag{3.4.14}\\
& \leq \beta^{-1} \delta^{\gamma} \int_{0}^{t_{s}}(s-v)^{-\beta}\left(v-t_{v}\right)^{-\beta} d v
\end{align*}
$$

Let $t_{s}=n \delta$ for some $0<n \leq N$. The last integral can be estimated as

$$
I:=\int_{0}^{t_{s}}(s-v)^{-\beta}\left(v-t_{v}\right)^{-\beta} d v=\sum_{k=0}^{n-2} \int_{k \delta}^{(k+1) \delta}+\int_{(n-1) \delta}^{(n-1 / 2) \delta}+\int_{(n-1 / 2) \delta}^{n \delta}
$$

where

$$
\int_{k \delta}^{(k+1) \delta} \leq(s-(k+1) \delta)^{-\beta} \int_{k \delta}^{(k+1) \delta}\left(v-\tau_{v}\right)^{-\beta} d v \leq C(s-(k+1) \delta)^{-\beta} \delta^{1-\beta}
$$

and the last two integrals are bounded by $C \delta^{1-2 \beta}$. Therefore, $I \leq C \delta^{-\beta}$. Further, using estimate (3.4.4), we can conclude that

$$
\begin{align*}
Q_{s}^{4} & :=\int_{0}^{t_{s}}(s-u)^{-\beta-1} \int_{u}^{t_{s}} \int_{u}^{t_{v}} \varphi_{v, z} d z d v d u \\
& \leq \int_{0}^{t_{s}} \int_{0}^{t_{v}} \int_{0}^{z \wedge v} \varphi_{v, z}(s-u)^{-\beta-1} d u d z d v  \tag{3.4.15}\\
& \leq C \int_{0}^{t_{s}}(s-v)^{-\beta} \int_{0}^{t_{v}} \varphi_{v, z} d z d v
\end{align*}
$$

Finally, similarly to the previous estimates,

$$
\begin{align*}
Q_{s}^{5} & :=\int_{0}^{t_{s}}(s-u)^{-\beta-1} \int_{u}^{t_{s}} \int_{u}^{t_{v}}\left|Y_{z}^{\delta}-Y_{t_{z}}^{\delta}\right|(v-z)^{-\beta-1} d z d v d u \\
& \leq C(\omega) \int_{0}^{t_{s}}(s-u)^{-\beta-1} \int_{u}^{t_{s}} \int_{u}^{t_{v}}(v-z)^{-\beta-1} d z d v d u \cdot \delta^{H-\rho}\left(1+\left|Y_{t_{s}}^{\delta, *}\right|\right) \\
& \leq C(\omega)\left(1+\left|Y_{t_{s}}^{\delta, *}\right|\right) \delta^{H-\rho-\beta} . \tag{3.4.16}
\end{align*}
$$

Now, denote $\psi_{s}:=Y_{s}^{\delta, *}+\int_{0}^{t_{s}} \varphi_{s, u} d u$. Then it follows from (3.4.9) and (3.4.11)(3.4.16) that for any $t \in[0, T]$ (including $t=k \delta$ )

$$
\psi(t) \leq C(\omega)\left(1+Y_{t}^{\delta, *} \delta^{H-\beta-\rho}+\int_{0}^{t}\left((t-v)^{-2 \beta}+v^{-\beta}\right) \psi_{v} d v\right)
$$

Let $\varepsilon>0$ be fixed. Note that all constants $C(\omega)$ are finite a.s. and independent of $\delta$. Thus, we can choose $\delta_{0}>0, \rho$ small enough such that $H-\beta-\rho>0$, and $\Omega_{\varepsilon, \delta_{0}, \rho}$ such that $C(\omega) \delta_{0}^{H-\beta-\rho} \leq 1 / 2$ on $\Omega_{\varepsilon, \delta_{0}, \rho}$ and $P\left(\Omega_{\varepsilon, \delta_{0}, \rho}\right)>1-\varepsilon$. Then for any $\omega \in \Omega_{\varepsilon, \delta_{0}, \rho}$

$$
\psi_{t} \leq C(\omega)+\frac{1}{2} \psi_{t}+C(\omega) \int_{0}^{t}\left((t-v)^{-2 \beta}+v^{-\beta}\right) \psi_{v} d v
$$

whence

$$
\psi_{t} \leq C(\omega)\left(1+t^{2 \beta} \int_{0}^{t}(t-v)^{-2 \beta} v^{-2 \beta} \psi_{v} d v\right)
$$

and it follows immediately from the last equation and (3.1.22)-(3.1.23) that $\psi_{t} \leq C(\omega)$ whence, in particular, $\left|Y_{t}^{\delta}\right| \leq C(\omega), t \in[0, T]$. Moreover, from (3.4.10) with $u=t_{r}, r \leq s$, taking into account that $\int_{t_{r}}^{t_{s}}\left(v-t_{v}\right)^{-\beta} d v=(1-\beta)^{-1} \delta^{-\beta}\left(t_{s}-t_{r}\right)$, we obtain the bound

$$
\begin{aligned}
\left|Y_{t_{s}}^{\delta}-Y_{t_{r}}^{\delta}\right| \leq & C(\omega)\left(\left(t_{s}-t_{r}\right)^{1-\beta}+\delta^{\gamma-\beta}\left(t_{s}-t_{r}\right)+\left(t_{s}-t_{r}\right)\right. \\
& \left.+\delta^{H-\rho} \int_{t_{r}}^{t_{s}}\left(v-t_{v}\right)^{-\beta} d v\right) \leq C(\omega)\left(t_{s}-t_{r}\right)^{1-\beta}
\end{aligned}
$$

and statement 1) is proved.
2) Let $|b(t, x)| \leq b,|\sigma(t, x)| \leq \sigma$. Then it is very easy to see that estimate (3.4.8) will take the form

$$
\left|Y_{t}^{\delta}\right| \leq C(\omega)\left(1+\int_{0}^{t} \int_{0}^{t_{r}} \varphi_{r, v} d u d r\right)
$$

(3.4.10) will take the form

$$
\begin{aligned}
\left|Y_{t_{s}}^{\delta}-Y_{u}^{\delta}\right| \leq & C(\omega)\left(\left(t_{s}-u\right)^{1-\beta}+\left(\delta^{\gamma}+\delta^{H-\rho}\right) \int_{u}^{t_{s}}\left(v-t_{v}\right)^{-\beta} d v\right. \\
& \left.+\int_{u}^{t_{s}} \int_{u}^{t_{v}} \varphi_{v, z} d z d v\right)
\end{aligned}
$$

and instead of (3.4.11)-(3.4.16) we obtain

$$
\int_{0}^{t_{s}} \varphi_{s, u} d u \leq C(\omega)\left(1+\int_{0}^{t_{s}}(s-v)^{-\beta} \int_{0}^{t_{v}} \varphi_{v, z} d z d v\right)
$$

whence the proof follows.
Remark 3.4.2. It is easy to see that we proved a little more than Theorem 3.2.3 states. Namely, we proved that the norm in Besov space, $\sup _{0 \leq s \leq T} \psi_{s}$, is bounded by $C(\omega)$ on $\Omega_{\varepsilon, \delta_{0}, \rho}$, with $C(\omega)$ not depending on $\delta$.

Now we establish the estimates of the rate of convergence of our approximations (3.4.2) for the solution of equation (3.1.12) with pathwise integral w.r.t. fBm. We establish even more, namely, the estimate of convergence rate for the norm of the difference $X_{t}-Y_{t}^{\delta}$ in some Besov space, similarly to the result of Theorem 3.4.1. Denote

$$
\Delta_{u, s}\left(X, Y^{\delta}\right):=\left|X_{s}-Y_{s}^{\delta}-X_{u}+Y_{u}^{\delta}\right|
$$

Theorem 3.4.3. Let the modification of conditions (i)-(v') from Section 3.1 hold for the vector case, with $\gamma>1-H, \kappa=\mu=1, L_{R}=L, M_{R}=M$ and $b_{0}(t)=L$, and suppose also that:

1) the coefficient b is Hölder continuous in time: $|b(t, x)-b(s, x)| \leq C|t-s|^{\theta}$, $C>0,2 \alpha<\theta \leq 1, \alpha=H-1 / 2$;
2) the exponent $\gamma$ from condition (iii)(Section 3.1) satisfies $\gamma>H$.

Then:

1. For any $\varepsilon>0, \beta \in(1-H, 1 / 2)$ and any sufficiently small $\rho>0$ there exists $\delta_{0}>0$ and $\Omega_{\varepsilon, \delta_{0}, \rho}$ such that $P\left(\Omega_{\varepsilon, \delta_{0}, \rho}\right)>1-\varepsilon$ and for any $\omega \in \Omega_{\varepsilon, \delta_{0}, \rho}$, $\delta<\delta_{0}$

$$
\begin{aligned}
U_{\delta} & :=\sup _{0 \leq s \leq T}\left(\left|X_{s}-Y_{s}^{\delta}\right|+\int_{0}^{t_{s}}\left|\Delta_{u, s}\left(X, Y^{\delta}\right)\right|(s-u)^{-\beta-1} d u\right) \\
& \leq C(\omega) \cdot \delta^{2 \alpha-\rho}
\end{aligned}
$$

where $C(\omega)$ does not depend on $\delta$ and $\varepsilon$ (but depends on $\rho$ );
2. If, in addition, the coefficients $b$ and $\sigma$ are bounded, then for any $\rho \in(0,2 \alpha)$ there exists $C(\omega)<\infty$ a.s. such that $U_{\delta} \leq C(\omega) \delta^{2 \alpha-\rho}, C(\omega)$ does not depend on $\delta$.

Proof. 1. Denote $Z_{t}^{\delta}:=\sup _{0 \leq s \leq t}\left|X_{s}-Y_{s}^{\delta}\right|$. Then

$$
\begin{align*}
Z_{t}^{\delta} & \leq \sup _{0 \leq s \leq t} \int_{0}^{s}\left|b\left(u, X_{u}\right)-b\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right| d u \\
& +\sup _{0 \leq s \leq t} \sum_{i, j=1}^{m}\left|\int_{0}^{s}\left(\sigma_{j i}\left(u, X_{u}\right)-\sigma_{j i}\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right) d B_{u}^{j, H}\right| \\
& \leq \int_{0}^{t}\left|b\left(u, X_{u}\right)-b\left(u, Y_{u}^{\delta}\right)\right| d u+\int_{0}^{t}\left|b\left(u, Y_{u}^{\delta}\right)-b\left(t_{u}, Y_{u}^{\delta}\right)\right| d u \\
& +\int_{0}^{t}\left|b\left(t_{u}, Y_{u}^{\delta}\right)-b\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right| d u  \tag{3.4.17}\\
& +\sup _{0 \leq s \leq t} \sum_{i, j=1}^{m}\left|\int_{0}^{s}\left(\sigma_{j i}\left(u, X_{u}\right)-\sigma_{j i}\left(u, Y_{u}^{\delta}\right)\right) d B_{u}^{j, H}\right| \\
& +\sup _{0 \leq s \leq t} \sum_{i, j=1}^{m}\left|\int_{0}^{s}\left(\sigma_{j i}\left(u, Y_{u}^{\delta}\right)-\sigma_{j i}\left(t_{u}, Y_{u}^{\delta}\right)\right) d B_{u}^{j, H}\right| \\
& +\sup _{0 \leq s \leq t} \sum_{i, j=1}^{m}\left|\int_{0}^{s}\left(\sigma_{j i}\left(t_{u}, Y_{u}^{\delta}\right)-\sigma_{j i}\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right) d B_{u}^{j, H}\right|=: \sum_{k=1}^{6} I_{k}
\end{align*}
$$

Now we estimate separately all these terms. Evidently,

$$
\begin{equation*}
I_{1} \leq L \int_{0}^{t} Z_{u}^{\delta} d u \tag{3.4.18}
\end{equation*}
$$

Condition 1) implies that for $\delta<1$

$$
\begin{equation*}
I_{2} \leq C \int_{0}^{t}\left|u-t_{u}\right|^{\theta} d u \leq C \delta^{\theta} \leq C \delta^{2 \alpha} \tag{3.4.19}
\end{equation*}
$$

It follows from Theorem 3.4.1 that for any $\varepsilon>0$ and any $\rho \in(0, H)$ there exists $\delta_{0}>0$ and $\Omega_{\varepsilon, \delta_{0}, \rho} \subset \Omega$ such that $P\left(\Omega_{\varepsilon, \delta_{0}, \rho}\right)>1-\varepsilon$ and $C(\omega)$ independent of $\varepsilon$ and $\delta$ such that for for any $\omega \in \Omega_{\varepsilon, \delta_{0}, \rho}$ it holds that $\left|Y_{t}^{\delta}-Y_{s}^{\delta}\right| \leq C(\omega)|t-s|^{H-\rho}$. In what follows we assume that $\delta<\delta_{0}<1$ Therefore

$$
\begin{equation*}
I_{3} \leq L \cdot C(\omega) \delta^{H-\rho} \cdot t \leq C(\omega) \delta^{H-\rho}, \quad \omega \in \Omega_{\varepsilon, \delta_{0}, \rho} \tag{3.4.20}
\end{equation*}
$$

Now we go on with $I_{4}$. For $1-H<\beta<1 / 2$

$$
\begin{align*}
& I_{4} \leq C(\omega) \sum_{i, j=1}^{m}\left[\int_{0}^{t}\left|\sigma_{j i}\left(u, X_{u}\right)-\sigma_{j i}\left(u, Y_{t_{u}}^{\delta}\right)\right| u^{-\beta} d u\right. \\
& +\int_{0}^{t} \int_{0}^{r}\left|\sigma_{j i}\left(r, X_{r}\right)-\sigma_{j i}\left(u, X_{u}\right)-\sigma_{j i}\left(r, Y_{r}^{\delta}\right)+\sigma_{j i}\left(u, Y_{u}^{\delta}\right)\right|  \tag{3.4.21}\\
& \left.\quad \times(r-u)^{-\beta-1} d u d r\right]=: I_{7}+I_{8}
\end{align*}
$$

Evidently,

$$
\begin{equation*}
I_{7} \leq C(\omega) \int_{0}^{t} Z_{u}^{\delta} u^{-\beta} d u \tag{3.4.22}
\end{equation*}
$$

According to (3.1.1), under conditions (i)-(iii)

$$
\begin{align*}
& \left|\sigma\left(t_{1}, x_{1}\right)-\sigma\left(t_{2}, x_{2}\right)-\sigma\left(t_{1}, x_{3}\right)+\sigma\left(t_{2}, x_{4}\right)\right| \leq M\left|x_{1}-x_{2}-x_{3}+x_{4}\right| \\
& \quad+M\left|x_{1}-x_{3}\right|\left(\left|t_{2}-t_{1}\right|^{\gamma}+\left|x_{1}-x_{2}\right|^{\kappa}+\left|x_{3}-x_{4}\right|^{\kappa}\right) \tag{3.4.23}
\end{align*}
$$

Therefore, $I_{8} \leq \sum_{k=9}^{12} I_{k}$, where

$$
\begin{aligned}
I_{9} & =C(\omega) \int_{0}^{t} \int_{0}^{r}\left|X_{r}-Y_{r}^{\delta}\right|(r-u)^{\gamma-\beta-1} d u d r \\
I_{10} & =C(\omega) \int_{0}^{t} \int_{0}^{r}\left|X_{r}-Y_{r}^{\delta}\right|\left|X_{r}-X_{u}\right|^{\kappa}(r-u)^{-\beta-1} d u d r \\
I_{11} & =C(\omega) \int_{0}^{t} \int_{0}^{r}\left|X_{r}-Y_{r}^{\delta}\right|\left|Y_{r}^{\delta}-Y_{u}^{\delta}\right|^{\kappa}(r-u)^{-\beta-1} d u d r \\
I_{12} & =C(\omega) \int_{0}^{t} \int_{0}^{r} \Delta_{u, r}\left(X, Y^{\delta}\right)(r-u)^{-\beta-1} d u d r
\end{aligned}
$$

Taking into account that $\beta>H>\alpha$, we obtain that

$$
\begin{equation*}
I_{9} \leq C(\omega) \int_{0}^{t} Z_{u}^{\delta} d u \tag{3.4.24}
\end{equation*}
$$

It follows from Theorem 3.1.4 that under assumptions (i)-(v) for any $0<\rho<H$ there exists a constant $C(\omega)$ such that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left|X_{t}\right| \leq C(\omega), \quad \sup _{0 \leq s \leq t \leq T}\left|X_{t}-X_{s}\right| \leq C(\omega)|t-s|^{H-\rho} \tag{3.4.25}
\end{equation*}
$$

Moreover, we can choose $\rho>0$ and $\beta>1-H$ such that $\kappa(H-\rho)>\beta$ and $H-\rho>2 \beta$, because $\kappa H>1-H$. In this case

$$
\begin{equation*}
I_{10} \leq C(\omega) \int_{0}^{t} Z_{r}^{\delta} \int_{0}^{r}(r-u)^{\kappa(H-\rho)-\beta-1} d u d r \leq C(\omega) \int_{0}^{T} Z_{r}^{\delta} d r \tag{3.4.26}
\end{equation*}
$$

Evidently, on the corresponding set $\Omega_{\varepsilon, \delta_{0}, \rho}$ the same estimate holds for $I_{11}$.
Now estimate $I_{5}$.

$$
\begin{aligned}
& I_{5} \leq C(\omega) \int_{0}^{t}\left|\sigma\left(u, Y_{u}^{\delta}\right)-\sigma\left(t_{u}, Y_{u}^{\delta}\right)\right| u^{-\beta} d u \\
& +C(\omega) \int_{0}^{t} \int_{0}^{r}\left|\sigma\left(r, Y_{r}^{\delta}\right)-\sigma\left(t_{r}, Y_{r}^{\delta}\right)-\sigma\left(u, Y_{u}^{\delta}\right)+\sigma\left(t_{u}, Y_{u}^{\delta}\right)\right| \\
& \times(r-u)^{-\beta-1} d u d r=: I_{13}+I_{14}
\end{aligned}
$$ Obviously,

$$
\begin{gather*}
I_{13} \leq C(\omega) \delta^{\gamma},  \tag{3.4.27}\\
I_{14} \leq C(\omega)\left(\int_{0}^{t} \int_{0}^{t_{r}}+\int_{0}^{t} \int_{t_{r}}^{r}\right) \leq C(\omega)\left(\int_{0}^{t} \int_{0}^{t_{r}} \delta^{\gamma}(r-u)^{-\beta-1} d u d r\right. \\
\left.+\int_{0}^{t} \int_{t_{r}}^{r}\left((r-u)^{\gamma}+(r-u)^{H-\rho}\right)(r-u)^{-\beta-1} d u d r\right) \leq C(\omega)\left(\delta^{\gamma-\beta}+\delta^{H-\rho-\beta}\right) \tag{3.4.28}
\end{gather*}
$$

Similarly,

$$
\begin{align*}
& I_{6} \leq C(\omega) \int_{0}^{t}\left|\sigma\left(t_{u}, Y_{u}^{\delta}\right)-\sigma\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right| u^{-\beta} d u \\
& +C(\omega) \int_{0}^{t} \int_{0}^{r}\left|\sigma\left(t_{r}, Y_{r}^{\delta}\right)-\sigma\left(t_{r}, Y_{t_{r}}^{\delta}\right)-\sigma\left(t_{u}, Y_{u}^{\delta}\right)+\sigma\left(t_{u}, Y_{t_{u}}^{\delta}\right)\right|  \tag{3.4.29}\\
& \quad \times(r-u)^{-\beta-1} d u d r=: I_{15}+I_{16}
\end{align*}
$$

Here

$$
\begin{gather*}
I_{15} \leq C(\omega) \int_{0}^{t} \delta^{H-\rho} u^{-\beta} d u \leq C(\omega) \delta^{H-\rho},  \tag{3.4.30}\\
I_{16} \leq C(\omega)\left(\int_{0}^{t} \int_{0}^{t_{r}}+\int_{0}^{t} \int_{t_{r}}^{r}\right) \leq C(\omega)\left(\delta^{H-\rho} \int_{0}^{t} \int_{0}^{t_{r}}(r-u)^{-\beta-1} d u d r\right. \\
\left.+\int_{0}^{t} \int_{t_{r}}^{r}(r-u)^{H-\rho-\beta-1} d u d r\right) \leq C(\omega) \delta^{H-\rho-\beta} . \tag{3.4.31}
\end{gather*}
$$

Substituting (3.4.18)-(3.4.31) into (3.4.17), we obtain that on $\Omega_{\varepsilon, \delta_{0}, \rho}$

$$
\begin{equation*}
Z_{t}^{\delta} \leq C(\omega)\left(\int_{0}^{t} Z_{r}^{\delta} r^{-\beta} d r+\delta^{H-\rho-\beta}+\delta^{H-\rho}+\int_{0}^{t} \theta_{r} d r\right) \tag{3.4.32}
\end{equation*}
$$

where $\theta_{r}=\int_{0}^{r} \Delta_{r, u}\left(X, Y^{\delta}\right)(r-u)^{-\beta-1} d u$. Recall that $H-\rho>2 \alpha$, therefore

$$
Z_{t}^{\delta} \leq C(\omega)\left(\int_{0}^{t}\left(Z_{r}^{\delta} r^{-\alpha}+\theta_{r}\right) d r+\delta^{2 \alpha-\rho}\right)
$$

Now we estimate $\theta_{t}$. Evidently, for $t>u$

$$
\begin{aligned}
\Delta_{t, u}\left(X, Y^{\delta}\right) \leq & \int_{u}^{t}\left|b\left(s, X_{s}\right)-b\left(t_{s}, Y_{t_{s}}^{\delta}\right)\right| d s \\
& +\sum_{i, j=1}^{m}\left|\int_{u}^{t}\left(\sigma_{j i}\left(s, X_{s}\right)-\sigma_{j i}\left(t_{s}, Y_{t_{s}}^{\delta}\right)\right) d B_{s}^{j, H}\right|
\end{aligned}
$$

Therefore we obtain that $\theta_{t} \leq \sum_{k=1}^{9} J_{k}$, where

$$
\begin{gathered}
J_{1}=\int_{0}^{t} \int_{u}^{t}\left|b\left(s, X_{s}\right)-b\left(s, Y_{s}^{\delta}\right)\right|(t-u)^{-\beta-1} d s d u, \\
J_{2}=\int_{0}^{t} \int_{u}^{t}\left|b\left(s, Y_{s}^{\delta}\right)-b\left(t_{s}, Y_{s}^{\delta}\right)\right|(t-u)^{-\beta-1} d s d u, \\
J_{3}=\int_{0}^{t} \int_{u}^{t}\left|b\left(t_{s}, Y_{s}^{\delta}\right)-b\left(t_{s}, Y_{t_{s}}^{\delta}\right)\right|(t-u)^{-\beta-1} d s d u, \\
J_{4}=C(\omega) \int_{0}^{t} \int_{u}^{t}\left|\sigma\left(s, X_{s}\right)-\sigma\left(s, Y_{s}^{\delta}\right)\right|(s-u)^{-\beta}(t-u)^{-\beta-1} d s d u, \\
J_{5}=C(\omega) \int_{0}^{t} \int_{u}^{t}\left|\sigma\left(s, Y_{s}^{\delta}\right)-\sigma\left(t_{s}, Y_{s}^{\delta}\right)\right|(s-u)^{-\beta}(t-u)^{-\beta-1} d s d u, \\
J_{6}=C(\omega) \int_{0}^{t} \int_{u}^{t}\left|\sigma\left(t_{s}, Y_{s}^{\delta}\right)-\sigma\left(t_{s}, Y_{t_{s}}^{\delta}\right)\right|(s-u)^{-\beta}(t-u)^{-\beta-1} d s d u, \\
J_{7}=C(\omega) \int_{0}^{t} \int_{u}^{t} \int_{u}^{r}\left|\sigma\left(r, X_{r}\right)-\sigma\left(r, Y_{r}^{\delta}\right)-\sigma\left(v, X_{v}\right)+\sigma\left(v, Y_{v}^{\delta}\right)\right| \\
\quad \times(r-v)^{-\beta-1}(t-u)^{-\beta-1} d v d r d u, \\
J_{8}=C(\omega) \int_{0}^{t} \int_{u}^{t} \int_{u}^{r}\left|\sigma\left(r, Y_{r}^{\delta}\right)-\sigma\left(t_{r}, Y_{r}^{\delta}\right)-\sigma\left(v, Y_{v}^{\delta}\right)+\sigma\left(t_{v}, Y_{v}^{\delta}\right)\right| \\
\quad \times(r-v)^{-\beta-1}(t-u)^{-\beta-1} d v d r d u, \\
J_{9}=C(\omega) \int_{0}^{t} \int_{u}^{t} \int_{u}^{r}\left|\sigma\left(t_{r}, Y_{r}^{\delta}\right)-\sigma\left(t_{r}, Y_{t_{r}}^{\delta}\right)-\sigma\left(t_{v}, Y_{v}^{\delta}\right)+\sigma\left(t_{v}, Y_{t_{v}}^{\delta}\right)\right| \\
\times(r-v)^{-\beta-1}(t-u)^{-\beta-1} d v d r d u .
\end{gathered}
$$

It is clear that $J_{1} \leq C \int_{0}^{t} Z_{s}^{\delta} \int_{0}^{s}(t-u)^{-\beta-1} d u d s, \quad J_{2} \leq C \delta^{\theta}$, $J_{3} \leq C(\omega) \delta^{H-\rho}$. Further,

$$
J_{4} \leq C \int_{0}^{t} Z_{s}^{\delta} \int_{0}^{s}(s-u)^{-\beta}(t-u)^{-\beta-1} d u d s
$$

The inner integral $\int_{0}^{s}(s-u)^{-\beta}(t-u)^{-\beta-1} d u \leq(t-s)^{-2 \beta} \int_{0}^{\infty}(1+y)^{-\beta-1} y^{-\beta} d y$. Therefore

$$
J_{4} \leq C \int_{0}^{t}(t-s)^{-2 \beta} Z_{s}^{\delta} d s
$$

Similarly to $J_{2}, J_{5} \leq C(\omega) \delta^{\gamma}$, and similarly to $J_{3}, J_{6} \leq C(\omega) \delta^{H-\rho}$. Estimating $J_{7}, J_{8}$ and $J_{9}$ is, of course, a bit more complicated, but not dramatically. Obviously, $J_{8} \leq C(\omega) \delta^{\gamma} \int_{0}^{t} \int_{u}^{t} \int_{u}^{r}(r-v)^{-\beta-1}(t-u)^{-\beta-1} d u$
$=C(\omega) \delta^{\gamma} \int_{0}^{t}(t-u)^{-2 \beta} d v d r d u \leq C(\omega) \delta^{\gamma}$; similarly $J_{9} \leq C(\omega) \delta^{H-\rho}$. Now we apply to $J_{7}$ inequality (3.4.23) and obtain the following estimate of the integrand:

$$
\begin{align*}
& \left|\sigma\left(r, X_{r}\right)-\sigma\left(r, Y_{r}^{\delta}\right)-\sigma\left(v, X_{v}\right)+\sigma\left(v, Y_{v}^{\delta}\right)\right| \leq M\left[\Delta_{r, v}\left(X, Y^{\delta}\right)\right. \\
& \left.+\left|X_{r}-Y_{r}^{\delta}\right|(r-v)^{\gamma}+\left|X_{r}-Y_{r}^{\delta}\right|\left|X_{r}-X_{v}\right|^{\kappa}+\left|X_{r}-Y_{r}^{\delta}\right|\left|Y_{r}^{\delta}-Y_{v}^{\delta}\right|^{\kappa}\right] \tag{3.4.33}
\end{align*}
$$

According to this, we write $J_{7} \leq \sum_{k=10}^{13} J_{k}$, where, in turn,

$$
\begin{aligned}
J_{10}= & C(\omega) \int_{0}^{t} \int_{u}^{t} \int_{u}^{r} \Delta_{r, v}\left(X, Y^{\delta}\right)(r-v)^{-\beta-1}(t-u)^{-\beta-1} d v d r d u \\
= & C(\omega) \int_{0}^{t} \int_{0}^{r} \int_{0}^{v}(t-u)^{-\beta-1} \Delta_{r, v}\left(X, Y^{\delta}\right)(r-v)^{-\beta-1} d v d r d u \\
\leq & C(\omega) \int_{0}^{t}(t-r)^{-\beta} \theta_{r} d r \\
J_{11} & =C(\omega) \int_{0}^{t} \int_{u}^{t} \int_{u}^{r}\left|X_{r}-Y_{r}^{\delta}\right|(r-v)^{\gamma-\beta-1} d v d r(t-u)^{-\beta-1} d u \\
\leq & C(\omega) \int_{0}^{t} Z_{r}^{\delta} \int_{0}^{r}(t-u)^{-\beta-1}\left(\int_{u}^{r}(r-v)^{\gamma-\beta-1} d v\right) d u d r \\
\leq & C(\omega) \int_{0}^{t}(t-r)^{-\beta} Z_{r}^{\delta} d r \\
J_{12}= & C(\omega) \int_{0}^{t} \int_{u}^{t} \int_{u}^{r}\left|X_{r}-Y_{r}^{\delta}\right|\left|X_{r}-X_{v}\right|^{\kappa}(r-v)^{-\beta-1} d v d r(t-u)^{-\beta-1} d u \\
\leq & C(\omega) \int_{0}^{t} \int_{0}^{r} \int_{u}^{r} Z_{r}^{\delta}(r-v)^{\kappa(H-\rho)-\beta-1}(t-u)^{-\beta-1} d v d r d u \\
\leq & C(\omega) \int_{0}^{t} Z_{r}^{\delta}(t-r)^{-\beta} d r,
\end{aligned}
$$

and $J_{13} \leq C(\omega) \int_{0}^{t} Z_{r}^{\delta}(t-r)^{-\beta} d r$ is obtained the same way. Summing up these estimates, we obtain that $J_{7} \leq C(\omega) \int_{0}^{t}(t-r)^{-\beta}\left(Z_{r}^{\delta}+\theta_{r}\right) d r$, whence

$$
\begin{equation*}
\theta_{t} \leq C(\omega)\left(\int_{0}^{t}(t-r)^{-2 \beta}\left(Z_{r}^{\delta}+\theta_{r}\right) d r+\delta^{H-\rho}+\delta^{\theta}\right) \tag{3.4.34}
\end{equation*}
$$

Coupling together (3.4.32) and (3.4.34), and taking into account that $H-\rho>2 \alpha, \theta>2 \alpha$, we obtain

$$
\begin{align*}
Z_{t}^{\delta}+\theta_{t} & \leq C(\omega)\left(\delta^{2 \alpha}+\int_{0}^{t}\left((t-r)^{-2 \beta}+r^{-\beta}\right)\left(Z_{r}^{\delta}+\theta_{r}\right) d r\right)  \tag{3.4.35}\\
& \leq C(\omega)\left(\delta^{2 \alpha}+t^{2 \beta} \int_{0}^{t}(t-r)^{-2 \beta} r^{-2 \beta}\left(Z_{r}^{\delta}+\theta_{r}\right) d r\right)
\end{align*}
$$

The proof now follows immediately from (3.4.35) and (3.1.22)-(3.1.23).
Statement 2 is obvious.

### 3.4.2 Approximation of Quasilinear Skorohod-type Equations

Now we proceed with the problem of the numerical solution of Skorohodtype equations driven by fractional white noise. From now on, we assume that our probability space is the white noise space, i.e. $(\Omega, \mathcal{F}, P)=$ $\left(S^{\prime}(R), \mathcal{B}\left(S^{\prime}(R)\right), \mu\right)$, the symbol $\diamond$ stands for the Wick product, $W_{t}=$ $\left\langle\mathbf{1}_{[0, t]}, \omega\right\rangle$ is the standard Brownian motion, $\dot{W}$ is the white noise. (See also Sections 1.4, 1.5, 2.3 and Subsection 3.3.2.)

Consider the quasilinear Skorohod-type equation driven by fractional white noise that is the one-dimensional analog of equation (3.3.2):

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}, \omega\right) d s+\int_{0}^{t} \sigma(s) X_{s} \diamond \dot{B}_{s}^{H} d s \tag{3.4.36}
\end{equation*}
$$

with nonrandom initial condition $X_{0}$. Suppose that the coefficients $b$ and $\sigma$ satisfy conditions (iii)-(iv) of Theorem 3.3.2 (in this subsection we always refer to them as to conditions (iii)-(iv)), and
(vi) "Smoothness" of $b$ w.r.t. $\omega$ : for any $t \in[0, T]$ and for $h \in L_{1}(\mathbb{R})$

$$
|b(t, x, \omega+h)-b(t, x, \omega)| \leq C(1+|x|) \int_{\mathbb{R}}|h(s)| d s
$$

(vii) Hölder continuity of $b$ w.r.t. $t$ or order $H$ with constant that grows linearly in $x$ :

$$
|b(t, x, \omega)-b(s, x, \omega)| \leq C(1+|x|)|t-s|^{H}
$$

(viii) Hölder continuity of $\sigma$ w.r.t. $t$ or order $H$ :

$$
|\sigma(t)-\sigma(s)| \leq C|t-s|^{H}
$$

Remark 3.4.4. Condition (vii) holds if, for example, the coefficient $b$ has the stochastic derivative growing at most linearly in $x$. It is obviously true if $b$ is nonrandom and Hölder of order $H$.

Consider the fractional Wick exponent

$$
\begin{aligned}
& J_{\sigma}(t)=\exp ^{\diamond}\left\{-\int_{\mathbb{R}} M_{-}^{H} \sigma_{t}(s) d W_{s}\right\} \\
&=\exp \left\{-\int_{\mathbb{R}} M_{-}^{H} \sigma_{t}(s) d W_{s}-\frac{1}{2}\left\|\sigma_{t}\right\|_{\left|R_{H}\right|, 1}^{2}\right\}
\end{aligned}
$$

It easily follows from Theorem 3.3.2 that for nonrandom $X_{0}$ under conditions (iii)-(iv) the equation (3.4.36) has a unique solution that belongs to all $L_{p}(\Omega)$ and can be represented in the form

$$
Z_{t}=J_{\sigma}(t) \diamond X_{t}, \quad \text { or } \quad X_{t}=J_{-\sigma}(t) \diamond Z_{t}
$$

where the process $Z_{t}$ solves (ordinary) differential equation

$$
\begin{equation*}
Z_{t}=X_{0}+\int_{0}^{t} J_{\sigma}(s) b\left(s, J_{\sigma}^{-1}(s) Z_{s}, \omega+M_{-}^{H} \sigma_{s}\right) d s \tag{3.4.37}
\end{equation*}
$$

This gives the following idea of construction of time-discrete approximations of the solution of (3.4.36). Take the uniform partition $\left\{\tau_{n}=n \delta, n=1, \ldots, N\right\}$ of $[0, T]$ and define first the approximations of $Z$ in a recursive way:

$$
\begin{align*}
& \widetilde{Z}_{0}=X_{0} \\
& \widetilde{Z}_{\tau_{n+1}}=\widetilde{Z}_{\tau_{n}}+\widetilde{J}\left(\tau_{n}\right) b\left(\tau_{n}, \widetilde{J}^{-1}\left(\tau_{n}\right) \widetilde{Z}_{\tau_{n}}, \omega+M \widetilde{\sigma}_{n}\right) \delta \tag{3.4.38}
\end{align*}
$$

where

$$
\begin{aligned}
& \widetilde{J}(t):=\exp \left\{-\int_{0}^{t} \widetilde{\sigma}(s) d B_{s}^{H}-\frac{1}{2}\left\|\widetilde{\sigma} \mathbf{1}_{[0, t]}\right\|_{\left|R_{H}\right|, 1}^{2}\right\}, \\
& \widetilde{\sigma}(s):=\sigma\left(t_{s}\right), \widetilde{\sigma}_{n}:=\widetilde{\sigma} \mathbf{1}_{\left[0, \tau_{n}\right]}, M:=M_{-}^{H}
\end{aligned}
$$

Note that both $\left\|\widetilde{\sigma}_{n}\right\|_{\left|R_{H}\right|, 1}$ and $M \widetilde{\sigma}_{n}$ are easily computable as finite sums of elementary integrals. Further, we interpolate continuously by

$$
\begin{equation*}
\widetilde{Z}_{t}=X_{0}+\int_{0}^{t} \widetilde{J}\left(t_{s}\right) b\left(t_{s}, \widetilde{J}^{-1}\left(t_{s}\right) \widetilde{Z}_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right) d s \tag{3.4.39}
\end{equation*}
$$

where $n_{s}=\max \left\{n: \tau_{n} \leq s\right\}$, and set

$$
\begin{equation*}
\widetilde{X}_{t}=T_{-M\left(\widetilde{\sigma} \mathbf{1}_{[0, t]}\right]} \widetilde{J}^{-1}(t) \widetilde{Z}_{t} \tag{3.4.40}
\end{equation*}
$$

where for $\omega_{0} \in S^{\prime}(\mathbb{R}) T_{\omega_{0}}$ is the shift operator, $T_{\omega_{0}} F(\omega)=F\left(\omega+\omega_{0}\right)$.
Lemma 3.4.5. Under the assumption (vi), the following estimate is true:

$$
\left|e^{\alpha_{1}} b\left(t, e^{-\alpha_{1}} x, \omega\right)-e^{\alpha_{2}} b\left(t, e^{-\alpha_{2}} x, \omega\right)\right| \leq C\left(1+e^{\alpha_{1}}+e^{\alpha_{2}}+|x|\right)\left|\alpha_{1}-\alpha_{2}\right|
$$

Proof. Write

$$
\begin{aligned}
& \left|e^{\alpha_{1}} b\left(t, e^{-\alpha_{1}} x, \omega\right)-e^{\alpha_{2}} b\left(t, e^{-\alpha_{2}} x, \omega\right)\right| \\
& \quad \leq\left|e^{\alpha_{1}} b\left(t, e^{-\alpha_{1}} x, \omega\right)-e^{\alpha_{1}} b\left(t, e^{-\alpha_{2}} x, \omega\right)\right| \\
& \quad+\left|e^{\alpha_{1}} b\left(t, e^{-\alpha_{2}} x, \omega\right)-e^{\alpha_{2}} b\left(t, e^{-\alpha_{2}} x, \omega\right)\right|
\end{aligned}
$$

and apply (vi).
Lemma 3.4.6. Let $\xi_{1}$ and $\xi_{2}$ be jointly Gaussian variables. Then for $q \geq 1$

$$
\mathrm{E}\left[\left|e^{\xi_{1}}-e^{\xi_{2}}\right|^{2 q}\right] \leq C(L, q)\left(\mathrm{E}\left[\left(\xi_{1}-\xi_{2}\right)^{2}\right]\right)^{q}
$$

where $L=\max \left\{\mathrm{E}\left[\xi_{1}^{2}\right], \mathrm{E}\left[\xi_{2}^{2}\right]\right\}$.
Proof. By the Lagrange theorem, Cauchy-Schwartz inequality and Gaussian property,

$$
\begin{aligned}
\mathrm{E}\left[\left|e^{\xi_{1}}-e^{\xi_{2}}\right|^{2 q}\right] & \leq\left(\mathrm{E}\left[e^{4 q \xi_{1}}+e^{4 q \xi_{2}}\right] \mathrm{E}\left[\left|\xi_{1}-\xi_{2}\right|^{4 q}\right]\right)^{1 / 2} \\
& \leq C(L) C(q)\left(\mathrm{E}\left[\left(\xi_{1}-\xi_{2}\right)^{2}\right]\right)^{q}
\end{aligned}
$$

as required.
Our first result is about convergence of $\widetilde{Z}$ to $Z$.
Theorem 3.4.7. Under conditions (iii)-(iv) and (vi)-(vii) for any $p \geq 1$ the following estimate holds:

$$
\begin{equation*}
\mathrm{E}\left[\left|Z_{t}-\widetilde{Z}_{t}\right|^{2 p}\right] \leq C(p) \delta^{2 p H} \tag{3.4.41}
\end{equation*}
$$

Proof. Firstly, we recall that $Z_{t}$ belongs to all $L_{q}(\Omega)$ and $\mathrm{E}\left[\left|Z_{t}\right|^{q}\right] \leq$ $C(q)$. Therefore equation (3.4.37) together with condition (vii) gives $\mathrm{E}\left[\left|Z_{t}-Z_{s}\right|^{q}\right] \leq C(q)|t-s|^{q}$. Equation (3.4.38) and conditions (iii)-(iv) allow us to write

$$
\left|\widetilde{Z}_{\tau_{n+1}}\right| \leq(1+C \delta)\left|\widetilde{Z}_{\tau_{n}}\right|+C \delta \widetilde{J}\left(\tau_{n}\right) \leq e^{C \delta}\left|\widetilde{Z}_{\tau_{n}}\right|+C \delta \widetilde{J}\left(\tau_{n}\right)
$$

This gives an estimate $\left|\widetilde{Z}_{\tau_{n}}\right| \leq C \sum_{k=0}^{N-1} \widetilde{J}\left(\tau_{k}\right) \delta$. Then for any $q \geq 1$ by the Jensen inequality, $\left|\widetilde{Z}_{\tau_{n}}\right|^{q} \leq C(q) \sum_{k=0}^{N-1} \widetilde{J}^{q}\left(\tau_{k}\right) \delta$. Taking expectations, we get

$$
\mathrm{E}\left[\left|\widetilde{Z}_{\tau_{n}}\right|^{q}\right] \leq C(q) \sum_{k=0}^{N-1} \mathrm{E}\left[\widetilde{J}^{q}\left(\tau_{k}\right)\right] \delta
$$

Using that each $\widetilde{J}$ is exponent of Gaussian variable and $\sigma$ is bounded on $[0, T]$, we obtain

$$
\mathrm{E}\left[\left|\widetilde{Z}_{\tau_{n}}\right|^{q}\right] \leq C(q) \sum_{k=0}^{N-1} \delta=C(q) .
$$

This through (3.4.39) and (iii)-(iv) implies $\mathrm{E}\left[\left|\widetilde{Z}_{t}\right|^{q}\right] \leq C(q)$.
Now we can write

$$
\left|Z_{t}-\widetilde{Z}_{t}\right| \leq I_{1}+I_{2}+I_{3}+I_{4}+I_{5}
$$

where

$$
\begin{aligned}
& I_{1}=\mid \int_{0}^{t} \widetilde{J}\left(t_{s}\right)\left(b\left(t_{s}, \widetilde{J}^{-1}\left(t_{s}\right) Z_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right)\right. \\
&\left.-b\left(t_{s}, \widetilde{J}^{-1}\left(t_{s}\right) \widetilde{Z}_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right)\right) d s \mid \\
& I_{2}=\mid \int_{0}^{t}\left(\widetilde{J}\left(t_{s}\right) b\left(t_{s}, \widetilde{J}^{-1}\left(t_{s}\right) Z_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right)\right. \\
&\left.-J_{\sigma}(s) b\left(t_{s}, J_{\sigma}^{-1}(s) Z_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right)\right) d s \mid \\
& I_{3}=\mid \int_{0}^{t} J_{\sigma}(s)\left(b\left(s, J_{\sigma}^{-1}(s) Z_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right)\right. \\
&\left.-b\left(t_{s}, J_{\sigma}^{-1}(s) Z_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right)\right) d s \mid \\
& I_{4}=\left|\int_{0}^{t} J_{\sigma}(s)\left(b\left(s, J_{\sigma}^{-1}(s) Z_{t_{s}}, \omega+M \widetilde{\sigma}_{n_{s}}\right)-b\left(s, J_{\sigma}^{-1}(s) Z_{t_{s}}, \omega+M \sigma_{s}\right)\right) d s\right| \\
& I_{5}=\left|\int_{0}^{t} J_{\sigma}(s)\left(b\left(s, J_{\sigma}^{-1}(s) Z_{s}, \omega+M \sigma_{s}\right)-b\left(s, J_{\sigma}^{-1}(s) Z_{t_{s}}, \omega+M \sigma_{s}\right)\right) d s\right|
\end{aligned}
$$

First we estimate $I_{2}$ by using Lemma 3.4.5:

$$
\begin{aligned}
& I_{2} \leq C \int_{0}^{t}\left(1+J_{\sigma}(s)\right.\left.+\widetilde{J}\left(t_{s}\right)+\left|Z_{t_{s}}\right|\right)\left(\left|\int_{0}^{s}(\sigma(u)-\widetilde{\sigma}(u)) d B_{u}^{H}\right|\right. \\
&\left.+\left|\sigma\left(t_{s}\right)\left(B_{s}^{H}-B_{t_{s}}^{H}\right)\right|+\frac{1}{2}\left|\left\|\sigma_{s}\right\|_{\left|R_{H}\right|, 1}^{2}-\left\|\widetilde{\sigma}_{n_{s}}\right\|_{\left|R_{H}\right|, 1}^{2}\right|\right) d s \\
& \leq C \int_{0}^{t}\left(1+J_{\sigma}(s)+\widetilde{J}\left(t_{s}\right)+\left|Z_{t_{s}}\right|\right) \\
& \times\left(\left|\int_{0}^{s}(\sigma(u)-\widetilde{\sigma}(u)) d B_{u}^{H}\right|+\left|B_{s}^{H}-B_{t_{s}}^{H}\right|+\delta^{H}\right) d s
\end{aligned}
$$

where the inequality $\left|\left\|\sigma_{s}\right\|_{\left|R_{H}\right|, 1}^{2}-\left\|\widetilde{\sigma}_{n_{s}}\right\|_{\left|R_{H}\right|, 1}^{2}\right|<C \delta^{H}$ is due to (viii) and boundedness of $\sigma$ on $[0, T]$. Applying the Cauchy-Schwartz inequality, we arrive at

$$
\begin{aligned}
I_{2} \leq & C\left(\int_{0}^{T}\left(1+J_{\sigma}^{2}(s)+\widetilde{J}^{2}\left(t_{s}\right)+Z_{t_{s}}^{2}\right) d s\right)^{1 / 2} \\
& \times\left(\int_{0}^{T}\left(\left(\int_{0}^{s}(\sigma(u)-\widetilde{\sigma}(u)) d B_{u}^{H}\right)^{2}+\left(B_{t}^{H}-B_{t_{s}}^{H}\right)^{2}+\delta^{2 H}\right) d s\right)^{1 / 2}
\end{aligned}
$$

Further, from (vii) it follows that

$$
I_{3} \leq C \delta^{H} \int_{0}^{T}\left(J_{\sigma}(s)+\left|Z_{s}\right|\right) d s
$$

from (vi)

$$
I_{3} \leq C \delta^{H} \int_{0}^{T}\left(J_{\sigma}(s)+\left|Z_{s}\right|\right) d s
$$

Conditions (iii)-(iv) allow us to estimate $I_{1} \leq C \int_{0}^{t}\left|Z_{t_{s}}-\widetilde{Z}_{t_{s}}\right| d s$, $I_{5} \leq C \int_{0}^{t}\left|Z_{s}-Z_{t_{s}}\right| d s$. Summing up these estimates yields

$$
\begin{aligned}
& \left|Z_{t}-\widetilde{Z}_{t}\right| \leq C\left(\int_{0}^{T}\left(1+J_{\sigma}^{2}(s)+\widetilde{J}^{2}\left(t_{s}\right)+Z_{t_{s}}^{2}\right) d s\right)^{1 / 2} \\
& \quad \times\left(\delta^{2 H}+\int_{0}^{T}\left(\left(\int_{0}^{s}(\sigma(u)-\widetilde{\sigma}(u)) d B_{u}^{H}\right)^{2}+\left(B_{t}^{H}-B_{t_{s}}^{H}\right)^{2}\right) d s\right)^{1 / 2} \\
& \quad+C \int_{0}^{T}\left|Z_{t_{s}}-\widetilde{Z}_{t_{s}}\right| d s+C \int_{0}^{t}\left|Z_{s}-Z_{t_{s}}\right| d s
\end{aligned}
$$

Then, using the (discrete) Gronwall inequality, we get

$$
\begin{aligned}
& \left|Z_{t}-\widetilde{Z}_{t}\right| \leq C\left(\int_{0}^{T}\left(1+J_{\sigma}^{2}(s)+\widetilde{J}^{2}\left(t_{s}\right)+Z_{t_{s}}^{2}\right) d s\right)^{1 / 2} \\
& \quad \times\left(\delta^{2 H}+\int_{0}^{T}\left(\left(\int_{0}^{s}(\sigma(u)-\widetilde{\sigma}(u)) d B_{u}^{H}\right)^{2}+\left(B_{t}^{H}-B_{t_{s}}^{H}\right)^{2}\right) d s\right)^{1 / 2} \\
& \quad+C \int_{0}^{t}\left|Z_{s}-Z_{t_{s}}\right| d s
\end{aligned}
$$

Then we raise this to the $2 p$ th power and use the Jensen inequality. The last term will be bounded by $C(p) \delta^{2 p}$; to the first one we apply the CauchySchwartz inequality for expectations and the Jensen inequality, and use uniform boundedness of moments for $Z, J_{\sigma}$ and $\widetilde{J}$ (for $J_{\sigma}$ and $\widetilde{J}$ it follows from the fact that the both are exponents of some Gaussian variables with bonded variance) to get

$$
\begin{aligned}
\mathrm{E}\left[\left|Z_{t}-\widetilde{Z}_{t}\right|^{2 p}\right] \leq C(p)\left(\delta^{2 p H}+(\mathrm{E}[\mid\right. & \left.\left.\left.\int_{0}^{T}(\sigma(u)-\widetilde{\sigma}(u)) d B_{u}^{H}\right|^{4 p}\right]\right)^{1 / 2} \\
& \left.+\left(\mathrm{E}\left[\left|B_{t}^{H}-B_{t_{s}}^{H}\right|^{4 p}\right]\right)^{1 / 2}\right)
\end{aligned}
$$

Using again that $\mathrm{E}\left[|\cdot|^{4 p}\right]=C(p)\left(\mathrm{E}\left[(\cdot)^{2}\right]\right)^{2 p}$ for Gaussian variables, we get

$$
\begin{aligned}
& \mathrm{E}\left[\left|Z_{t}-\widetilde{Z}_{t}\right|^{2 p}\right] \leq C(p)\left(\delta^{2 p H}+\left(\mathrm{E}\left[\left|\int_{0}^{T}(\sigma(u)-\widetilde{\sigma}(u)) d B_{u}^{H}\right|^{2}\right]\right)^{p}\right. \\
&\left.+\left(\mathrm{E}\left[\left|B_{t}^{H}-B_{t_{s}}^{H}\right|^{2}\right]\right)^{p}\right) \\
& \leq C(p)\left(\delta^{2 p H}+\|\sigma-\widetilde{\sigma}\|_{\left|R_{H}\right|, 1}^{2 p}\right) \leq C(p) \delta^{2 p H}
\end{aligned}
$$

the last is due to (viii). This is the desired result.
Now we are ready to state the main result of this subsection.
Theorem 3.4.8. Under conditions (iii)-(iv) and (vi)-(viii) the approximations $\widetilde{X}$ defined by (3.4.40) converge to the solution $X$ of (3.4.36) in the mean-square sense, and, moreover,

$$
\mathrm{E}\left[\left(X_{t}-\widetilde{X}_{t}\right)^{2}\right] \leq C \delta^{2 H}
$$

Proof. First, estimate for $h$ such that $\int_{R}|h(s)| d s<C$ has the difference

$$
\begin{aligned}
& T_{h} Z(t)-Z(t) \leq A_{1}+A_{2}+A_{3} \text {, where } \\
& A_{1}=\int_{0}^{t} T_{h} J_{\sigma}(s) \mid b\left(s,\left(T_{h} J_{\sigma}^{-1}(s)\right) T_{h} Z_{s}, \omega+h+M \sigma_{s}\right) \\
& -b\left(s,\left(T_{h} J_{\sigma}^{-1}(s)\right) Z_{s}, \omega+h+M \sigma_{s}\right) \mid d s, \\
& A_{2}=\int_{0}^{t} T_{h} J_{\sigma}(s) \mid b\left(s,\left(T_{h} J_{\sigma}^{-1}(s)\right) Z(s), \omega+h+M \sigma_{s}\right) \\
& -b\left(t,\left(T_{h} J_{\sigma}^{-1}(s)\right) Z_{s}, \omega+M \sigma_{s}\right) \mid d s, \\
& A_{3}=\int_{0}^{t} \mid T_{h} J_{\sigma}(s) b\left(t,\left(T_{h} J_{\sigma}^{-1}(s)\right) Z_{s}, \omega+M \sigma_{s}\right) \\
& -J_{\sigma}(s) b\left(t, J_{\sigma}^{-1}(s) Z_{s}, \omega+M \sigma_{s}\right) \mid d s .
\end{aligned}
$$

Conditions (iii)-(iv) give $A_{1} \leq C \int_{0}^{t}\left|T_{h} Z_{s}-Z_{s}\right| d s$, condition (vi) gives

$$
A_{2} \leq C \int_{0}^{T}\left(1+\left|Z_{s}\right|\right) d s \int_{\mathbb{R}}|h(s)| d s
$$

and Lemma 3.4.5 together with the boundedness of $\sigma$ and the assumptions on $h$ yields

$$
\begin{aligned}
A_{3} & \leq C \int_{0}^{T}\left(1+J_{\sigma}(s)+T_{h} J_{\sigma}(s)+\left|Z_{s}\right|\right) J_{\sigma}(s) \int_{\mathbb{R}}\left|M \sigma_{s}(u) h(u)\right| d u d s \\
& \leq C \int_{0}^{T}\left(1+J_{\sigma}(s)+T_{h} J_{\sigma}(s)+\left|Z_{s}\right|\right) J_{\sigma}(s) d s \int_{\mathbb{R}}|h(s)| d s
\end{aligned}
$$

Applying the Gronwall lemma, we get

$$
\left|T_{h} Z_{t}-Z_{t}\right| \leq C \int_{0}^{T}\left(1+J_{\sigma}(s)+T_{h} J_{\sigma}(s)+\left|Z_{s}\right|\right) J_{\sigma}(s) d s \int_{\mathbb{R}}|h(s)| d s
$$

Raising this inequality to the $2 p$ th power, taking expectations and using the Jensen inequality and boundedness of moments of $Z, J_{\sigma}$ and $T_{h} J_{\sigma}$ (the last follows from the Girsanov theorem, Cauchy-Schwartz inequality and assumptions on $h$ ), we get

$$
\begin{equation*}
\mathrm{E}\left[\left(T_{h} Z(t)-Z(t)\right)^{2 p}\right] \leq C(p)\left(\int_{\mathbb{R}}|h(s)| d s\right)^{2 p} \tag{3.4.42}
\end{equation*}
$$

Further,

$$
\begin{aligned}
& \mathrm{E}\left[\left(X_{t}-\widetilde{X}_{t}\right)^{2}\right] \leq 3\left(B_{1}+B_{2}+B_{3}\right), \\
& B_{1}=\mathrm{E}\left[\left(\bar{J}(t) T_{-M \tilde{\sigma} \mathbf{1}_{[0, t]}}\left(Z_{t}-\widetilde{Z}_{t}\right)\right)^{2}\right] \\
& B_{2}=\mathrm{E}\left[\left(\left(J_{-\sigma}(t)-\bar{J}(t)\right) T_{-M \widetilde{\sigma} \mathbf{1}_{[0, t]}} Z_{t}\right)^{2}\right] \\
& B_{3}=\mathrm{E}\left[\left(J_{-\sigma}(t)\left(T_{-M \sigma}\left(1-T_{-M\left(\widetilde{\sigma} \mathbf{1}_{[0, t]}-\sigma_{t}\right)}\right) Z_{t}\right)^{2}\right],\right.
\end{aligned}
$$

where

$$
\begin{aligned}
& J_{-\sigma}(t)=\exp \left\{\int_{\mathbb{R}} M \sigma_{t}(s) d W_{s}-\frac{1}{2}\left\|\sigma_{t}\right\|_{\left|R_{H}\right|, 1}^{2}\right\} \\
& \bar{J}(t)=\exp \left\{\int_{\mathbb{R}} M\left(\widetilde{\sigma} \mathbf{1}_{[0, t]}\right)(s) d W_{s}-\frac{1}{2}\left\|\widetilde{\sigma} \mathbf{1}_{[0, t]}\right\|_{\left|R_{H}\right|, 1}^{2}\right\}
\end{aligned}
$$

Now estimate using the Cauchy-Schwartz inequality, Girsanov theorem (which can be applied as $\sigma$ and $\widetilde{\sigma}$ are bounded on $[0, T]$ ) and Theorem 3.4.7

$$
\begin{aligned}
B_{1} & \leq\left(\mathrm{E}\left[\bar{J}^{4}(t)\right] \mathrm{E}\left[T_{-M \widetilde{\sigma} 1_{[0, t]}}\left(Z_{t}-\widetilde{Z}_{t}\right)^{4}\right]\right)^{1 / 2} \\
& \leq C\left(\mathrm{E}\left[\widetilde{J}(t)\left(Z_{t}-\widetilde{Z}_{t}\right)^{4}\right]\right)^{1 / 2} \\
& \leq C\left(\mathrm{E}\left[\widetilde{J}^{2}(t)\right] \mathrm{E}\left[\left(Z_{t}-\widetilde{Z}_{t}\right)^{8}\right]\right)^{1 / 4} \leq C \delta^{2 H}
\end{aligned}
$$

Similar reasoning and Lemma 3.4.6 imply that

$$
\begin{aligned}
B_{2} \leq C \mathrm{E}\left[\left(\int _ { \mathbb { R } } M \left(\widetilde{\sigma} \mathbf{1}_{[0, t]}-\right.\right.\right. & \left.\sigma_{t}\right)(s) d W_{s} \\
& \left.\left.+\frac{1}{2}\left(\left\|\sigma_{t}\right\|_{\left|R_{H}\right|, 1}^{2}-\left\|\widetilde{\sigma} \mathbf{1}_{[0, t]}\right\|_{\left|R_{H}\right|, 1}^{2}\right)\right)^{2}\right]
\end{aligned}
$$

Using condition (vii), we obtain $B_{2} \leq C \delta^{2 H}$. And for $B_{3}$, using the estimate (3.4.42), we get

$$
B_{3} \leq\left(\int_{0}^{t}\left|M\left(\widetilde{\sigma} \mathbf{1}_{[0, t]}-\sigma_{t}\right)(s)\right| d s\right)^{2} \leq C \delta^{2 H}
$$

This concludes the proof.
Remark 3.4.9. It is natural to assume that the coefficient $b$ is expressed in terms of $\mathrm{fBm} B^{H}$ rather then in terms of the underlying Brownian motion $W$ (or underlying "Brownian" white noise $\dot{W}$ ). This justifies the fact that it is $\sigma$ not $M \sigma$ that is discretized in (3.4.38).
Remark 3.4.10. Similarly to the proof of Theorem 3.4.8 one can prove that for any $s \geq 1$

$$
\mathrm{E}\left[\left|X_{t}-\widetilde{X}_{t}\right|^{s}\right] \leq \delta^{s H}
$$

The case $s=2$ is considered here to keep the classical "scent" of the results. Remark 3.4.11. The results of this subsection can be generalized to a random initial condition $X_{0}$ in the following form: under conditions (iii)-(iv), (vi)(viii) and $L_{p}$-integrability of the initial condition one has convergence in any $L_{p^{\prime}}$ for $p^{\prime}<p$ with

$$
\mathrm{E}\left[\left|X_{t}-\widetilde{X}_{t}\right|^{s}\right] \leq \delta^{s H}
$$

Proofs need some simple changes: the Hölder inequality for appropriate powers instead of the Cauchy-Schwartz inequality.

### 3.5 Stochastic Differential Equation with Additive Wiener Integral w.r.t. Fractional Noise

Consider the following scalar stochastic differential equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+\int_{0}^{t} f(s) d B_{s}^{H} \tag{3.5.1}
\end{equation*}
$$

where $b:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is the measurable function, $H \in(0,1), X_{0} \in \mathbb{R}$ and $f \in L_{2}^{H}(\mathbb{R})$. Equation (3.5.1) generalizes the equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(s, X_{s}\right) d s+B_{s}^{H} \tag{3.5.2}
\end{equation*}
$$

that was considered in the papers (MN03), (NO02), (NO03b).

### 3.5.1 Existence of a Weak Solution for Regular Coefficients

Definition 3.5.1. By a weak solution to equation (3.5.1) we mean a couple of adapted continuous processes $\left(\widetilde{B}^{H}, X\right)$ on a filtered probability space $\left(\Omega, \mathcal{F}, P,\left\{\mathcal{F}_{t}, t \in[0, T]\right\}\right)$ such that
(a) $\widetilde{B}^{H}$ is an $\mathcal{F}_{t}$ - fractional Brownian motion;
(b) $X$ and $\widetilde{B}^{H}$ satisfy (3.5.1).

The general approach to existence of the weak solution of (3.5.1) is the following. Let the function $f$ be nonzero on $\mathbb{R}$, so that $g(s):=\frac{1}{f(s)}$ is determined on $\mathbb{R}$. Consider the process $\widetilde{B}_{t}^{H}:=B_{t}^{H}-\int_{0}^{t} g(s) b\left(s, x+I_{s}(f)\right) d s$, where $I_{t}(f)=\int_{0}^{t} f(s) d B_{s}^{H}$.

According to Theorem 2.8.1, under the following conditions

$$
\begin{equation*}
E \exp \left\{L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}=1, \quad t \in[0, T] \tag{3.5.3}
\end{equation*}
$$

where $L_{t}=\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}, B$ is the Wiener process, $B_{t}=\widehat{\alpha} \int_{0}^{t} s^{\alpha} d M_{s}^{H}, M_{t}^{H}=$ $\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}$ and

$$
\begin{equation*}
\int_{0}^{t} l_{H}(t, s) g(s) b\left(s, x+I_{s}(f)\right) d s=\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s \tag{3.5.4}
\end{equation*}
$$

we have that $\widetilde{B}_{t}^{H}$ will be an fBm w.r.t. the measure $Q$ such that

$$
\left.\frac{d Q}{d P}\right|_{\mathcal{F}_{t}}=\exp \left\{L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}
$$

In this case it is very easy to check that the couple $\left(\widetilde{B}_{t}^{H}, X_{0}+I_{t}(f)\right)$ creates a weak solution of equation (3.5.1).

Due to the Novikov condition, the equality (3.5.3) holds if

$$
\begin{equation*}
E \exp \left\{\frac{1}{2}\langle L\rangle_{T}\right\}<\infty \tag{3.5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle L\rangle_{t}=\int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s \tag{3.5.6}
\end{equation*}
$$

Therefore, we must check inequality (3.5.5) together with (3.5.4) and (3.5.6). Denote the stochastic process $h(s):=g(s) b\left(s, X_{0}+I_{s}(f)\right)$. Note that in this section we begin the new numeration of the conditions.
Theorem 3.5.2. Let one of the following assumptions hold:
(i) $H \in(0,1 / 2)$, the coefficients $b$ and $g$ satisfy the condition: there exists $\lambda>0$ such that

$$
\begin{equation*}
\sup _{0 \leq t \leq T} E \exp \left\{\lambda t^{2 \alpha}\left(\int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha-1} h(s) d s\right)^{2}\right\}<\infty \tag{3.5.7}
\end{equation*}
$$

(ii) $H \in(1 / 2,1)$, the coefficients $b$ and $g$ satisfy the condition:

$$
\begin{align*}
E_{\lambda}:=E \exp \{\lambda & \int_{0}^{T}\left(s^{-\alpha}|h(s)|\right. \\
& \left.\left.+\alpha s^{\alpha} \int_{0}^{s} \frac{\left|s^{-\alpha} h(s)-r^{-\alpha} h(r)\right|}{(s-r)^{\alpha+1}} d r\right)^{2} d s\right\}<\infty \tag{3.5.8}
\end{align*}
$$

for any $\lambda>0$.
Then equation (3.5.1) has a weak solution.
Proof. Let $H \in(0,1 / 2)$. Then we obtain $\delta_{t}$ directly from (3.5.4) (recall that $\left.l_{H}(t, s)=C_{H}^{(5)} s^{-\alpha}(t-s)^{-\alpha}\right)$

$$
\begin{equation*}
\delta_{t}=C_{H}^{(5)}(-\alpha) \widehat{\alpha} \int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha-1} h(s) d s \tag{3.5.9}
\end{equation*}
$$

It follows from Example 13.32 (Ell82) that the condition: there exists $\lambda>0$ such that $\sup _{0 \leq s \leq T} E \exp \left\{\lambda v_{s}^{2}\right\}<\infty$, is sufficient for the Novikov condition, if it has the form $E \exp \left\{\frac{1}{2} \int_{0}^{T} v_{s}^{2} d s\right\}<\infty$. Therefore, the proof follows immediately from (3.5.6), (3.5.7) and (3.5.9). Let $H \in(1 / 2,1)$. In this case $\delta_{t}$ is a fractional derivative of the form:

$$
\begin{aligned}
\delta_{t}= & \frac{d}{d t}\left(C_{H}^{(5)} \int_{0}^{t}(t-s)^{-\alpha} s^{-\alpha} h(s) d s\right) \\
& \left.=C_{H}^{(5)}\left(t^{-2 \alpha} h(t)+\alpha \int_{0}^{t}\left(t^{-\alpha} h(t)-r^{-\alpha} h(r)\right)(t-r)^{-\alpha-1} d r\right) \mathbf{1}_{(0, T)}(t)\right)
\end{aligned}
$$

whence the proof follows.
Now we establish more convenient conditions for the existence of a weak solution in terms of $g$ and $b$.

Denote the function $h(s, x):=g(s) b(s, x)$.
Theorem 3.5.3. Let $0<|f(t)|<f^{*}$ for any $t \in[0, T]$ and one of the following assumptions holds:
(iii) $H \in(0,1 / 2)$ and $h(t, x)$ is of linear growth:

$$
|h(t, x)| \leq C(1+|x|), \quad(t, x) \in[0, T] \times \mathbb{R}
$$

(iv) $H \in(1 / 2,1), f$ is essentially bounded on $[0, T]$ and $h(s, x)$ is Hölder continuous:

$$
|h(t, x)-h(s, y)| \leq C\left(|x-y|^{\rho}+|t-s|^{\gamma}\right),
$$

where $1>$ rho $>1-\frac{1}{2 H}$ and $1 \geq \gamma>\alpha$.
Then equation (3.5.1) has a weak solution.
Proof. In both cases we must check the conditions of Theorem 3.5.2.
Let $H \in(0,1 / 2)$. Then $t^{2 \alpha}\left(\int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha-1} h(s) d s\right)^{2}$
$\leq C t^{2 \alpha} \sup _{0 \leq s \leq t}|h(s)|^{2} t^{-4 \alpha} \leq C T^{-2 \alpha}\left(1+\left|X_{0}\right|+I_{T}^{*}(f)\right)$. Note that now $\alpha<0$ ). Furthermore, inequality (3.5.7) is transformed into

$$
E \exp \left\{\lambda\left(I_{T}^{*}(f)\right)^{2}\right\}<\infty \quad \text { for some } \quad \lambda>0
$$

The last inequality follows from the Fernique theorem (Fer74) about exponential integrability of the square of the supremum norm of a Gaussian process (recall that the process $I_{t}(f)$ is Gaussian). For $H \in(1 / 2,1)$

$$
\begin{gather*}
|h(s)| \leq|h(0,0)|+C\left(s^{\gamma}+\left|X_{0}\right|^{\rho}+\left|I_{s}(f)\right|^{\rho}\right)  \tag{3.5.10}\\
s^{\alpha} \int_{0}^{s} \frac{s^{-\alpha} h(s)-r^{-\alpha} h(r)}{(s-r)^{\alpha+1}} d r=\int_{0}^{s} \frac{h(s)-h(r)}{(s-r)^{\alpha+1}} d r \\
+s^{\alpha} \int_{0}^{s} \frac{\left(s^{-\alpha}-r^{-\alpha}\right)(h(r)-h(s))}{(s-r)^{\alpha+1}} d r+s^{\alpha} h(s) \int_{0}^{s} \frac{s^{-\alpha}-r^{-\alpha}}{(s-r)^{\alpha+1}} d r .
\end{gather*}
$$

Further,

$$
\begin{gathered}
|h(s)-h(r)| \leq\left|h\left(s, X_{0}+I_{s}(f)\right)-h\left(r, X_{0}+I_{r}(f)\right)\right| \\
\leq C\left(|s-r|^{\gamma}+\left|I_{s}(f)-I_{r}(f)\right|^{\rho}\right)
\end{gathered}
$$

therefore

$$
\begin{aligned}
\left|\int_{0}^{s} \frac{h(s)-h(r)}{(s-r)^{\alpha+1}} d r\right| & \leq C \int_{0}^{s}(s-r)^{\gamma-\alpha-1} d r+C \int_{0}^{s} \frac{\left|I_{s}(f)-I_{r}(f)\right|^{\rho}}{(s-r)^{\alpha+1}} d r \\
& \leq C+C \int_{0}^{s} \frac{\left|I_{s}(f)-I_{r}(f)\right|^{\rho}}{(s-r)^{\alpha+1}} d r
\end{aligned}
$$

Similarly to Lemma 1.17.1, it follows from the Garsia-Rodemich-Rumsey inequality that for any $0<\varepsilon<H$

$$
\left|I_{s}(f)-I_{r}(f)\right| \leq C_{H, \varepsilon}|r-s|^{H-\varepsilon} \xi_{\varepsilon}
$$

where

$$
\xi_{\varepsilon}=\left(\int_{0}^{T} \int_{0}^{T} \frac{\left|I_{x}(f)-I_{y}(f)\right|^{2 / \varepsilon}}{|x-y|^{2 H / \varepsilon}} d x d y\right)^{\varepsilon / 2}
$$

Further, according to Corollary 1.9.4, it holds that

$$
\begin{align*}
E \xi_{\varepsilon}^{2 / \varepsilon} \leq C\left(H, \frac{2}{\varepsilon}\right) \int_{0}^{T} \int_{0}^{T} \frac{\|f\|_{L_{1}}^{2 / \varepsilon}[x, y]}{|x-y|^{2 H / \varepsilon}} d x d y & \\
& \leq C\left(H, \frac{2}{\varepsilon}\right)\left(f^{*}\right)^{2 / \varepsilon} T^{2} . \tag{3.5.11}
\end{align*}
$$

Therefore,

$$
\int_{0}^{s} \frac{\left|I_{s}(f)-I_{r}(f)\right|^{\rho}}{(s-r)^{\alpha+1}} d r \leq C_{H, \varepsilon}^{\rho} \xi_{\varepsilon}^{\rho} \int_{0}^{s}(s-r)^{\rho(H-\varepsilon)-\alpha-1} d r \leq C \xi_{\varepsilon}^{\rho}
$$

for some constant $C$ and such $\varepsilon$ that $\rho(H-\varepsilon)-\alpha>0$, and

$$
\begin{equation*}
\left|\int_{0}^{s} \frac{h(s)-h(r)}{(s-r)^{\alpha+1}} d r\right| \leq C\left(1+\xi_{\varepsilon}^{\rho}\right) \tag{3.5.12}
\end{equation*}
$$

The next term admits an estimate

$$
\begin{array}{r}
s^{\alpha}\left|\int_{0}^{s} \frac{\left(s^{-\alpha}-r^{-\alpha}\right)(h(s)-h(r))}{(s-r)^{\alpha+1}} d r\right| \leq \int_{0}^{s} \frac{|h(s)-h(r)|}{(s-r)} r^{-\alpha} d r \\
\leq C+C \int_{0}^{s} \frac{\left|I_{s}(f)-I_{r}(f)\right|^{\rho}}{(s-r)} r^{-\alpha} d r \leq C\left(1+\xi_{\varepsilon}^{\rho}\right) \tag{3.5.13}
\end{array}
$$

the proof follows now from (3.5.10)-(3.5.13), because for $\rho<1$

$$
E_{\lambda} \leq C E \exp \left\{\lambda \int_{0}^{T}\left|I_{s}(f)\right|^{2 \rho} s^{-2 \alpha} d s+\lambda T C \xi_{\varepsilon}^{2 \rho}\right\}<\infty
$$

### 3.5.2 Existence of a Weak Solution for SDE with Discontinuous Drift

Consider equation (3.5.1) for the case when $f \equiv 1, b(s, x)=b(x)$ and $b(x)$ is Hölder continuous of order $\rho \in(1-1 / 2 H, 1)$ except on a finite number of points, where there is a jump discontinuity (MN04).

Theorem 3.5.4. Suppose that the function $b(x)$ is Hölder continuous of order $\rho \in(1-1 / 2 H, 1)$ in a finite number of intervals $\left(-\infty, a_{1}\right),\left(a_{1}, a_{2}\right)$, $\ldots,\left(a_{N-1}, a_{N}\right),\left(a_{N},+\infty\right)$ and there is a jump discontinuity in the points $a_{i}, 1 \leq i \leq N$, that is, $b\left(a_{i}-\right) \neq b\left(a_{i}+\right)=b\left(a_{i}\right)$. Let $B_{t}^{H}$ be an fBm with Hurst parameter $H \in\left(\frac{1}{2}, \frac{1+\sqrt{5}}{4}\right)$. Then equation (3.5.1) with $f \equiv 1$ has a weak solution.

Remark 3.5.5. The case $H \in(0,1 / 2)$ is not specific now; for example, if $b$ is discontinuous but bounded we have a weak solution.

Proof. A function $b(x)$ satisfying the conditions of Theorem 3.5.4 can be decomposed as follows:

$$
b(x)=d(x)+\sum_{i=1}^{N} c_{i} \operatorname{sign}\left(x-a_{i}\right)
$$

where the function $d$ is Hölder continuous of order $\rho \in\left(1-\frac{1}{2 H}, 1\right)$, and $c_{i} \in \mathbb{R}$. Then, in order to prove Theorem 3.5.4 it suffices to check that the function $\operatorname{sign}\left(x-a_{i}\right)$ satisfies condition (3.5.8) for all $\lambda>0$.

We have now that $h(s)=b\left(X_{0}+B_{s}^{H}\right)=\operatorname{sign}\left(X_{0}+B_{s}^{H}\right)$.
Since

$$
\int_{0}^{T}\left|\operatorname{sign}\left(X_{0}+B_{s}^{H}\right) s^{-\alpha}\right|^{2} d s \leq \frac{T^{1-2 \alpha}}{1-2 \alpha}
$$

it suffices to consider the term

$$
A_{s}=s^{\alpha} \int_{0}^{s} \frac{\left|s^{-\alpha} \operatorname{sign}\left(X_{0}+B_{s}^{H}\right)-r^{-\alpha} \operatorname{sign}\left(X_{0}+B_{r}^{H}\right)\right|}{(s-r)^{\alpha+1}} d r
$$

We have

$$
\begin{aligned}
A_{s} & =\int_{0}^{s} \frac{\left|\operatorname{sign}\left(X_{0}+B_{s}^{H}\right)-\left(\frac{s}{r}\right)^{\alpha} \operatorname{sign}\left(X_{0}+B_{r}^{H}\right)\right|}{(s-r)^{\alpha+1}} d r \\
& \leq \int_{0}^{s} \frac{\left|\operatorname{sign}\left(X_{0}+B_{s}^{H}\right)-\operatorname{sign}\left(X_{0}+B_{r}^{H}\right)\right|}{(s-r)^{\alpha+1}} d r \\
& +\int_{0}^{s} \frac{\left|\left(1-\left(\frac{s}{r}\right)^{\alpha}\right) \operatorname{sign}\left(X_{0}+B_{r}^{H}\right)\right|}{(s-r)^{\alpha+1}} d r \\
& =A_{s}^{1}+A_{s}^{2} .
\end{aligned}
$$

The term $A_{s}^{2}$ can be easily bounded:

$$
A_{s}^{2} \leq \int_{0}^{s} \frac{\left(\frac{s}{r}\right)^{\alpha}-1}{(s-r)^{\alpha+1}} d r=c
$$

where

$$
c=\int_{0}^{1} \frac{z^{-\alpha}-1}{(1-z)^{\alpha+1}} d z<\infty
$$

For the term $A_{s}^{1}$ we can write

$$
\begin{aligned}
A_{s}^{1} & \leq 2 \int_{0}^{s} \mathbf{1}_{\left\{X_{0}+B_{s}^{H}>0, X_{0}+B_{r}^{H}<0\right\}}(s-r)^{-\alpha-1} d r \\
& +2 \int_{0}^{s} \mathbf{1}_{\left\{X_{0}+B_{s}^{H}<0, X_{0}+B_{r}^{H}>0\right\}}(s-r)^{-\alpha-1} d r \\
& =2 A_{s}^{11}+2 A_{s}^{12} .
\end{aligned}
$$

We will only consider the term $A_{s}^{11}$, because the term $A_{s}^{12}$ can be treated in the same way. Since $X_{0}$ is any point from $\mathbb{R}$, we shall denote it simply $x$. We have

$$
A_{s}^{11}=\int_{0}^{s} \mathbf{1}_{\left\{B_{r}^{H}<-x<B_{s}^{H}\right\}}(s-r)^{-\alpha-1} d r .
$$

Denote $T_{s}:=\sup \left\{t \in[0, s]: B_{t}^{H}=-x\right\}$ and notice that $T_{s}$ is not a stopping time. But $T_{s}<s$ on the set $\left\{-x<B_{s}\right\}$ and

$$
\begin{aligned}
\int_{0}^{s} \mathbf{1}_{\left\{B_{r}^{H}<-x<B_{s}^{H}\right\}}(s-r)^{-\alpha-1} d r & \leq \mathbf{1}_{\left\{-x<B_{s}^{H}\right\}} \int_{0}^{T_{s}}(s-r)^{-\alpha-1} d r \\
& =\mathbf{1}_{\left\{-x<B_{s}^{H}\right\}} \frac{\left(s-T_{s}\right)^{-\alpha}}{\alpha}
\end{aligned}
$$

According to the Garsia-Rodemich-Rumsey inequality, for any $T>0$, $p \geq 1, \gamma>\frac{1}{p}$ there exists a constant $C=C_{\gamma, p}>0$ such that

$$
\begin{equation*}
\left|B_{s}^{H}-B_{t}^{H}\right|^{p} \leq C|t-s|^{\gamma p-1} \int_{0}^{T} \int_{0}^{T} \frac{\left|B_{u}-B_{r}\right|^{p}}{|u-r|^{\gamma p+1}} d r d u \tag{3.5.14}
\end{equation*}
$$

for any $s, t \in[0, T]$. Taking $t=T_{s}$ in (3.5.14) we obtain

$$
\begin{equation*}
\left|B_{s}^{H}+x\right|^{p} \leq C\left|s-T_{s}\right|^{\gamma p-1} \int_{0}^{T} \int_{0}^{T} \frac{\left|B_{u}-B_{r}\right|^{p}}{|u-r|^{\gamma p+1}} d r d u \tag{3.5.15}
\end{equation*}
$$

Fix $0<\varepsilon<H$ and take $p=\frac{2}{\varepsilon}, \gamma=H-\frac{\varepsilon}{2}$. Set

$$
\xi_{\varepsilon}:=\left(\int_{0}^{T} \int_{0}^{T} \frac{\left|B_{u}^{H}-B_{r}^{H}\right|^{\frac{2}{\varepsilon}}}{|u-r|^{\frac{2 H}{\varepsilon}}} d r d u\right)^{\frac{\varepsilon}{2}}
$$

The random variable $\xi_{\varepsilon}$ verifies $E \exp \left(\lambda \xi_{\varepsilon}^{\beta}\right)<\infty$ for any $\lambda>0,0<\beta<2$, due to (Fer74) and we obtain from (3.5.15) that on the set $\left\{B_{s}^{H}>-x\right\}$

$$
\left|B_{s}^{H}+x\right| \leq C^{\frac{\varepsilon}{2}}\left|T_{s}-s\right|^{H-\varepsilon} \xi_{\varepsilon}
$$

Hence,

$$
\left|T_{s}-s\right|^{-2 \alpha} \leq C^{\frac{\varepsilon(2 \alpha)}{2(H-\varepsilon)}}\left|B_{s}^{H}+x\right|^{\frac{-2 \alpha}{H-\varepsilon}} \xi_{\varepsilon}^{\frac{2 \alpha}{H-\varepsilon}} .
$$

Therefore, in order to show (3.5.8) it suffices to prove the estimate

$$
E \exp \left(\lambda \xi_{\varepsilon}^{\frac{2 \alpha}{H-\varepsilon}} \int_{0}^{T}\left|B_{s}^{H}+x\right|^{\frac{-2 \alpha}{H-\varepsilon}} d s\right)<\infty
$$

for any $\lambda>0, T>0, x>0$ and for some fixed $0<\varepsilon<H$. Set $S_{\varepsilon}:=\int_{0}^{T}\left|B_{s}^{H}+x\right|^{\frac{-2 \alpha}{H-\varepsilon}} d s$. We can write, assuming $\varepsilon<\frac{1}{3}$

$$
\begin{aligned}
E \exp \left(\lambda \xi_{\varepsilon}^{\frac{2 \alpha}{H-\varepsilon}} S_{\varepsilon}\right) & =E\left(\exp \left(\lambda \xi_{\varepsilon}^{\frac{2 \alpha}{H-\varepsilon}} S_{\varepsilon}\right) \mathbf{1}_{\left.\left\{S_{\varepsilon}<\xi_{\varepsilon}^{\frac{1-3 \varepsilon}{H-\varepsilon}}\right\}\right)}\right. \\
& +E\left(\exp \left(\lambda \xi_{\varepsilon}^{\frac{2 \alpha}{H-\varepsilon}} S_{\varepsilon}\right) \mathbf{1}_{\left.\left\{S_{\varepsilon} \geq \xi_{\varepsilon}^{\frac{1-3 \varepsilon}{H-\varepsilon}}\right\}\right)}\right) \\
& \leq E \exp \left(\lambda \xi_{\varepsilon}^{2-\frac{\varepsilon}{H-\varepsilon}}\right)+E \exp \left(\lambda S_{\varepsilon}^{\frac{2 H-3 \varepsilon}{1-3 \varepsilon}}\right)
\end{aligned}
$$

We know that $E \exp \left(\lambda \xi_{\varepsilon}^{2-\frac{\varepsilon}{H-\varepsilon}}\right)<\infty$, so it suffices to show that $E \exp \left(\lambda S_{\varepsilon}^{\frac{2 H-3 \varepsilon}{1-3 \varepsilon}}\right)<\infty$. By the Hölder inequality, assuming $\frac{-2 \alpha}{H-\varepsilon}>-1+\varepsilon$, we obtain that

$$
S_{\varepsilon} \leq C_{T, \varepsilon}\left(\int_{0}^{T}\left|B_{s}^{H}+x\right|^{-1+\varepsilon} d s\right)^{\frac{2 \alpha}{(H-\varepsilon)(1-\varepsilon)}}
$$

Hence,

$$
S_{\varepsilon}^{\frac{2 H-3 \varepsilon}{1-3 \varepsilon}} \leq C_{T, \varepsilon}\left(\int_{0}^{T}\left|B_{s}^{H}+x\right|^{-1+\varepsilon} d s\right)^{\rho}
$$

where $\rho=\frac{(2 \alpha)(2 H-3 \varepsilon)}{(H-\varepsilon)(1-\varepsilon)(1-3 \varepsilon)}$ can be expressed as $\rho=4 \alpha+\delta$, where $\delta>0$ tends to zero as $\varepsilon$ tends to zero. Therefore, it suffices to show that

$$
\begin{equation*}
E \exp \left(\lambda \psi_{\varepsilon}^{4 \alpha+\delta}\right)<\infty \tag{3.5.16}
\end{equation*}
$$

where

$$
\psi_{\varepsilon}=\int_{0}^{T} \mathbf{1}_{\left\{\left|B_{s}^{H}+x\right|<1\right\}}\left|B_{s}^{H}+x\right|^{-1+\varepsilon} d s
$$

Lemma 3.5.6 below provides a proof for the estimate (3.5.16), provided $4 \alpha H<1$, and this leads to the condition $H<\frac{1+\sqrt{5}}{4}$.
Lemma 3.5.6. Fix $\nu<1$ and define

$$
\widetilde{G}:=\int_{0}^{T} \mathbf{1}_{\left\{\left|B_{s}^{H}+x\right|<1\right\}}\left|B_{s}^{H}+x\right|^{-\nu} d s
$$

Then for any $p>0$ such that $p H<1$ we have

$$
E\left(\exp \widetilde{G}^{p}\right)<\infty
$$

Proof. We need to estimate the moments of the random variable $\widetilde{G}$. Denote by $\Delta_{n}$ the simplex $\left\{0<s_{1}<\cdots<s_{n}<T\right\}$. We have

$$
E\left(G^{n}\right)=n!E \int_{\Delta_{n}} \prod_{i=1}^{n} \mathbf{1}_{\left\{\left|B_{s_{i}}^{H}+x\right|<1\right\}}\left|B_{s_{i}}^{H}+x\right|^{-\alpha} d s_{1} \cdots d s_{n}
$$

According to (Ber70) the joint density of the random vector $\left(B_{s_{1}}^{H}, B_{s_{2}}^{H}-\right.$ $\left.B_{s_{1}}^{H}, \ldots, B_{s_{n}}^{H}-B_{s_{n-1}}^{H}\right)$ can be estimated as follows:

$$
p\left(y_{1}, \ldots, y_{n}\right) \leq \frac{2^{\frac{3}{2} n}}{(2 \pi)^{n / 2}} \prod_{i=1}^{n}\left(s_{i}-s_{i-1}\right)^{-H}
$$

where $s_{0}=0$, since

$$
\operatorname{det}\left(E\left[\left(B_{s_{i}}^{H}-B_{s_{i-1}}^{H}\right)\left(B_{s_{j}}^{H}-B_{s_{j-1}}^{H}\right)\right]\right)_{1 \leq i, j \leq n} \geq 2^{-3 n} \prod_{i=1}^{n}\left(s_{i}-s_{i-1}\right)^{2 H}
$$

Then

$$
\begin{aligned}
& E\left(\prod_{i=1}^{n} \mathbf{1}_{\left\{\left|B_{s_{i}}^{H}+x\right|<1\right\}}\left|B_{s_{i}}^{H}+x\right|^{-\alpha}\right) \\
& \leq c^{n} \prod_{i=1}^{n}\left(s_{i}-s_{i-1}\right)^{-H} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} \mathbf{1}_{\left\{\left|\sum_{l=1}^{i} y_{l}+x\right|<1\right\}}\left|\sum_{l=1}^{i} y_{l}+x\right|^{-\alpha} d y_{1} \cdots d y_{n} \\
& =c^{n} \prod_{i=1}^{n}\left(s_{i}-s_{i-1}\right)^{-H} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} \mathbf{1}_{\left\{\left|z_{i}+x\right|<1\right\}}\left|z_{i}+x\right|^{-\alpha} d z_{1} \cdots d z_{n} \\
& =d^{n} \prod_{i=1}^{n}\left(s_{i}-s_{i-1}\right)^{-H}
\end{aligned}
$$

where $c=\frac{2^{\frac{3}{2}}}{(2 \pi)^{1 / 2}}$ and $d=\frac{2 c}{1-\alpha}$. Finally,

$$
\begin{aligned}
E\left(\widetilde{G}^{n}\right) & \leq n!d^{n} \int_{\Delta_{n}} \prod_{i=1}^{n}\left(s_{i}-s_{i-1}\right)^{-H} d s_{1} \cdots d s_{n} \\
& =n!d^{n} \frac{1}{1-H} \frac{\Gamma(1-H)^{n-1} \Gamma(2-H)}{\Gamma(n(1-H)+1)} T^{n(1-H)}
\end{aligned}
$$

As a consequence we obtain

$$
\begin{aligned}
E\left(\exp \widetilde{G}^{p}\right) & \leq e+1+\sum_{k=1}^{\infty} \frac{1}{k!} E\left(\widetilde{G}^{[p k]+1}\right) \\
& \leq C_{1}+C_{2} \sum_{k=1}^{\infty} \frac{1}{k!} \frac{([p k]+1)!C_{3}^{[p k]+1}}{\Gamma(([p k]+1)(1-H)+1)}
\end{aligned}
$$

for some constants $C_{i}, i=1,2,3$. Using the Stirling formula we finally obtain that this sum is finite provided $p H<1$.

### 3.5.3 Uniqueness in Law and Pathwise Uniqueness for Regular Coefficients

We return to the case of subsection 3.5.1 when the conditions of Theorem 3.5.3 are fulfilled.
Lemma 3.5.7 ((NO02)). Let the conditions of Theorem 3.5.3 hold for the coefficients of equation (3.5.1). Then any weak solution of this equation has the same distribution under the measure $P$.

Proof. Let the pair $\left(B^{H}, X\right)$ creates a weak solution of equation (3.5.1). Consider our function $h\left(s, X_{s}\right):=g(s) b\left(s, X_{s}\right)$. In the case $H \in(0,1 / 2)$ we have by Gronwall inequality

$$
X_{T}^{*} \leq\left(\left|X_{0}\right|+I_{T}^{*}(f)+C T\right) e^{C T}
$$

and

$$
\left|h\left(s, X_{s}\right)\right| \leq C\left(1+X_{T}^{*}\right)
$$

therefore the derivative

$$
\left|\frac{d}{d t} \int_{0}^{t} l_{H}(t, s) h\left(s, X_{s}\right) d s\right| \leq C \int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha-1}\left|h\left(s, X_{s}\right)\right| d s
$$

evidently, satisfies the condition, similar to (3.5.7):

$$
\sup _{0 \leq t \leq T} E \exp \left\{\lambda t^{2 \alpha}\left(\int_{s}^{t} s^{-\alpha}(t-s)^{-\alpha-1}\left|h\left(s, X_{s}\right)\right| d s\right)^{2}\right\}<\infty
$$

for some $\lambda>0$. For $H \in(1 / 2,1)$ the condition similar to (3.5.8) can be easily checked similarly to (iv) in Theorem 3.5.3. So,

$$
E \exp \left\{-L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}=1
$$

for $t \in[0, T], L_{t}=\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}$ with such Wiener process $B$ w.r.t. the measure $P$ that $\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s=\int_{0}^{t} l_{H}(t, s) h\left(s, X_{s}\right) d s, \int_{0}^{t} l_{H}(t, s) d B_{s}^{H}=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}$. By Theorem 2.8.1, the process $\widehat{B}_{t}^{H}:=B_{t}^{H}+\int_{0}^{t} h\left(s, X_{s}\right) d s$ is an fBm w.r.t. measure $\widehat{P}$ such that

$$
\begin{equation*}
\left.\frac{d \widehat{P}}{d P}\right|_{t}=\exp \left\{-L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\} \tag{3.5.17}
\end{equation*}
$$

It means that $X_{t}-X_{0}=\int_{0}^{t} f(s) d \widehat{B}_{s}^{H}$. Let $\widehat{B}_{t}$ be a Wiener process such that $\widehat{B}_{t}=B_{t}+\int_{0}^{t} s^{\alpha} \delta_{s} d s$. Also, let $\Psi$ be a bounded measurable functional on $C[0, T]$. Then

$$
E_{P}\left(\Psi\left(X-X_{0}\right)\right)=E_{\widehat{P}}\left(\Psi\left(X-X_{0}\right) \exp \left\{L_{t}+\frac{1}{2}\langle L\rangle_{t}\right\}\right)
$$

$$
\begin{gathered}
=E_{\widehat{P}}\left(\Psi\left(X-X_{0}\right) \exp \left\{\int_{0}^{t} s^{\alpha} \delta_{s} d \widehat{B}_{s}-1 / 2 \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s\right\}\right) \\
=E_{P}\left(\Psi\left(\int_{0}^{t} f(s) d B_{s}^{H}\right) \exp \left\{\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}-1 / 2 \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s\right\}\right)
\end{gathered}
$$

The last relation demonstrates that the distribution of $X$ is the same for any weak solution.

Suppose now that $X^{1}$ and $X^{2}$ are two weak solutions defined on the same filtered probability space $\left(\Omega, \mathcal{F}, P,\left\{\mathcal{F}_{t}, t \in[0, T]\right\}\right)$ with respect to the same fBm . Then $\max \left(X^{1}, X^{2}\right)$ and $\min \left(X^{1}, X^{2}\right)$ are also solutions and have the same distributions, whence $X^{1}=X^{2}$. We proved the following result.

Theorem 3.5.8. Under conditions of Theorem 3.5.3 any two weak solutions defined on the same filtered probability space coincide almost surely.

### 3.5.4 Existence of a Strong Solution for the Regular Case

Let $H \in(1 / 2,1)$, the function $f$ be Hölder continuous of order $\beta>1-H$, and the function $b$ be Lipschitz continuous. Then the conditions of Theorem 3.1.4 are fulfilled, therefore equation (3.5.1) has unique strong solution. In the case when $b(s, x)=b(x)$, according to Remark 3.1.11, equation (3.5.1) has a strong solution for $f \in C^{\beta}[0, T], \beta>1-H$, and it is unique due to Theorem 3.5.8. So, the case $H \in(1 / 2,1)$ is not hard or interesting.

Now, let $H \in(0,1 / 2)$. Consider a Krylov-type inequality as an auxiliary result.

Lemma 3.5.9. Let functions $g(s)$ and $b(s, x)$ are bounded, so $h(s, x)$ is bounded, $X$ is a weak solution of (3.5.1), and for some $r>1$ the integral $\int_{0}^{T} \psi_{r}(t) d t<\infty$, where $\psi_{r}(t)=\|f\|_{L_{\frac{1}{H}}[0, t]}^{-r}$. Then there exists the constant $C$ depending on $h:=\sup _{t \in[0, T], x \in \mathbb{R}}|h(t, x)|$ such that for any nonnegative measurable function $g(t, x):[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$

$$
\begin{equation*}
E \int_{0}^{T} g\left(t, X_{t}\right) d t \leq C\left(\int_{0}^{T} \int_{\mathbb{R}} g^{2}(t, x) d x d t\right)^{1 / 2} \tag{3.5.18}
\end{equation*}
$$

Proof. Let $X$ be a weak solution of (3.5.1) and consider the measure $\widehat{P}$ determined by (3.5.17). Then $X_{t}-X_{0}$ under measure $\widehat{P}$ has the Gaussian distribution with zero mean and covariance $\sigma_{t}^{2}:=\left\|I_{t}(f)\right\|_{L_{2}(P)}^{2}=\|f\|_{L_{2}^{H}(0, t)}^{2}$. Denote $Z_{t}:=\exp \left\{-L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}$. Then from the Hölder inequality with $\beta^{\prime}, \beta>1$ and $1 / \beta^{\prime}+1 / \beta=1$ we have that

$$
E \int_{o}^{T} g\left(t, X_{t}\right) d t \leq\left(\widehat{E} Z_{T}^{-\beta^{\prime}}\right)^{1 / \beta^{\prime}}\left(\widehat{E} \int_{o}^{T} g\left(t, X_{t}\right)^{\beta} d t\right)^{1 / \beta}
$$

The mathematical expectation

$$
\widehat{E} Z_{T}^{-\beta^{\prime}}=\widehat{E} \exp \left\{\beta^{\prime} L_{T}+\frac{\beta^{\prime}}{2}\langle L\rangle_{T}\right\}<\infty
$$

which follows from the boundedness of $\langle L\rangle_{T}$. Further, let $\gamma, \gamma^{\prime}>1$, $1 / \gamma+1 / \gamma^{\prime}=1$ and $\gamma \beta=2$. Then

$$
\begin{aligned}
& \hat{E} \int_{0}^{T} g\left(t, X_{t}\right)^{\beta} d t=\int_{0}^{T} \frac{1}{\sqrt{2 \pi} \sigma_{t}} \int_{\mathbb{R}} g(t, y)^{\beta} e^{-\frac{(y-x)^{2}}{2 \sigma_{t}^{2}}} d y d t \\
& \leq \frac{1}{\sqrt{2 \pi}}\left(\int_{0}^{T} \int_{\mathbb{R}} g(t, y)^{\gamma \beta} d y d t\right)^{1 / \gamma}\left(\int_{0}^{T} \int_{\mathbb{R}} e^{-\frac{\gamma^{\prime}(y-x)^{2}}{2 \sigma_{t}^{2}}} \sigma_{t}^{-\gamma^{\prime}} d y d t\right)^{1 / \gamma^{\prime}} \\
& =\frac{1}{\sqrt{2 \pi}}\left(\int_{0}^{T} \int_{\mathbb{R}} g(t, y)^{2} d y d t\right)^{1 / \gamma}\left(\int_{0}^{T} \int_{\mathbb{R}} e^{-\gamma^{\prime} z^{2}} \sigma_{t}^{1-\gamma^{\prime}} d z d t\right)^{1 / \gamma^{\prime}} \\
& \leq C\left(\int_{0}^{T} \int_{\mathbb{R}} g(t, y)^{2} d y d t\right)^{1 / \gamma}\left(\int_{0}^{T} \sigma_{t}^{-\frac{\beta}{2-\beta}} d t\right)^{\frac{2-\beta}{2}}
\end{aligned}
$$

Finally, put $\frac{\beta}{2-\beta}=r>1$, which means that $\beta=\frac{2 r}{1+r}, \frac{1}{\alpha}=1-\frac{1}{\beta}, \gamma=1+\frac{1}{r}$. From inequality (1.9.1), $\|f\|_{L_{2}^{H}(0, t)} \geq C(H)\|f\|_{L_{\frac{1}{H}}(0, t)}$, so $\int_{0}^{T} \sigma_{t}^{-r} d t<\infty$, whence the proof follows.

Lemma 3.5.10. Let $b_{n}(t, x)=b_{n}(t, x) \mathbf{1}\left\{|x| \leq C_{1}\right\}$ be a sequence of measurable functions, $\left|b_{n}(t, x)\right| \leq C_{2}, \lim _{n \rightarrow \infty} b_{n}(t, x)=b(t, x)$, for all $(t, x) \in[0, T] \times \mathbb{R}$, and the conditions of Lemma 3.5.9 hold. Let also the corresponding solutions $X_{t}^{(n)}$ of the equations

$$
X_{t}^{(n)}=X_{0}+\int_{0}^{t} b_{n}\left(s, X_{s}^{(n)}\right) d s+I_{t}(f), t \in[0, T]
$$

converge a.s. to some process $X_{t}$ for all $t \in[0, T]$. Then the process $X$ is a solution of equation (3.5.1).
Proof. It is sufficient to prove that $\lim _{n \rightarrow \infty} I_{n}:=\lim _{n \rightarrow \infty} E \int_{0}^{T} \mid b_{n}\left(s, X_{s}^{(n)}\right)$ $-b\left(s, X_{s}\right) \mid d s=0$. But $I_{n} \leq I_{n}^{(1)}+I_{n}^{(2)}$, where

$$
\begin{gathered}
I_{n}^{(1)}=E \int_{0}^{T}\left|b_{n}\left(s, X_{s}^{(n)}\right)-b\left(s, X_{s}^{(n)}\right)\right| d s \\
I_{n}^{(2)}=E \int_{0}^{T}\left|b\left(s, X_{s}^{(n)}\right)-b\left(s, X_{s}\right)\right| d s
\end{gathered}
$$

Evidently, from (3.5.18) and finiteness of $b_{n}$ and $b, I_{n}^{(1)} \leq C\left(\int_{0}^{T} \int_{\mathbb{R}} \mid b_{n}(t, x)-\right.$ $\left.\left.b(t, x)\right|^{2} d t d x\right)^{1 / 2} \rightarrow 0, n \rightarrow \infty$, and also $I_{n}^{(2)} \rightarrow 0, n \rightarrow \infty$.

Theorem 3.5.11. Let both the functions $h(t, x)$ and $b(t, x)$ satisfy the linear growth condition. Then equation (3.5.1) has the unique strong solution.

Remark 3.5.12. The next condition is sufficient for both the functions $h(t, x)$ and $b(t, x)$ to be of linear growth:

$$
\begin{equation*}
|b(s, x)| \leq C(|f(s)| \wedge 1)(1+|x|) \tag{3.5.19}
\end{equation*}
$$

Proof. For any $R>0$ denote $b^{(R)}(t, x):=b(t, x) \mathbf{1}_{\{|x| \leq R\}}$. Let $\varphi$ be a smooth nonnegative function with compact support in $\mathbb{R}$ such that $\int_{\mathbb{R}} \varphi(x) d x=1$. Define $b_{R, j}(t, x):=j \int_{\mathbb{R}} b^{(R)}(t, y) \varphi(j(x-y)) d y$. Let for $n \leq k \widetilde{b}_{R, n, k}=\wedge_{j=n}^{k} b_{R, j}$, $\widetilde{b}_{R, n}=\wedge_{\tilde{j}=n}^{\infty} b_{R, j}$. The functions $\widetilde{b}_{R, n, k}$ are Lipschitz in $x$ uniformly in $t$ and $\widetilde{b}_{R, n, k} \downarrow \widetilde{b}_{R, n}, k \rightarrow \infty, \widetilde{b}_{R, n} \uparrow b^{(R)}, n \rightarrow \infty$, for a.a. $x$ and any $t$. Equation (3.5.1) with $\widetilde{b}_{R, n, k}$ has the unique solution $\widetilde{X}_{R, n, k}$ as an ordinary differential equation with Lipschitz coefficient. By the comparison theorem for ODEs the sequence $\widetilde{X}_{R, n, k}$ decreases in $k$, hence it has a limit $\widetilde{X}_{R, n}$. The sequence $\widetilde{X}_{R, n}$ increases in $n$, hence it has a limit $X^{(R)}$. Applying Lemma 3.5.10 we obtain that $\left\{X_{t}^{(R)}, t \in[0, T]\right\}$ is a solution of (3.5.1) with drift $b^{(R)}(t, x)$. Then we apply standard techniques: all $X_{t}^{(R)}$ are bounded by $\left(I_{T}^{*}(f)+|x|\right) e^{C T}$, and (3.5.1) has a unique solution on any $\left[0, \tau_{R}\right]$, where $\tau_{R}=\inf \left\{t:\left|X_{t}^{(R)}\right| \geq R\right\}$. It means that (3.5.1) has a unique solution on the whole interval $[0, T]$.

### 3.5.5 Existence of a Strong Solution for Discontinuous Drift

Let $\Omega=C_{0}([0, T], \mathbb{R})$ be the Banach space of continuous functions, null at time 0 , equipped with the supremum norm, and $P$ be the unique probability measure on $\Omega$ such that the canonical process is an fBm with Hurst parameter $H \in(1 / 2,1)$. Assume also that the canonical filtration is augmented with the $P$-negligible sets. We consider the following partial case of equation (3.5.1):

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+B_{t}^{H} \tag{3.5.20}
\end{equation*}
$$

with $b(x)=\operatorname{sign} x, H \in\left(1 / 2, H_{0}\right), H_{0}=\frac{1+\sqrt{5}}{4}$. According to Theorem 3.5.4, equation (3.5.20) has a weak solution. Now we intend to prove the existence of its strong solution. For this purpose consider the following approximations of the function $b(x)=\operatorname{sign} x$ :

$$
b_{n}(x)= \begin{cases}-1, & x \leq 0 \\ n^{3} x^{2}-1, & 0<x \leq \frac{1}{n^{2}} ; \\ 2 n x-1, & 1 / n^{2}<x \leq \frac{1}{n}-\frac{1}{n^{2}} ; \\ 1-n^{3}\left(x-\frac{1}{n}\right)^{2}, 1 / n-1 / n^{2}<x \leq \frac{1}{n} \\ 1, & x \geq \frac{1}{n}\end{cases}
$$

Then

$$
b_{n}^{\prime}(x)= \begin{cases}0, & x \leq 0 \\ 2 n^{3} x, & 0<x \leq \frac{1}{n^{2}} \\ 2 n, & 1 / n^{2}<x \leq \frac{1}{n}-\frac{1}{n^{2}} \\ 2 n^{3}\left(x-\frac{1}{n}\right), 1 / n-1 / n^{2}<x \leq \frac{1}{n} \\ 0, & x \geq \frac{1}{n}\end{cases}
$$

Evidently, any $b_{n}^{\prime} \in C(\mathbb{R})$; moreover, it is Lipschitz: $\left|b_{n}^{\prime}\left(x_{1}\right)-b_{n}^{\prime}\left(x_{2}\right)\right| \leq$ $2 n^{3}\left|x_{1}-x_{2}\right|$.
Lemma 3.5.13. For any $x \in \mathbb{R} b_{n+1}(x)>b_{n}(x), n \geq 1$.
Proof. It is sufficient to consider the interval $\left(0, \frac{1}{n+1}\right)$.
(a) For $x \in\left(0, \frac{1}{(n+1)^{2}}\right] \quad b_{n+1}(x)=(n+1)^{3} x^{2}-1>n^{3} x^{2}-1=b_{n}(x)$.
(b) For $x \in\left(\frac{1}{(n+1)^{2}}, \frac{1}{n^{2}}\right] \quad b_{n}(x)=n^{3} x^{2}-1, b_{n+1}(x)=2(n+1) x-1$. But the inequality $2(n+1) x-1>n^{3} x^{2}-1$ holds for $x<\frac{2(n+1)}{n^{3}}$, and it is our case. (c) For $x \in\left(\frac{1}{n^{2}}, \frac{1}{n+1}-\frac{1}{(n+1)^{2}}\right] \quad b_{n+1}(x)=2(n+1) x-1>2 n x-1=b_{n}(x)$.
(d) For $x \in\left(\frac{1}{n+1}-\frac{1}{(n+1)^{2}}, \frac{1}{n}-\frac{1}{n^{2}}\right] \quad b_{n+1}(x)=1-(n+1)^{3}\left(x-\frac{1}{n+1}\right)^{2}$, $b_{n}(x)=2 n x-1$. The function $\varphi(x):=(n+1)^{3}\left(x-\frac{1}{n+1}\right)^{2}+2 n x-2$ has $\varphi^{\prime}(x)=2(n+1)^{3}\left(x-\frac{1}{n+1}\right)+2 n=0$ for $x_{0}=\frac{1}{n+1}-\frac{n}{(n+1)^{3}}$, it is the point of local minimum and $x_{0} \in\left(\frac{1}{n+1}-\frac{1}{(n+1)^{2}}, \frac{1}{n}-\frac{1}{n^{2}}\right]$ for $n>2$. So, we must check the inequality $\varphi(x)<0$ for $x=\frac{1}{n+1}-\frac{1}{(n+1)^{2}}$ and $x=\frac{1}{n}-\frac{1}{n^{2}}$, and it evidently holds.
(e) Finally, for $x \in\left(\frac{1}{n}-\frac{1}{n^{2}}, \frac{1}{n+1}\right)$ the inequality $b_{n+1}(x)=1-(n+1)^{3}(x-$ $\left.\frac{1}{n+1}\right)^{2}>1-n^{3}\left(x-\frac{1}{n}\right)^{2}=b_{n}(x)$ is equivalent to $(2 n+1+\sqrt{n(n+1)}) x>1$ and it is sufficient to check it in the point $x=\frac{1}{n}-\frac{1}{n^{2}}$ :

$$
(2 n+1+\sqrt{n(n+1)})\left(\frac{1}{n}-\frac{1}{n^{2}}\right)>(3 n+1) \frac{n-1}{n^{2}}=\frac{3 n^{2}-2 n-1}{n^{2}}>1
$$

for $n \geq 2$. Therefore, $b_{n+1}(x) \geq b_{n}(x), x \in \mathbb{R}$.
Consider the approximating equation

$$
\begin{equation*}
X_{t}^{n}=x+\int_{0}^{t} b_{n}\left(X_{s}^{n}\right) d s+B_{t}^{H} \tag{3.5.21}
\end{equation*}
$$

The functions $b_{n}$ are Lipschitz, therefore equation (3.5.21) has a unique strong solution $X_{t}^{n}$ on $[0, T]$, and $X_{t}^{n} \leq X_{t}^{n+1}$ for any $t \in[0, T]$ a.s. Moreover, for any $0<\varepsilon<H$

$$
\left|X_{t_{1}}^{n}(\omega)-X_{t_{2}}^{n}(\omega)\right| \leq C(\omega)\left|t_{2}-t_{1}\right|^{H-\varepsilon}+\left|t_{2}-t_{1}\right|
$$

so, the set $\left\{X_{n}(\cdot, \omega), n \geq 1\right\}$ is tight for any $\omega \in \Omega^{\prime}, P\left(\Omega^{\prime}\right)=1$. We obtain that $X_{t}^{n}(\omega) \uparrow X_{t}(\omega), \omega \in \Omega^{\prime}$, where the limit process $X$ is continuous in $t$. Further,

$$
\begin{align*}
& \left|\int_{0}^{t} b_{n}\left(X_{s}^{n}\right) d s-\int_{0}^{t} b\left(X_{s}\right) d s\right| \leq \\
& \quad \int_{0}^{t}\left|b_{n}\left(X_{s}^{n}\right)-b_{n}\left(X_{s}\right)\right| d s+\int_{0}^{t}\left|b_{n}\left(X_{s}\right)-b\left(X_{s}\right)\right| d s \tag{3.5.22}
\end{align*}
$$

Note that $\left|b_{n}\left(X_{s}^{n}\right)-b_{n}\left(X_{s}\right)\right|=b_{n}\left(X_{s}\right)-b_{n}\left(X_{s}^{n}\right) \leq 2$. Consider all the cases of mutual values of $X_{s}, X_{s}^{n}$.
(a) For $X_{s}^{n}<0, X_{s} \in\left(0, \frac{1}{n}\right] \quad b_{n}\left(X_{s}\right)-b_{n}\left(X_{s}^{n}\right) \leq 21_{\left\{X_{s} \in\left(0, \frac{1}{n}\right]\right\}}$.
(b) For $X_{s}^{n}<0, X_{s}>\frac{1}{n} b_{n}\left(X_{s}\right)-b_{n}\left(X_{s}^{n}\right) \leq 21_{\left\{X_{s}>0, X_{s}^{n}<0\right\}} \rightarrow 0$ a.s., $n \rightarrow \infty$.
(c) For $X_{s}, X_{s}^{n} \in\left[0, \frac{1}{n}\right] \quad b_{n}\left(X_{s}\right)-b_{n}\left(X_{s}^{n}\right) \leq 21_{\left\{X_{s} \in\left[0, \frac{1}{n}\right]\right\}}$.
(d) For $X_{s}^{n} \in\left[0, \frac{1}{n}\right], X_{s}>\frac{1}{n}\left|b_{n}\left(X_{s}\right)-b_{n}\left(X_{s}^{n}\right)\right| \leq 21_{\left\{X_{s}>0, X_{s}^{n} \in\left[0, \frac{1}{n}\right]\right\}} \rightarrow 0$ a.s., $n \rightarrow \infty$.

Further,

$$
\begin{equation*}
\int_{0}^{t}\left|b_{n}\left(X_{s}\right)-b\left(X_{s}\right)\right| d s \leq 2 \int_{0}^{t} \mathbf{1}_{\left\{X_{s} \in\left[0, \frac{1}{n}\right]\right\}} d s \tag{3.5.23}
\end{equation*}
$$

We obtain from (3.5.22) - (3.5.23) and (a)-(d) that

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\int_{0}^{t} b_{n}\left(X_{s}^{n}\right) d s-\int_{0}^{t} b\left(X_{s}\right) d s\right| & \leq 6 \lim _{n \rightarrow \infty} \int_{0}^{t} \mathbf{1}_{\left\{X_{s} \in\left(0, \frac{1}{n}\right)\right\}} d s \\
& =6 \int_{0}^{t} \mathbf{1}_{\left\{X_{s}=0\right\}} d s
\end{aligned}
$$

Therefore, to prove the existence of a strong solution of (3.5.20) it is sufficient to prove that $E \int_{0}^{T} \mathbf{1}_{\left\{X_{s}=0\right\}} d s=0$, and in turn it is sufficient to establish the existence of bounded density $p_{s}(x), x \in \mathbb{R}, s>0$ of the process $X_{s}$. For this purpose, return to $X_{s}^{n}$ : since the functions $b_{n}$ are continuously differentiable, then $X_{s}^{n}$ has a stochastic derivative, and on our probability space

$$
D_{s} X_{t}^{n}=1+\int_{s}^{t} D_{s} X_{u}^{n} b_{n}^{\prime}\left(X_{u}^{n}\right) d u
$$

whence $D_{s} X_{t}^{n}=\exp \left\{\int_{s}^{t} b_{n}^{\prime}\left(X_{u}^{n}\right) d u\right\} \geq 1$, since $b_{n}^{\prime} \geq 0$.
Now we use the result of (Nua95): let the random variable $F \in \mathbb{D}_{1,2}$, $h \in \mathcal{H},\langle D F, h\rangle_{\mathcal{H}} \neq 0$ a.s. and $\frac{h}{\langle D F, h\rangle_{\mathcal{H}}} \in \operatorname{Dom} \delta$. Then $F$ has a continuous and bounded density

$$
f(x)=E\left(\mathbf{1}_{\{F>x\}} \delta\left(\frac{h}{\langle D F, h\rangle_{\mathcal{H}}}\right)\right)
$$

Now we put $F:=X_{t}^{n}, h_{t}(s):=\mathbf{1}_{\{0 \leq s \leq t\}}$. Then

$$
\begin{aligned}
\langle D F, h\rangle_{\mathcal{H}} & =2 \alpha H \int_{0}^{t} \int_{0}^{t} \exp \left\{\int_{s}^{t} b_{n}^{\prime}\left(X_{u}^{n}\right) d u\right\} \\
& \times \exp \left\{\int_{v}^{t} b_{n}^{\prime}\left(X_{u}^{n}\right) d u\right\}|v-s|^{2 \alpha-1} d v d s \geq C_{H} t^{2 H}>0
\end{aligned}
$$

Consider the function $\theta(s)=\frac{h_{t}(s)}{\left\langle D F, h_{t}\right\rangle_{\mathcal{H}}}=h_{t}(s) \xi$, where $\xi$ is a bounded random variable, $\xi=\langle D F, h\rangle_{\mathcal{H}}^{-1}, E \xi^{2}<\infty$. To establish that $\theta \in D o m \delta$, it is sufficient to verify that

$$
\begin{equation*}
E \int_{0}^{T}\left(D_{s} \xi\right)^{2} d s<\infty \tag{3.5.24}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
D_{s} \xi & =D_{s}\left(\left(\int_{0}^{t} \int_{0}^{t} \exp \left\{\int_{z}^{t} b_{n}^{\prime}\left(X_{u}^{n}\right) d u\right\} \exp \left\{\int_{v}^{t} b_{n}^{\prime}\left(X_{u}^{n}\right) d u\right\}\right.\right. \\
& \left.\left.\times|v-z|^{2 \alpha-1} d v d z\right)^{-1}\right)=\langle D F, h\rangle_{\mathcal{H}}^{-2} \cdot \int_{0}^{t} \int_{0}^{t} \exp \left\{\int_{z}^{t} b_{n}^{\prime}\left(X_{u}^{n}\right) d u\right\} \\
& \times \exp \left\{\int_{v}^{t} b_{n}^{\prime}\left(X_{u}^{n}\right) d u\right\}|v-z|^{2 \alpha-1} \int_{z}^{t} b_{n}^{\prime \prime}\left(X_{u}^{n}\right) d u d v d z
\end{aligned}
$$

where $\left|b_{n}^{\prime \prime}(x)\right| \leq 2 n^{3}$ (since $\left.\left|b_{n}^{\prime}\left(x_{1}\right)-b_{n}^{\prime}\left(x_{2}\right)\right| \leq 2 n^{3}\left|x_{1}-x_{2}\right|\right)$. Therefore, $\left|D_{s} \xi\right| \leq C_{H}^{-2} t^{-2 H} \cdot 4 n^{3} \cdot C(H, n, t)$ (note that $\left.\left|b_{n}^{\prime}(x)\right| \leq 2 n\right)$, and (3.5.24) holds. We obtain that $\theta \in \operatorname{Dom} \delta$, and the density $p_{t}^{n}(x):=p_{X_{t}^{n}}(x)$ equals

$$
p_{t}^{n}(x)=E\left\{\mathbf{1}_{\left\{X_{t}^{n}>x\right\}} \delta\left(\frac{h}{\left\langle D X_{t}^{n}, h_{t}\right\rangle_{\mathcal{H}}}\right)\right\} .
$$

Let $\psi(y):=\mathbf{1}_{[a, b]}(y)$. Then from Proposition 2.1.1 (Nua95)

$$
\begin{aligned}
P\left\{a \leq X_{n}(t) \leq b\right\} & =\int_{a}^{b} p_{t}^{n}(x) d x \\
& =\int_{a}^{b} E\left\{\mathbf{1}_{\left\{X_{t}^{n}>x\right\}} \delta\left(\frac{h}{\left\langle D X_{t}^{n}, h_{t}\right\rangle_{\mathcal{H}}}\right)\right\} d x \\
& =E\left(\left(\int_{-\infty}^{X_{t}^{n}} \psi(x) d x\right) \cdot \delta\left(\frac{h}{\left\langle D X_{t}^{n}, h_{t}\right\rangle_{\mathcal{H}}}\right)\right) \\
& =E\left(\varphi\left(X_{t}^{n}\right) \delta\left(\frac{h}{\left\langle D X_{t}^{n}, h_{t}\right\rangle_{\mathcal{H}}}\right)\right)=\left(\varphi(y)=\int_{-\infty}^{y} \psi(z) d z\right) \\
& =E\left(\left\langle D \varphi\left(X_{t}^{n}\right), \frac{h}{\left\langle D X_{t}^{n}, h_{t}\right\rangle_{\mathcal{H}}}\right\rangle_{\mathcal{H}}\right) \\
& \leq \frac{1}{C_{H} t^{2 H}} E\left(\left\langle D \varphi\left(X_{t}^{n}\right), h\right\rangle_{\mathcal{H}}\right) \\
& =C_{1, H} t^{-2 H} \int_{a}^{b} E\left(\mathbf{1}_{\left\{X_{t}^{n}>x\right\}} \delta(h)\right) d x \\
& \leq C_{1, H} t^{-2 H} E|\delta(h)| \int_{a}^{b} d x .
\end{aligned}
$$

Therefore, $p_{n}^{t}(x) \leq C_{2, H} t^{-2 H}$, and $P\left\{a \leq X_{t} \leq b\right\}=\lim _{n \rightarrow \infty} P\left\{a \leq X_{t}^{n} \leq\right.$ $b\}=C_{2, H} t^{-2 H}(b-a)$ for any continuous points of distribution function of $X_{t}$. Choosing $a \uparrow 0, b \downarrow 0$, we obtain density $p_{t}(0) \leq C_{2, H} t^{-2 H}$. So, we have proved the following result:
Theorem 3.5.14. Equation (3.5.20) with $b(x)=\operatorname{sign} x$ has a strong solution.

### 3.5.6 Estimates of Moments of Solutions for Regular Case and $H \in(0,1 / 2)$

Now we consider the case, when $H \in(0,1 / 2)$ and condition (3.5.19) holds. Then equation (3.5.1) has a unique strong solution. Suppose, in addition, that $f \in L_{p}[0, T] \cap D_{p}^{H}[0, T]$ for some $p>\frac{1}{H}$. Then the integral $I_{t}=I_{t}(f)$ is continuous on $[0, T]$ (see Section 1.11). Evidently, the solution $X_{t}$ is also continuous on $[0, T]$. Let $\tau_{N}=\inf \left\{t>0:\left|X_{t}\right| \geq N\right\} \wedge T$. Then $\left|X_{t \wedge \tau_{N}}\right| \leq N$. The solution admits the evident estimate

$$
\left|X_{t \wedge \tau_{N}}\right| \leq\left|X_{0}\right|+\left|I_{t \wedge \tau_{N}}\right|+C \int_{0}^{t}\left(1+\left|X_{s \wedge \tau_{N}}\right|\right) d s
$$

and for any $r>1$

$$
\begin{align*}
& E\left|X_{t \wedge \tau_{N}}\right|^{r} \leq 3^{r}\left(\left|X_{0}\right|^{r}+C^{r} E\left(\int_{0}^{t}\left(1+\left|X_{s \wedge \tau_{N}}\right|\right) d s\right)^{r}+E\left|I_{t \wedge \tau_{N}}\right|^{r}\right) \\
& \leq 3^{r}\left|X_{0}\right|^{r}+(6 C)^{r} t^{r}+(6 C)^{r} E \int_{0}^{t}\left|X_{s \wedge \tau_{N}}\right|^{r} d s \cdot t^{r-1}+3^{r} E\left|I_{t \wedge \tau_{N}}\right|^{r}  \tag{3.5.25}\\
& \leq g(t)+(6 C)^{r} t^{r-1} \int_{0}^{t}\left|X_{s \wedge \tau_{N}}\right|^{r} d s .
\end{align*}
$$

Here

$$
\begin{equation*}
g(t)=3^{r}\left|X_{0}\right|^{r}+(6 C)^{r} t^{r}+3^{r} E\left|I_{t}^{*}\right|^{r} . \tag{3.5.26}
\end{equation*}
$$

From the Gronwall inequality we obtain that

$$
E\left|X_{t \wedge \tau_{N}}\right|^{r} \leq g(t)\left(1+C_{1} t^{r} e^{\frac{C_{1} t^{r}}{r}}\right)
$$

where $C_{1}=(6 C)^{r}$.
Let $N \rightarrow \infty$, then it holds that

$$
\begin{equation*}
E\left|X_{t}\right|^{r} \leq g(t)\left(1+C_{1} t^{r} e^{\frac{C_{1} t^{r}}{r}}\right) . \tag{3.5.27}
\end{equation*}
$$

Now, it follows from Theorem 1.10.6 and the part 2 of Remark 1.10.7, that there exists a constant $C(H, p)$ such that

$$
\begin{equation*}
\left\|I_{t}^{*}\right\|_{r} \leq C(H, p)\left(\Gamma\left(\frac{r+1}{2}\right)\right)^{1 / r} G_{p}^{1}(0, t, f) \tag{3.5.28}
\end{equation*}
$$

It follows from (3.5.25)-(3.5.28) that

$$
\begin{equation*}
E\left|X_{t}\right|^{r} \leq g(t)\left(1+C_{1} t^{r} e^{\frac{C_{1} t^{r}}{r}}\right) \tag{3.5.29}
\end{equation*}
$$

where $g(t)=3^{r}\left|X_{0}\right|^{r}+(6 C)^{r} t^{r}+3^{r} C(H, p)^{r} \Gamma\left(\frac{r+1}{2}\right)^{r}\left(G_{p}^{1}(0, t, f)\right)^{r}$. Estimate (3.5.29) means that $E\left|X_{t}\right|^{r}<\infty, t \in[0, T]$, and this permits us to reduce the value of the multiplier $g(t)$. Indeed, if we know that $E\left|X_{t}\right|^{r}<\infty$, we can write the following inequality instead of (3.5.25):

$$
\begin{align*}
E\left|X_{t}\right|^{r} & \leq E\left(\left|X_{0}\right|+\left|I_{t}\right|+C\left(\int_{0}^{t}\left(1+\left|X_{s}\right|\right) d s\right)\right)^{r}  \tag{3.5.30}\\
& \leq g_{1}(t)+C_{1} t^{r-1} \int_{0}^{t} E\left|X_{s}\right|^{r} d s
\end{align*}
$$

where from (1.9.10) and (1.10.4) $g_{1}(t)=\left(3\left|X_{0}\right|\right)^{r}+C_{1} t^{r}+3^{r} \sup _{0 \leq s \leq t} E\left|I_{s}\right|^{r}$ $\leq\left(3\left|X_{0}\right|\right)^{r}+C_{1} t^{r}+\widetilde{C_{r}}(C(H, p))^{r}\left(G_{p}^{1}(0, t, f)\right)^{r}, \widetilde{C_{r}}=3^{r} C_{r}, C_{r}=\frac{2^{r / 2}}{\pi^{1 / 2}} \Gamma\left(\frac{r+1}{2}\right)$.
Hence, from the Gronwall inequality it follows that

$$
\begin{equation*}
E\left|X_{t}\right|^{r} \leq g_{1}(t)\left(1+C_{1} t^{r} e^{\frac{C_{1} t^{r}}{r}}\right) \tag{3.5.31}
\end{equation*}
$$

Let estimate similarly $E\left|X_{t}-X_{t^{\prime}}\right|^{r}, 0 \leq t<t^{\prime} \leq T$.

$$
\begin{align*}
& E\left|X_{t}-X_{t^{\prime}}\right|^{r} \leq(2 C)^{r} E\left(\int_{t}^{t^{\prime}}\left(1+\left|X_{s}\right|\right) d s\right)^{r}+2^{r} E\left|\int_{t}^{t^{\prime}} f(s) d B_{s}^{H}\right|^{r}  \tag{3.5.32}\\
& \leq(4 C)^{r}\left(1+g_{1}(T)\left(1+C_{1} T^{r} e^{\frac{C_{1} T^{r}}{r}}\right)\right)\left(t^{\prime}-t\right)^{r}+2^{r} C_{r}\left(G^{p}\left(t, t^{\prime}, f\right)\right)^{r}
\end{align*}
$$

where $G^{p}\left(t, t^{\prime}, f\right)=C(H, p)\left(\|f\|_{L_{p}\left(t, t^{\prime}\right)}\left(t^{\prime}-t\right)^{H-1 / p}+\|f\|_{D_{H}\left(t, t^{\prime}\right)}\right)$, $\|f\|_{D_{H}\left(t, t^{\prime}\right)}=\left(\int_{t}^{t^{\prime}}\left(\int_{x}^{t^{\prime}}|f(x)-f(t)|(t-x)^{\alpha-1} d t\right)^{2} d x\right)^{1 / 2}$.

Let $f \in C^{\beta}[0, T]$ with $\alpha+\beta>0,0<\beta<1$. Then

$$
\begin{gathered}
\|f\|_{L_{p}\left(t, t^{\prime}\right)} \cdot\left(t^{\prime}-t\right)^{H-1 / p} \leq\|f\|_{C^{\beta}[0, T]}\left(t^{\prime}-t\right)^{H} \\
\|f\|_{D_{H}\left(t, t^{\prime}\right)} \leq\|f\|_{C^{\beta}[0, T]} \cdot C_{H, \beta}^{1}\left(t^{\prime}-t\right)^{H+\beta}
\end{gathered}
$$

with $C_{H, \beta}^{1}=(H+\beta-1 / 2)^{-1}(2 H+2 \beta)^{-1 / 2}$. Therefore

$$
\begin{align*}
E\left|X_{t}-X_{t^{\prime}}\right|^{r} & \leq(4 C)^{r}\left(1+g_{1}(T)\left(1+C_{1} T^{r} e^{\frac{C_{1} T^{r}}{r}}\right)\right)\left(t^{\prime}-t\right)^{r}  \tag{3.5.33}\\
& +2^{r} C_{r}\left(C_{H, \beta, T}\right)^{r}\left(t^{\prime}-t\right)^{r H}
\end{align*}
$$

where $C_{H, \beta, T, p}=C(H, p)\left(1+C_{H, \beta}^{1} T^{\beta}\right)\|f\|_{C^{\beta}[0, T]}$. Estimates (3.5.31) and (3.5.33) can be strengthened by appropriate choice of partitions of $[0, T]$. More exactly, take $t_{0}:=(6 C)^{-1}$. Then for $0 \leq t \leq t_{0}$ it follows from (3.5.30) that $E\left|X_{t}\right|^{r} \leq g_{1}(t)+6 C \int_{0}^{t} E\left|X_{s}\right|^{r} d s$, and from the Gronwall inequality

$$
E\left|X_{t}\right|^{r} \leq g_{1} \cdot e^{6 C t} \leq e \cdot g_{1}, \quad 0 \leq t \leq t_{0}
$$

where $g_{1}=\left(3\left|X_{0}\right|\right)^{r}+1+\widetilde{C_{r}}\left(G^{1}(0, T, f)\right)^{r}$.
Further, for $t_{0} \leq t_{1} \leq 2 t_{0}$

$$
\begin{gathered}
E\left|X_{t}\right|^{r} \leq 3^{r}\left|X_{t_{0}}\right|^{r}+3^{r} E\left|\int_{t_{0}}^{t} f(s) d B_{s}^{H}\right|^{r}+(6 C)^{r}\left(t-t_{0}\right)^{r} \\
+(6 C)^{r}\left(t-t_{0}\right)^{r-1} E \int_{t_{0}}^{t}\left|X_{s}\right|^{r} d s \leq 3^{r} g_{1} e+\widetilde{C_{r}}\left(G^{1}(0, T, f)\right)^{r}+1+6 C \int_{t_{0}}^{t}\left|X_{s}\right|^{r} d s,
\end{gathered}
$$

whence

$$
E\left|X_{t}\right|^{r} \leq g_{2} e^{6 C\left(t-t_{0}\right)} \leq g_{2} e
$$

where $g_{2}=3^{r} g_{1} e+\widetilde{C_{r}}\left(G^{1}(0, T, f)\right)^{r}+1$.
Further, by induction, for $k t_{0} \leq t \leq(k+1) t_{0}$ we have that $E\left|X_{t}\right|^{r} \leq g_{k+1} e$, where $g_{k+1} \leq 3^{r} g_{k} e+B_{r} \leq \cdots \leq\left(3^{r} e\right)^{k}\left(g_{1}+B_{r}\right)$ for $B_{r}=\widetilde{C_{r}}\left(G^{1}(0, T, f)\right)^{r}+1$

The number of such steps on the interval $[0, T]$ does not exceed
$k=\left[\frac{T}{t_{0}}\right]+1 \leq 6 C T+1$. It means that for any $0 \leq t \leq T$
$E\left|X_{t}\right|^{r} \leq\left(3^{r} e\right)^{6 C T+1}\left(g_{1}+B_{r}\right) \leq(3 e)^{(6 C T+1) r}\left(3^{r}|x|^{r}+2+2 \widetilde{C_{r}}\left(G^{1}(0, T, f)\right)^{r}\right)$,
and similarly to (3.5.34) we obtain that

$$
E\left|X_{t}-X_{t^{\prime}}\right|^{r} \leq(4 C)^{r} D_{r}\left(t^{\prime}-t\right)^{r}+2^{r} C_{r}\left(G^{2}\left(t, t^{\prime}, f\right)\right)^{r}
$$

where

$$
\begin{gather*}
D_{r}=1+(3 e)^{(6 C T+1) r}\left(g_{1}+B_{r}\right) \\
=1+(3 e)^{(6 C T+1) r}\left(2+\left(3\left|X_{0}\right|\right)^{r}+2 \widetilde{C_{r}}\left(G^{1}(0, T, f)\right)^{r}\right) \tag{3.5.35}
\end{gather*}
$$

For $f \in C^{\beta}[0, T]$ with $0<\beta<1, H+\beta>1 / 2$ we have that

$$
\begin{align*}
& E\left|X_{t}-X_{t^{\prime}}\right|^{r} \leq(4 C)^{r}\left(1+(3 e)^{(6 C T+1) r}\left(g_{1}+B_{r}\right)\right)\left(t^{\prime}-t\right)^{r}+ \\
&+2^{r} C_{r}\left(C_{H, \beta, T, p}\right)^{r}\left(t^{\prime}-t\right)^{H r} \tag{3.5.36}
\end{align*}
$$

whence

$$
\begin{equation*}
E\left|X_{t}-X_{t^{\prime}}\right|^{r} \leq(4 C)^{r} D_{r}\left(t^{\prime}-t\right)^{r}+2^{r} C_{r}\left(C_{H, \beta, T, p}\right)^{r}\left(t^{\prime}-t\right)^{H r} \tag{3.5.37}
\end{equation*}
$$

### 3.5.7 The Estimates of the Norms of the Solution in the Orlicz Spaces

The results of Subsections 3.5.7-3.5.9 were motivated by the papers (KM06) and (KM07).

Let the function $U(x)=\exp \left\{x^{2}\right\}-1,(\Omega, \mathcal{F}, P)$ be some probability space.
Definition 3.5.15. The Orlicz space $L_{U}(\Omega)$ generated by the function $U(x)$ is the space of random variables $\xi$ on $(\Omega, \mathcal{F})$, such that for some constant $C_{\xi}>0 E U\left(\frac{\xi}{C_{\xi}}\right)<\infty$.

The next result is proved in the monograph (BK00).
Theorem 3.5.16. The Orlicz space $L_{U}(\Omega)$ is the Banach space with respect to the Luxemburg norm

$$
\|\xi\|_{U}=\inf \left\{r>0: E \exp \left\{\frac{\xi^{2}}{r^{2}}\right\} \leq 2\right\}
$$

Let $\mathbb{T}$ be some set of parameters.
Definition 3.5.17. The random process $Y=\left\{Y_{t}, t \in \mathbb{T}\right\}$ belongs to the space $L_{U}(\Omega)$, if for any $t \in \mathbb{T}$ the random variable $Y_{t}$ belongs to this space.

Introduce the notations $a:=(3 e)^{6 C T+1}, b:=3\left|X_{0}\right| a, c:=3 a G^{1}(0, T, f)$, $c_{1}=c \sqrt{2}, d:=\max \left\{c_{1}, a \sqrt{e}, b \sqrt{e}\right\}, h:=(3+2 \sqrt{2}) \exp \left\{\frac{d^{2}}{2 c^{2}}\right\}$.
Theorem 3.5.18. Let the conditions of the Theorem 3.5.11 hold and $\left\{X_{t}, t \in[0, T]\right\}$ be the solution of equation (3.5.1). Then for any $\varepsilon>0$

$$
\begin{equation*}
P\left\{\left|X_{t}\right| \geq \varepsilon\right\} \leq h \exp \left\{-\frac{\varepsilon^{2}}{2 c^{2}}\right\} \tag{3.5.38}
\end{equation*}
$$

Proof. The next inequality follows from (3.5.34):

$$
\begin{equation*}
E\left|X_{t}\right|^{r} \leq 2 a^{r}+b^{r}+\frac{2 c_{1}^{r}}{\sqrt{\pi}} \Gamma\left(\frac{r+1}{2}\right) . \tag{3.5.39}
\end{equation*}
$$

Furthermore, from the Stirling formula

$$
\Gamma(u)=\sqrt{2 \pi} u^{u-1 / 2} e^{-u} e^{\theta(u)} \quad \text { with } \quad \theta(u)<\frac{1}{2 u}, \quad u \geq 1,
$$

we obtain that

$$
\begin{aligned}
& \Gamma\left(\frac{r+1}{2}\right) \leq \sqrt{2 \pi}\left(\frac{r+1}{2}\right)^{r / 2} \cdot \exp \left\{-\frac{r+1}{2}\right\} \exp \left\{\frac{1}{6(r+1)}\right\} \\
& =\sqrt{2 \pi} r^{r / 2}(2 e)^{-r / 2}(1+1 / r)^{r / 2} \exp \left\{-\frac{1}{2}+\frac{1}{6(r+1)}\right\} .
\end{aligned}
$$

It is easy to see that for $r \geq 1$

$$
h(r):=(1+1 / r)^{r / 2} \exp \left\{-\frac{1}{2}+\frac{1}{6(r+1)}\right\} \leq 1 .
$$

Indeed,

$$
\begin{aligned}
& \ln h(r)=\frac{r}{2} \ln \left(1+\frac{1}{r}\right)-\frac{1}{2}+\frac{1}{6(r+1)} \\
& \leq \frac{r}{2}\left(\frac{1}{r}-\frac{1}{2 r^{2}}+\frac{1}{3 r^{3}}\right)-\frac{1}{2}+\frac{1}{6(r+1)}=\frac{2-r-r^{2}}{12(r+1) r^{2}} \leq 0
\end{aligned}
$$

for $r \geq 1$, i.e.

$$
\begin{equation*}
\Gamma\left(\frac{r+1}{2}\right) \leq \sqrt{2 \pi}(2 e)^{-r / 2} r^{r / 2} . \tag{3.5.40}
\end{equation*}
$$

It follows from (3.5.39) and (3.5.40) that

$$
\begin{equation*}
E\left|X_{t}\right|^{r} \leq 2 a^{r}+b^{r}+2 \sqrt{2} l^{r} r^{r / 2}, \tag{3.5.41}
\end{equation*}
$$

where $l=\frac{c}{\sqrt{e}}$.
It follows from (3.5.41) and the Chebyshov inequality that

$$
\begin{equation*}
P\left\{\left|X_{t}\right| \geq \varepsilon\right\} \leq \frac{E\left|X_{t}\right|^{r}}{\varepsilon^{r}} \leq 2\left(\frac{a}{\varepsilon}\right)^{r}+\left(\frac{b}{\varepsilon}\right)^{r}+2 \sqrt{2}\left(\frac{l}{\varepsilon}\right)^{r} r^{r / 2} \tag{3.5.42}
\end{equation*}
$$

We put $r=\left(\frac{\varepsilon}{l}\right)^{2} \frac{1}{e}$, where $\varepsilon>l \sqrt{e}$, and obtain the inequality

$$
\begin{align*}
& P\left\{\left|X_{t}\right| \geq \varepsilon\right\} \leq 2\left(\frac{a}{\varepsilon}\right)^{\left(\frac{\varepsilon}{l}\right)^{2} \frac{1}{e}}+\left(\frac{b}{\varepsilon}\right)^{\left(\frac{\varepsilon}{l}\right)^{2} \frac{1}{e}}+2 \sqrt{2} \exp \left\{-\left(\frac{\varepsilon}{l}\right)^{2} \frac{1}{2 e}\right\} \\
& =\exp \left\{\left(\ln \frac{b}{\varepsilon}\right)\left(\frac{\varepsilon}{l}\right)^{2} \frac{1}{e}\right\}+2 \exp \left\{\left(\ln \frac{a}{\varepsilon}\right)\left(\frac{\varepsilon}{l}\right)^{2} \frac{1}{e}\right\}+2 \sqrt{2} \exp \left\{-\left(\frac{\varepsilon}{l}\right)^{2} \frac{1}{2 e}\right\} . \tag{3.5.43}
\end{align*}
$$

Let $\ln \frac{a}{\varepsilon} \vee \ln \frac{b}{\varepsilon} \leq-\frac{1}{2}$, i.e. $\varepsilon \geq(a \vee b) \sqrt{e}$.
Then

$$
\begin{equation*}
P\left\{\left|X_{t}\right| \geq \varepsilon\right\} \leq(3+2 \sqrt{2}) \cdot \exp \left\{-\frac{\varepsilon^{2}}{2 e l^{2}}\right\}=(3+2 \sqrt{2}) \cdot \exp \left\{-\frac{\varepsilon^{2}}{2 c^{2}}\right\} \tag{3.5.44}
\end{equation*}
$$

Evidently, (3.5.44) holds for $\varepsilon \geq d$. But $\exp \left\{\frac{d^{2}}{2 c^{2}}\right\} \geq 1$, so it follows from (3.5.44) that inequality (3.5.38) holds for any $\varepsilon>0$.

Theorem 3.5.19. Let the conditions of Theorem 3.5.11 hold and $\left\{X_{t}, t \in[0, T]\right\}$ be the solution of equation (3.5.1). Then the random variable $X_{t}$ belongs to the Orlicz space $L_{U}(\Omega)$, and its norm in this space admits an estimate

$$
\left\|X_{t}\right\|_{U} \leq \sqrt{2}(1+h) c
$$

Proof. The statement of this theorem follows from Theorem 3.5.18 and the next lemma, which is the partial case of Theorem 2.3.4 (BK00).

Lemma 3.5.20. Let $\xi$ be a random variable such that for any $\varepsilon>0$ $P\{|\xi| \geq \varepsilon\} \leq C_{1} \exp \left\{-\frac{\varepsilon^{2}}{2 C_{2}^{2}}\right\}$ for some $C_{i}>0, i=1,2$. Then $\xi \in L_{U}(\Omega)$ and $\|\xi\|_{U} \leq \sqrt{2}\left(1+C_{1}\right) C_{2}$.

Now introduce the notations
$B_{1}:=2(\sqrt{e})^{-1 / 2} C_{H, \beta, T, p}, B_{2}:=4 C \frac{c}{\sqrt{e}} T^{1-H}, B_{3}:=4 C(1+2 a+b) T^{1-H}$,
$B_{4}:=B_{1}+B_{2}, B_{5}:=(2 \sqrt{2}+1) \exp \left\{\frac{B_{3} \vee B_{4}}{2 B_{4}^{2}}\right\}, B_{6}:=B_{4} \sqrt{e}$,
$B_{7}:=\sqrt{2}\left(1+B_{5}\right) B_{6}$.
Theorem 3.5.21. Let $\left\{X_{t}, t \in[0, T]\right\}$ be the solution of equation (3.5.1), the conditions of Theorem 3.5.11 hold and the function $f \in C^{\beta}[0, T]$ with $H+\beta>1 / 2$. Then for any $\varepsilon>0$ and $0 \leq t<t^{\prime} \leq T$

$$
\begin{equation*}
P\left\{\left|X_{t^{\prime}}-X_{t}\right| \geq \varepsilon\right\} \leq B_{5} \exp \left\{-\frac{\varepsilon^{2}}{2 B_{6}^{2}\left(t^{\prime}-t\right)^{2 H}}\right\} \tag{3.5.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|X_{t^{\prime}}-X_{t}\right\|_{U} \leq B_{7}\left(t^{\prime}-t\right)^{H} \tag{3.5.46}
\end{equation*}
$$

Proof. Inequality (3.5.46) follows from (3.5.45) and Theorem 3.5.19. So we prove only (3.5.45). It follows from inequalities (3.5.37) and (3.5.40) that

$$
E\left|X_{t^{\prime}}-X_{t}\right|^{r} \leq\left(\sqrt{2} B_{1}^{r} r^{r / 2}+2 \sqrt{2} B_{2}^{r} r^{r / 2}+B_{3}^{r}\right)\left(t^{\prime}-t\right)^{r H}
$$

So, for any $\varepsilon>0$

$$
\begin{aligned}
& P\left\{\left|X_{t^{\prime}}-X_{t}\right| \geq \varepsilon\right\} \leq\left(\left(\sqrt{2}\left(\frac{B_{1}}{\varepsilon}\right)^{r}+2 \sqrt{2}\left(\frac{B_{2}}{\varepsilon}\right)^{r}\right) r^{r / 2}+\left(\frac{B_{3}}{\varepsilon}\right)^{r}\right)\left(t^{\prime}-t\right)^{r H} \\
& \leq\left(2 \sqrt{2}\left(\frac{B_{4}}{\varepsilon}\right)^{r} r^{r / 2}+\left(\frac{B_{3}}{\varepsilon}\right)^{r}\right)\left(t^{\prime}-t\right)^{r H}
\end{aligned}
$$

Now we substitute $r=\frac{1}{e}\left(\frac{\varepsilon}{\left(t^{\prime}-t\right)^{H} B_{4}}\right)^{2}$ and obtain for $r \geq 1$, i.e. for $\varepsilon>\left(t^{\prime}-t\right)^{H} B_{6}$, that for $q(\varepsilon):=\frac{\varepsilon^{2}}{2\left(t^{\prime}-t\right)^{2 H} B_{6}^{2}}$

$$
P\left\{\left|X_{t^{\prime}}-X_{t}\right| \geq \varepsilon\right\} \leq 2 \sqrt{2} \exp \{-q\}+\exp \left\{\ln \left(\frac{B_{3}}{e}\left(t^{\prime}-t\right)^{H}\right) \cdot q\right\}
$$

Also, let $\ln \left(\frac{B_{3}}{\varepsilon}\left(t^{\prime}-t\right)^{H}\right) \leq-\frac{1}{2}$, i.e. $\varepsilon \geq \sqrt{e}\left(t^{\prime}-t\right)^{H} B_{3}$.
Then for $\varepsilon \geq \varepsilon_{0}$, where $\varepsilon_{0}:=\left(B_{3} \vee B_{4}\right) \sqrt{e}\left(t^{\prime}-t\right)^{H}$ we have an inequality

$$
P\left\{\left|X_{t^{\prime}}-X_{t}\right| \geq \varepsilon\right\} \leq(2 \sqrt{2}+1) \exp \{-q(\varepsilon)\} \leq B_{5} \exp \{-q(\varepsilon)\}
$$

If $0<\varepsilon<\varepsilon_{0}$, then

$$
P\left\{\left|X_{t^{\prime}}-X_{t}\right| \geq \varepsilon\right\} \leq(2 \sqrt{2}+1) \exp \left\{q\left(\varepsilon_{0}\right)\right\} \exp \{-q(\varepsilon)\}=B_{5} \exp \{-q(\varepsilon)\}
$$

Corollary 3.5.22. Let $\left\{X_{t}, t \in[0, T]\right\}$ be a solution of equation (3.5.1) for which the conditions of Theorem 3.5.11 hold and the function $f \in C^{\beta}[0, T]$ with $H+\beta>1 / 2$. Then for any $\lambda \in \mathbb{R}$

$$
E \exp \left\{\lambda\left|X_{t^{\prime}}-X_{t}\right|\right\} \leq 2 \exp \left\{\frac{\lambda^{2}}{4} B_{7}^{2}\left(t^{\prime}-t\right)^{2 H}\right\}
$$

This statement follows directly from (3.5.46) and the following lemma, which is a partial case of Lemma 2.3.4 (BK00).
Lemma 3.5.23. If the random variable $\xi$ belongs to the space $L_{U}(\Omega)$, where $U(x)==\exp \left\{x^{2}\right\}-1$, then for any $\lambda \in \mathbb{R}$

$$
E \exp \{\lambda|\xi|\} \leq 2 \exp \left\{\frac{\lambda^{2}\|\xi\|_{U}^{2}}{4}\right\}
$$

### 3.5.8 The Distribution of the Supremum of the Process $X$ on $[0, T]$

First we present some facts from the theory of stochastic processes that belong to the Orlicz spaces.

Let $\mathbb{T}$ be some infinite set of parameters, $Y=\left\{Y_{t}, t \in \mathbb{T}\right\}$ be some real-valued process from the space $L_{U}(\Omega)$, where $U(x)=\exp \left\{x^{2}\right\}-1$, $\sup _{t \in \mathbb{T}}\left\|Y_{t}\right\|_{U}<\infty, \rho_{Y}(t, s)=\left\|Y_{t}-Y_{s}\right\|_{U}$ be a semi-metric on $\mathbb{T}$.

Let the space ( $\mathbb{T}, \rho_{Y}$ ) be separable and the process $Y_{t}$ be a separable process on ( $\left.\mathbb{T}, \rho_{Y}\right)$. Also, let $\mathcal{N}(\varepsilon)=\mathcal{N}(\mathbb{T}, \varepsilon)$ be the metric capacity of ( $\mathbb{T}$, $\rho_{Y}$ ), i.e. the minimal number of closed balls of radius $\varepsilon$ that cover $\left(\mathbb{T}, \rho_{Y}\right)$. Note that $\mathcal{N}(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0$. (See also the beginning of Section 1.10, where similar questions are discussed for Gaussian processes.)

The next theorem is a partial case of Theorem 3.3.4 (BK00).
Theorem 3.5.24. Let the following assumption holds:

$$
\int_{0}^{\varepsilon_{0}}(\ln (1+\mathcal{N}(\varepsilon)))^{1 / 2} d \varepsilon<\infty
$$

where $\varepsilon_{0}:=\sup _{t, s \in \mathbb{T}} \rho_{Y}(t, s)$. Then the random variable $\sup _{t \in \mathbb{T}}\left|Y_{t}\right|$ belongs to the space $L_{U}(\Omega)$ and

$$
\begin{equation*}
\left\|\sup _{t \in \mathbb{T}}\left|Y_{t}\right|\right\|_{U} \leq K:=\inf _{t \in \mathbb{T}}\left\|Y_{t}\right\|_{U}+\frac{e^{2}}{\theta(1-\theta)} \int_{0}^{\theta \varepsilon_{0}}(\ln (1+\mathcal{N}(\varepsilon)))^{1 / 2} d \varepsilon<\infty \tag{3.5.47}
\end{equation*}
$$

where $0<\theta<1$ and $\mathcal{N}\left(\theta \varepsilon_{0}\right)>e^{2}-1$.
Remark 3.5.25. The statement of the theorem remains true if we replace $\mathcal{N}(\varepsilon)$ by any function $\mathcal{N}_{1}(\varepsilon) \geq \mathcal{N}(\varepsilon)$.
Remark 3.5.26. Under the assumption of Theorem 3.5.24 for any $\varepsilon>0$ we have that

$$
\begin{equation*}
P\left\{\sup _{t \in \mathbb{T}}\left|Y_{t}\right| \geq \varepsilon\right\} \leq 2 \exp \left\{-\frac{\varepsilon^{2}}{K^{2}}\right\} \tag{3.5.48}
\end{equation*}
$$

where $K$ was defined in (3.5.47).
Inequality (3.5.48) is implied by the following one: if $\xi \in L_{U}(\Omega)$, then for any $\varepsilon>0$

$$
\begin{equation*}
P\{|\xi| \geq \varepsilon\} \leq 2 \exp \left\{-\frac{\varepsilon^{2}}{\|\xi\|_{U}}\right\} \tag{3.5.49}
\end{equation*}
$$

In turn, inequality (3.5.49) is a partial case of Theorem 3.3.4 (BK00).
Theorem 3.5.27. Let $\left\{Y_{t}, t \in \mathbb{T}=[a, b]\right\}$ be the separable process from the space $L_{U}(\Omega)$, and let there exist $\sigma=\sigma(h):[0, b-a] \rightarrow \mathbb{R}_{+}$, increasing and continuous in $h$, and such that $\sigma(0)=0$. Also, let

$$
\begin{equation*}
\sup _{|t-s| \leq h}\left\|Y_{t}-Y_{s}\right\|_{U} \leq \sigma(h) \tag{3.5.50}
\end{equation*}
$$

and

$$
\int_{0}^{\widehat{\varepsilon}_{0}}\left(\ln \left(1+\frac{3(b-a)}{2 \sigma^{(-1)}(u)}\right)\right)^{1 / 2} d u<\infty
$$

where $\sigma^{(-1)}(u)$ is the inverse function to $\sigma(u)$, and $\widehat{\varepsilon}_{0}=\sigma(b-a)$.
Then $\sup \left|Y_{t}\right| \in L_{U}(\Omega)$ and the following estimate holds:

$$
t \in[a, b]
$$

$$
\begin{gather*}
\left\|\sup _{t \in[a, b]}\left|Y_{t}\right|\right\|_{U} \leq K_{1}:=\inf _{t \in \mathbb{T}}\left\|Y_{t}\right\|_{U} \\
+\frac{e^{2}}{\theta(1-\theta)} \int_{0}^{\theta \widehat{\varepsilon}_{0}}\left(\ln \left(1+\frac{3}{2} \frac{b-a}{\sigma^{(-1)}(u)}\right)\right)^{1 / 2} d u \tag{3.5.51}
\end{gather*}
$$

Here $\theta$ is any number from the interval

$$
\begin{equation*}
\left(0,1 \wedge \frac{\sigma\left(\frac{3(b-a)}{2\left(e^{2}-1\right)}\right)}{\sigma(b-a)}\right) \tag{3.5.52}
\end{equation*}
$$

Moreover, for any $\varepsilon>0$, we have the estimate

$$
\begin{equation*}
P\left\{\sup _{t \in[a, b]}\left|Y_{t}\right| \geq \varepsilon\right\} \leq 2 \exp \left\{-\frac{\varepsilon^{2}}{K_{1}^{2}}\right\} \tag{3.5.53}
\end{equation*}
$$

Proof. The claim follows from Theorem 3.5.24 with $\mathbb{T}=[a, b]$. Indeed, according to (3.5.50), the process $Y$ is separable in the space $\left([a, b], \rho_{Y}\right)$, where $\rho_{Y}(t, s)=\left\|Y_{t}-Y_{s}\right\|_{U}$. It is easy to see that $\mathcal{N}(u) \leq \frac{b-a}{2 \sigma^{-1)}(u)}+1$, and for $0<u \leq \widehat{\varepsilon}_{0}$, i.e. for $\frac{b-a}{\sigma^{(-1)}(u)} \geq 1$, we have that $\mathcal{N}(u) \leq \frac{3}{2} \frac{b-a}{\sigma^{(-1)}(u)}$. Therefore

$$
\int_{0}^{\theta \widehat{\varepsilon}_{0}}(\ln (1+\mathcal{N}(u)))^{1 / 2} d u \leq \int_{0}^{\theta \widehat{\varepsilon}_{0}}\left(\ln \left(1+\frac{3}{2} \frac{b-a}{\sigma^{(-1)}(u)}\right)\right)^{1 / 2} d u
$$

The inequality $\mathcal{N}\left(\theta \widehat{\varepsilon}_{0}\right)>e^{2}-1$ can be reduced, according to Remark 3.5.25, to the inequality $\frac{3(b-a)}{2 \sigma^{(-1)}\left(\theta \hat{\varepsilon}_{0}\right)}>e^{2}-1$, i.e. to (3.5.52). Inequality (3.5.53) follows now from (3.5.48).

Theorem 3.5.28. Let the condition of Theorem 3.5.11 hold, $\left\{X_{t}, t \in \mathbb{T}=[0, T]\right\}$ be the solution of equation (3.5.1) and $0 \leq t_{1}<t_{2} \leq T$. Then the random variable $\sup _{t_{1} \leq t \leq t_{2}}\left|X_{t}\right| \in L_{U}(\Omega)$, and

$$
\begin{equation*}
\left\|\sup _{t_{1} \leq t \leq t_{2}}\left|X_{t}\right|\right\|_{U} \leq(h+1) c_{1}+e^{2} C_{H, \gamma} \theta^{-\frac{\gamma}{2 H}} \frac{\left(t_{2}-t_{1}\right)^{H}}{1-\theta}=: L \tag{3.5.54}
\end{equation*}
$$

where $0<\theta<\left(\frac{3}{2\left(e^{2}-1\right)}\right)^{H}, 0<\gamma<2 H, C_{H, \gamma}=\frac{\left(\frac{3}{2}\right)^{\frac{\gamma}{2}} H B_{7}}{\gamma\left(H-\frac{\gamma}{2}\right)}$.

Moreover, for any $\varepsilon>0$

$$
\begin{equation*}
P\left\{\sup _{t_{1} \leq t \leq t_{2}}\left|X_{t}\right| \geq \varepsilon\right\} \leq 2 \exp \left\{-\frac{\varepsilon^{2}}{L^{2}}\right\} \tag{3.5.55}
\end{equation*}
$$

Proof. We use Theorem 3.5.27 with $[a, b]=\left[t_{1}, t_{2}\right]$. The process $X_{t}$ is continuous with probability 1 , hence is separable. It follows from (3.5.46) that $\sigma(h)=B_{7} h^{H}$. It is easy to see that in this case $\widehat{\varepsilon}_{0}=\sigma\left(t_{2}-t_{1}\right)$ and

$$
\begin{align*}
& I\left(\theta \widehat{\varepsilon}_{0}\right):=\int_{0}^{\theta \widehat{\varepsilon}_{0}}\left(\ln \left(1+\frac{3}{2} \frac{t_{2}-t_{1}}{\sigma^{(-1)}(u)}\right)\right)^{1 / 2} d u  \tag{3.5.56}\\
& =H B_{7} \int_{0}^{\sigma^{(-1)}\left(\theta \widehat{\varepsilon}_{0}\right)}\left(\ln \left(1+\frac{3}{2} \frac{t_{2}-t_{1}}{v}\right)\right)^{1 / 2} v^{H-1} d v
\end{align*}
$$

Since for $0<\gamma \leq 1$ and $x>0$

$$
\ln (1+x)=\frac{1}{\gamma} \ln \left((1+x)^{\gamma}\right) \leq \frac{1}{\gamma} \ln \left(1+x^{\gamma}\right) \leq \frac{x^{\gamma}}{\gamma}
$$

we obtain from (3.5.56) the following estimate for any $0<\gamma<2 H$ :

$$
\begin{aligned}
& I\left(\theta \widehat{\varepsilon}_{0}\right) \leq\left(\frac{3}{2}\right)^{\frac{\gamma}{2}} H B_{7} \cdot \frac{1}{\gamma} \int_{0}^{\sigma^{(-1)}\left(\theta \widehat{\varepsilon}_{0}\right)} v^{H-1-\frac{\gamma}{2}} d v \cdot\left(t_{2}-t_{1}\right)^{\frac{\gamma}{2}} \\
& =C_{H, \gamma}\left(t_{2}-t_{1}\right)^{\frac{\gamma}{2}}\left(\sigma^{(-1)}\left(\theta \widehat{\varepsilon}_{0}\right)\right)^{H-\frac{\gamma}{2}} .
\end{aligned}
$$

Evidently,

$$
\sigma^{(-1)}\left(\theta \widehat{\varepsilon}_{0}\right)=\theta^{\frac{1}{H}} \sigma^{(-1)}\left(\widehat{\varepsilon}_{0}\right)=\theta^{\frac{1}{H}}\left(t_{2}-t_{1}\right)
$$

Therefore

$$
\begin{equation*}
I\left(\theta \widehat{\varepsilon}_{0}\right) \leq C_{H, \gamma} \theta^{1-\frac{\gamma}{2 H}}\left(t_{2}-t_{1}\right)^{H} \tag{3.5.57}
\end{equation*}
$$

Now the proof follows from (3.5.56)-(3.5.57) and Theorems 3.5.19 and 3.5.27.

Remark 3.5.29. Estimate (3.5.54) demonstrates that up to constants the estimates for distribution of the supremum of the process $X$ are of the same form as similar estimates for the Gaussian process (see (Fer74), for example).
Corollary 3.5.30. Let $\left\{X_{t}, t \in[0, T]\right\}$ be a solution of equation (3.5.1) under the conditions of Theorem 3.5.11 and $0 \leq t_{1}<t_{2} \leq T$. Then for any $p \geq 1$ we have an estimate

$$
\begin{equation*}
\left(\mathrm{E}\left(\sup _{t_{1} \leq t \leq t_{2}}\left|X_{t}\right|\right)^{p}\right)^{\frac{1}{p}} \leq C_{p} \cdot L \tag{3.5.58}
\end{equation*}
$$

where $L$ is defined in (3.5.54) and $C_{p}=2^{\frac{1}{p}} \frac{\sqrt{p}}{2}$.
Proof. This statement follows from Theorem 3.5.28. Indeed, it was established in Lemma 2.33 (BK00), that for the random variable $\xi \in L_{U}(\Omega), U(x)=$ $\exp \left\{x^{2}\right\}-1$ and $p \geq 1\left(\mathrm{E}|\xi|^{p}\right)^{\frac{1}{p}} \leq C_{p}\|\xi\|_{U}$. Now (3.5.58) follows from (3.5.54).

Corollary 3.5.31. Let $\left\{X_{t}, t \in[0, T]\right\}$ be the solution of equation (3.5.1), $0 \leq t_{1}<t_{2} \leq T$. Then for any $\lambda \in \mathbb{R}$

$$
E \exp \left\{\lambda \sup _{t_{1} \leq t \leq t_{2}}\left|X_{t}\right|\right\} \leq 2 \exp \left\{\frac{\lambda^{2} L^{2}}{4}\right\}
$$

This estimate follows from Theorem 3.5.27 and Lemma 3.5.23.

### 3.5.9 Modulus of Continuity of Solution of Equation Involving Fractional Brownian Motion

Definition 3.5.32. We say that the $C$-function $U(x)$ ( $C$-function is continuous, even, convex function that increases in $x>0$ and is zero at the zero point) satisfies the $\Delta^{2}$-condition if there exist such constants $x_{0}>0$ and $L_{0}>1$, that $U^{2}(x) \leq U\left(L_{0} x\right)$ for $x \geq x_{0}$.
Example 3.5.33. The function $U(x)=\exp \left\{x^{2}\right\}-1$ satisfies $\Delta^{2}$-condition with $x_{0}:=0$ and $L_{0}:=\sqrt{2}$.
Theorem 3.5.34. Let $\left\{Y_{t}, t \in \mathbb{T}\right\}$ be a stochastic process from the Orlicz space $L_{U}(\Omega)$, where the function $U(x)$ satisfies the $\Delta^{2}$-condition with constants $x_{0}$, $L_{0}$, and let $Z_{0}:=x_{0} \vee L_{0}$. Let $\rho_{Y}(t, s)=\left\|Y_{t}-Y_{s}\right\|_{U}, t, s \in T$ be a semi-metric generated by $Y$. Also, let $\left(\mathbb{T}, \rho_{Y}\right)$ be the separable space and the process $Y$ be the separable process in the space $\left(\mathbb{T}, \rho_{Y}\right)$. Put $\varepsilon_{0}:=\sup _{t, s \in \mathbb{T}} \rho_{Y}(t, s)$, let $\mathcal{N}(u)$ be the minimal number of closed $u$-balls covering $\left(\mathbb{T}, \rho_{Y}\right), \mathcal{N}_{1}(u) \geq \mathcal{N}(u), u>0$ and let $\mathcal{N}_{1}(u)$ increase in $u$. If for any $\varepsilon>0$

$$
\begin{equation*}
q(\varepsilon):=\int_{0}^{\varepsilon} U^{(-1)}\left(\mathcal{N}_{1}(u)\right) d u<\infty \tag{3.5.59}
\end{equation*}
$$

then for any $\varepsilon \in\left(0, \varepsilon_{0}\right)$ such that $\mathcal{N}_{1}\left(\varepsilon_{0}\right) \geq U\left(Z_{0}\right)$, and for any $x \geq Z_{0}$

$$
\begin{equation*}
P\left\{\sup _{0<\rho_{Y}(t, s) \leq \varepsilon} \frac{\left|Y_{t}-Y_{s}\right|}{C_{0} q\left(\rho_{Y}(t, s)\right)} \geq x\right\} \leq \frac{3+\sqrt{2}}{U(x)} \tag{3.5.60}
\end{equation*}
$$

Moreover, with probability 1

$$
\lim _{\varepsilon \downarrow 0} \sup \frac{\Delta Y_{\varepsilon}}{C_{0} Z_{0} q(\varepsilon)} \leq 1
$$

where $\Delta Y_{\varepsilon}=\sup _{0<\rho_{Y}(t, s) \leq \varepsilon}\left|Y_{t}-Y_{s}\right|, \quad C_{0}=3 L_{0}\left(5+4 L_{0}\right)$.
Proof. For $\mathcal{N}_{1}(u)=\mathcal{N}(u)$ the theorem is proved in the book (BK00). If we replace $\mathcal{N}(u)$ for $\mathcal{N}_{1}(u)$, the proof will not change substantially.

Corollary 3.5.35. Let $\left\{Y_{t}, t \in \mathbb{T}=[a, b]\right\}$ be the separable stochastic process from the space $L_{U}(\Omega), U(x)=\exp \left\{x^{2}\right\}-1$. Let for some $D_{0}>0$ and $0<\beta \leq 1$

$$
\begin{equation*}
\sup _{s, t \in[a, b],|t-s| \leq h}\left\|Y_{t}-Y_{s}\right\|_{U} \leq D_{0} h^{\beta} \tag{3.5.61}
\end{equation*}
$$

Then for any $x>\sqrt{2}, 0<\delta \leq \frac{b-a}{2\left(e^{2}-2\right)}$ the inequality holds

$$
\begin{equation*}
P\left\{\sup _{\substack{0<|-s| \leq \delta, s, t \in[a, b]}} \frac{\left|Y_{t}-Y_{s}\right|}{D_{1} g\left(D_{0}|t-s|^{\beta}\right)} \geq x\right\} \leq \frac{3+\sqrt{2}}{U(x),} \tag{3.5.62}
\end{equation*}
$$

where $g(\varepsilon):=\int_{0}^{\varepsilon}\left(\ln \left(2+\frac{(b-a) D_{0}^{\frac{1}{\beta}}}{2 u^{\frac{1}{\beta}}}\right)\right)^{\frac{1}{2}} d u, D_{1}=3 \sqrt{2}(5+4 \sqrt{2})$.
Moreover, with probability 1

$$
\begin{equation*}
\lim _{\delta \downarrow 0} \sup \frac{\widehat{\Delta} Y_{\delta}}{D_{1} \sqrt{2} g\left(D_{0} \cdot \delta^{\beta}\right)} \leq 1 \tag{3.5.63}
\end{equation*}
$$

where $\widehat{\Delta} Y_{\delta}=\sup _{0<|t-s| \leq \delta}\left|Y_{t}-Y_{s}\right|$.
Proof. As we have seen from Example 3.5.33, the $C$-function $U(x)=$ $\exp \left\{x^{2}\right\}-1$ satisfies the $\Delta^{2}$-condition with $x_{0}=0, L_{0}=\sqrt{2}$ (so, $\left.Z_{0}=\sqrt{2}\right)$. Moreover, $U^{(-1)}(x)=(\ln (1+x))^{\frac{1}{2}}, x>0$, and $q(\varepsilon)=$ $\int_{0}^{\varepsilon}\left(\ln \left(1+\mathcal{N}_{1}(u)\right)\right)^{\frac{1}{2}} d u$. Since in this case $\mathcal{N}(u) \leq \frac{D_{0}^{\frac{1}{\beta}}(b-a)}{2 u^{\frac{1}{\beta}}}+1$, we can put $\mathcal{N}_{1}(u)=\frac{D_{0}^{\frac{1}{\beta}}(b-a)}{2 u^{\frac{1}{\beta}}}+1$. It means that $\quad q(\varepsilon)=\int_{0}^{\varepsilon}\left(\ln \left(2+\frac{(b-a) D_{0}^{\frac{1}{\beta}}}{2 u^{\frac{1}{\beta}}}\right)\right)^{\frac{1}{2}} d u=$ $g(\varepsilon)$. Therefore,

$$
\sup _{0<|t-s| \leq \delta} \frac{\left|Y_{t}-Y_{s}\right|}{D_{1} g\left(D_{0}|t-s|^{\beta}\right)} \leq \sup _{0<\rho_{Y}(t, s) \leq D_{0} \delta^{\gamma}} \frac{\left|Y_{t}-Y_{s}\right|}{D_{1} g\left(\rho_{Y}(t, s)\right)}
$$

Now (3.5.62) follows from (3.5.60), since separability of $Y$ and (3.5.61) imply its separability in the space $\left(\mathbb{T}, \rho_{Y}\right)$ with $\mathbb{T}=[a, b]$. Inequality (3.5.63) is proved similarly. The restriction on $\varepsilon$ follows from the inequality $\mathcal{N}_{1}(\varepsilon) \geq U\left(Z_{0}\right)=e^{2}-1$.

The next result follows from Corollary 3.5.35.
Theorem 3.5.36. Let $\left\{X_{t}, t \in[0, T]\right\}$ be the solution of equation (3.5.1) under the condition of Theorem 3.5.21, $f(y):=\int_{0}^{y}\left(\ln \left(2+\frac{1}{2} v^{-\frac{1}{H}}\right)\right)^{\frac{1}{2}} d v, y>0$.

Then for any $x \geq \sqrt{2}, 0 \leq t_{1}<t_{2} \leq T, 0<\delta \leq \frac{t_{2}-t_{1}}{2\left(e^{2}-2\right)}$

$$
\begin{equation*}
P\left\{\sup _{\substack{0<|t-s| \leq \delta \\ t, s \in\left[t_{1}, t_{2}\right]}} \frac{\left|X_{t}-X_{s}\right|}{B_{7} D_{1}\left(t_{2}-t_{1}\right)^{H} f\left(\frac{|t-s|^{H}}{\left(t_{2}-t_{1}\right)^{H}}\right)} \geq x\right\} \leq \frac{3+\sqrt{2}}{U(x)} \tag{3.5.64}
\end{equation*}
$$

Moreover, with probability 1

$$
\limsup _{\delta \downarrow 0} \frac{\sup _{\substack{|t-s| \leq \delta \\ t, s \in\left[t_{1}, t_{2}\right]}}\left|X_{t}-X_{s}\right|}{B_{7} D_{1}\left(t_{2}-t_{1}\right)^{H} f\left(\frac{\delta^{H}}{\left(t_{2}-t_{1}\right)^{H}}\right)} \leq 1
$$

Proof. It follows from Theorems 3.5.19, 3.5.21 and Corollary 3.5.35. Indeed, in this case $\mathbb{T}=\left[t_{1}, t_{2}\right], \beta=H, D_{0}=B_{7}$,
$g\left(D_{0}|t-s|^{H}\right)=f\left(\frac{|t-s|^{H}}{\left(t_{2}-t_{1}\right)^{H}}\right) D_{0}\left(t_{2}-t_{1}\right)^{H}$.
Definition 3.5.37. Let $(\mathbb{T}, \rho)$ be a metric space, $\Theta=\{\Theta(u), u \geq 0\}$ be a modulus of continuity (see Definition 1.16.1). The family of functions $\left\{y_{t}, t \in \mathbb{T}\right\}$ such that

$$
\sup _{\substack{t, s \in \mathbb{T} \\ t \neq s}} \frac{\left|y_{t}-y_{s}\right|}{\Theta(\rho(t, s))}<\infty
$$

is called the Lipschitz space $\Lambda_{\Theta}(\mathbb{T}, \rho)$.
(Compare with the Definition 1.16.3; note that now our process is not Gaussian.)
Remark 3.5.38. Theorem 3.5.36 states that the solution of equation (3.5.1) under the conditions of this theorem with probability 1 belongs to the space $\Lambda_{\Theta}(\mathbb{T}, \rho)$, where $\mathbb{T}=\left[t_{1}, t_{2}\right], \rho(t, s)=|t-s|, \Theta(x)=f\left(\frac{x^{H}}{\left(t_{2}-t_{1}\right)^{H}}\right)$, and inequality (3.5.64) gives the estimates of the distribution of the norm of $X_{t}$ in this space.

Corollary 3.5.39. Let $\left\{X_{t}, t \in[0, T]\right\}$ be the solution of equation (3.5.1) under the conditions of Theorem 3.5.36. Then for any $0<\gamma<2 H$ with probability 1 the trajectories of $X_{t}$ belong to the space $\Lambda_{\Theta}(\mathbb{T}, \rho)$, where $\mathbb{T}=$ $\left[t_{1}, t_{2}\right] \subset[0, T]$,

$$
\rho(s, u)=|s-u|, \Theta(x)=C_{H, \gamma, 1} x^{H-\frac{\gamma}{2}}
$$

$C_{H, \gamma, 1}=B_{7} D_{1} C_{H, \gamma}\left(t_{2}-t_{1}\right)^{\frac{\gamma}{2}}, C_{H, \gamma}=\gamma^{-1 / 2}\left(2 H-\gamma+2^{1+\gamma / 2} H\right)(2 H-\gamma)^{-1}$.
Moreover, for $x>\sqrt{2}$ and $\delta<\left(t_{2}-t_{1}\right) \wedge \delta_{0}$

$$
\begin{equation*}
P\left\{\sup _{\substack{0<|t-u|<\delta, t, u \in\left[t_{1}, t_{2}\right]}} \frac{\left|X_{t}-X_{u}\right|}{C_{\gamma}|t-u|^{H-\frac{\gamma}{2}}}>x\right\} \leq \frac{3+\sqrt{2}}{U(x)} \tag{3.5.66}
\end{equation*}
$$

Proof. From the inequality $\ln (1+x) \leq \frac{1}{\gamma} x^{\gamma}, x>0,0<\gamma \leq 1$ it is easy to obtain for $\delta<\left(t_{2}-t_{1}\right)$

$$
\begin{align*}
f\left(\delta^{H}\left(t_{2}-t_{1}\right)^{-H}\right) \leq \int_{0}^{\left(\frac{\delta}{t_{2}-t_{1}}\right)^{H}}\left(\ln \left(\frac{1}{2} v^{-\frac{1}{H}}+2\right)\right)^{\frac{1}{2}} d v \\
\leq \int_{0}^{\left(\frac{\delta}{t_{2}-t_{1}}\right)^{H}} \frac{1+2^{\gamma / 2} v^{-\frac{\gamma}{2 H}}}{\gamma^{\frac{1}{2}}} d v \leq \gamma^{-\frac{1}{2}}\left(\frac{\delta}{t_{2}-t_{1}}\right)^{H} \\
+2^{\gamma / 2} \frac{\gamma^{-\frac{1}{2}}}{1-\frac{\gamma}{2 H}}\left(\frac{\delta}{t_{2}-t_{1}}\right)^{H-\frac{\gamma}{2}} \leq C_{H, \gamma}\left(\frac{\delta}{t_{2}-t_{1}}\right)^{H-\frac{\gamma}{2}}, \tag{3.5.67}
\end{align*}
$$

and the proof immediately follows from (3.5.64) and (3.5.65).

## Filtering in Systems with Fractional Brownian Noise

### 4.1 Optimal Filtering of a Mixed <br> Brownian-Fractional-Brownian Model with Fractional Brownian Observation Noise

Consider the real-valued signal process $X_{t}$ and the observation process $Y_{t}$ defined by the following system of equations:

$$
\left\{\begin{array}{l}
X_{t}=\eta+\int_{0}^{t} a\left(s, X_{s}\right) d s+\sum_{i=1}^{N} \int_{0}^{t} b_{i}\left(s, X_{s}\right) d W_{s}^{i}  \tag{4.1.1}\\
+\sum_{j=1}^{M} \int_{0}^{t} c_{j}(s) d B_{s}^{H_{j}}, \\
Y_{t}=\xi+\int_{0}^{t} A\left(s, X_{s}\right) d s+\int_{0}^{t} C(s) d B_{s}^{H}
\end{array} t \in[0, T]\right.
$$

where $\left\{W^{i}, 1 \leq i \leq N\right\}$ are independent Wiener processes,
$\left\{B^{H_{j}}, 1 \leq j \leq M\right\}$ are independent fractional Brownian motions with Hurst indices $H_{j} \in\left(\frac{1}{2}, 1\right), B^{H}$ is an fBm with Hurst index $H \in\left(\frac{1}{2}, 1\right)$, all the processes are mutually independent, random initial conditions $(\eta, \xi)$ are independent of each other and independent of all the processes $\left(W^{i}, B^{H_{j}}, B^{H}\right)$, the functions $a, b, A:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}, c_{j}, C:[0, T] \rightarrow \mathbb{R}$ are measurable in their variables and satisfy the conditions that are sufficient for the existence of pathwise integrals w.r.t. corresponding fBms .

The problem is to construct the optimal filter of the signal $X$ according to the observation $Y$, which will be expressed in terms of the conditional expectation $\pi_{t}(X):=E\left(X_{t} / \mathcal{F}_{t}^{Y}\right)$, where $\mathcal{F}_{t}^{Y}:=\sigma\left\{Y_{s}, 0 \leq s \leq t\right\}$.

Note that the partial cases of this problem were considered in (KLeBR99), (KLeBR00), where $N=1, c_{j}=0$ (see also (KKA98b), (LeB98)), and in (Pos05), where $b_{i}=0$. Suppose that the following condition holds:
(i) the function $C \in L_{2}^{H}(\mathbb{R})$, does not vanish and $1 / C(s)$ is bounded on $[0, T], c_{j} \in L_{2}^{H}(\mathbb{R})$.

Here we use the approach to the solution of optimal filtering problem developed in (KLeBR00) but simplify it and modify it in accordance with our model (4.1.1).

Introduce the following processes, connected with $\mathrm{fBm} B^{H}$ :

$$
\begin{align*}
& \mathcal{Z}_{t}^{*}:=\int_{0}^{t} l_{H}(t, s) C^{-1}(s) d Y_{s}=\int_{0}^{t} l_{H}(t, s) D\left(s, X_{s}\right) d s \\
&+\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}=J_{t}(D)+M_{t}^{H} \tag{4.1.2}
\end{align*}
$$

where $J_{t}(D)=\int_{0}^{t} l_{H}(t, s) D\left(s, X_{s}\right) d s, M_{t}^{H}$ is the Molchan martingale, introduced in (1.8.5), $D\left(s, X_{s}\right)=A\left(s, X_{s}\right) / C(s)$. Recall that

$$
l_{H}(t, s)=C_{H}^{(5)} s^{-\alpha}(t-s)^{-\alpha} \mathbf{1}_{\{0<s<t\}}, \alpha=H-\frac{1}{2}
$$

Suppose that the functional $D$ satisfies the condition
(ii) $\int_{0}^{t} s^{-\alpha}(t-s)^{-\alpha}\left|D\left(s, X_{s}\right)\right| d s<\infty$ P-a.s., so the integral $J_{t}(D)$ exists. Moreover, suppose that
(iii) $D\left(s, x_{s}\right) s^{-\alpha} \in I_{0+}^{\alpha}\left(L_{1}[0, T]\right)$, i.e. there exists the fractional derivative

$$
\begin{gathered}
\quad \frac{d}{d t} \int_{0}^{t}(t-s)^{-\alpha} s^{-\alpha} D\left(s, x_{s}\right) d s=\Gamma(1-\alpha) D_{0+}^{\alpha}\left(D\left(u, x_{u}\right) u^{-\alpha}\right)(t) \\
=\Gamma(1-\alpha) t^{-2 \alpha}\left(D\left(t, x_{t}\right)+\alpha \int_{0}^{t} \frac{D\left(t, x_{t}\right) t^{\alpha}-D\left(u, x_{u}\right) t^{2 \alpha} u^{-\alpha}}{(t-u)^{1+\alpha}} d u\right) \\
=: \Gamma(1-\alpha) t^{-2 \alpha} E(t, x) \in L_{1}[0, T],
\end{gathered}
$$

where $x_{t}$ is any Hölder function from $C^{1 / 2-}[0, T]$; for example, sufficient condition is
(iii') $D\left(t, x_{t}\right) t^{-\alpha} \in C^{\alpha+\varepsilon}[0, T]$ for some $\varepsilon>0$.
Then the integral

$$
J_{t}(D)=\Gamma(1-\alpha) C_{H}^{(5)} \int_{0}^{t} E(s, X) s^{-2 \alpha} d s
$$

has a.s. bounded variation, so, it follows from (4.1.2) that $Z_{t}^{*}$ is the semimartingale w.r.t. the $\sigma$-field $\mathcal{F}_{t}:=\sigma\left\{\eta, \xi, X_{s}, W_{s}^{i}, 1 \leq i \leq N, B_{s}^{H_{j}}\right.$, $\left.1 \leq j \leq M, Y_{s}, 0 \leq s \leq t\right\}$ and admits the representation

$$
\begin{equation*}
Z_{t}^{*}=M_{t}^{H}+C_{H} \int_{0}^{t} E(s, X) s^{-2 \alpha} d s, C_{H}=\Gamma(1-\alpha) C_{H}^{(5)} \tag{4.1.3}
\end{equation*}
$$

and, in addition, $Z_{t}^{*}$ is $\mathcal{F}_{t}^{Y}$-adapted.
Further, let

$$
\begin{equation*}
\nu_{t}:=\mathcal{Z}_{t}^{*}-C_{H} \int_{0}^{t} \pi_{s}(E(s, X)) s^{-2 \alpha} d s \tag{4.1.4}
\end{equation*}
$$

where $\pi_{s}(Q):=E\left(Q / \mathcal{F}_{s}^{Y}\right)$, It follows from (4.1.4) and (4.1.3) that

$$
\nu_{t}=C_{H} \int_{0}^{t}\left(E(s, X)-\pi_{s}(E(s, X))\right) s^{-2 \alpha} d s+M_{t}^{H}
$$

Moreover, for $0 \leq s<t \leq T$

$$
E\left(\nu_{t}-\nu_{s} / \mathcal{F}_{s}^{Y}\right)=E\left(M_{t}^{H}-M_{s}^{H} / \mathcal{F}_{s} / \mathcal{F}_{s}^{Y}\right)=0
$$

and the integral $C_{H} \int_{0}^{t}\left(E(s, X)-\pi_{s}(E(s, X))\right) s^{-2 \alpha} d s$ is continuous and has a bounded variation. Hence $\langle\nu\rangle_{t}=t^{1-2 \alpha}$, where $\langle\nu\rangle_{t}$ is calculated w.r.t. the filtration $\left\{\mathcal{F}_{t}^{Y}, 0 \leq t \leq T\right\}$. So, $\nu$ is a continuous Gaussian martingale w.r.t. this filtration. (Evidently, $\nu$ is adapted to this filtration since $Z_{t}^{*}$ is adapted.)

Further we need the following evident result.
Lemma 4.1.1. Any square-integrable martingale $\left\{M_{t}, \mathcal{F}_{t}^{Y}, t \in[0, T]\right\}$ with $M_{0}=0$ admits the representation

$$
M_{t}=\int_{0}^{t} \varphi_{s} d \nu_{s}, t \in[0, T]
$$

where the process $\varphi_{t}$ is $\mathcal{F}_{t}^{Y}$-adapted and $E \int_{0}^{t} \varphi_{s}^{2} s^{-2 \alpha} d s<\infty$.
The next statement is proved similarly to Theorem 18.11 (Ell82); see also Theorem 3 (KLeBR00). For any integrable process $X$, let $\widehat{X}_{t}:=E\left(X_{t} / \mathcal{F}_{t}^{Y}\right)$.
Theorem 4.1.2. Let $\left\{S_{t}, \mathcal{F}_{t}, t \in[0, T]\right\}$ be the semimartingale of the form

$$
S_{t}=S_{0}+\int_{0}^{t} \alpha_{s} d s+m_{t}, t \in[0, T]
$$

where $E S_{0}^{2}<\infty, E \int_{0}^{T} \alpha_{s}^{2} d s<\infty$ and $\left\{m_{t}, \mathcal{F}_{t}, t \in[0, T]\right\}$ be a square integrable martingale with mutual bracket $\left\langle m, M^{H}\right\rangle_{t}=\int_{0}^{t} \lambda_{s} s^{-2 \alpha} d s$.

Then the process $\left\{\widehat{S}_{t}, t \in[0, T]\right\}$ satisfies the following stochastic differential equation:
$\widehat{S}_{t}=\widehat{S}_{0}+\int_{0}^{t} \widehat{\alpha}_{s} d s+\int_{0}^{t}\left(\widehat{\lambda}_{s}+C_{H}\left(S_{s} \widehat{E(s, X)}-\widehat{S}_{s} \pi_{s}(E(s, X))\right)\right) d \nu_{s}, \quad t \in[0, T]$.
Proof. If we define the $\mathcal{F}_{t}^{Y}$-adapted process

$$
\begin{equation*}
M_{t}:=\widehat{S}_{t}-\widehat{S}_{0}-\int_{0}^{t} \widehat{\alpha}_{s} d s \tag{4.1.5}
\end{equation*}
$$

then for $s \leq t \quad E\left(M_{t}-M_{s} / \mathcal{F}_{s}^{Y}\right)=E\left(\widehat{S}_{t}-\widehat{S}_{s} / \mathcal{F}_{s}^{Y}\right)-\int_{s}^{t} \widehat{\alpha}_{u} d u$ $=E\left(\int_{s}^{t} \alpha_{u} d u / \mathcal{F}_{s}^{Y}\right)-\int_{s}^{t} \widehat{\alpha}_{u} d u=0$.

Therefore, $M_{t}$ is a $\mathcal{F}_{t}^{Y}$-square-integrable martingale. By Lemma 4.1.1, $M_{t}$ admits the representation

$$
\begin{equation*}
M_{t}=\int_{0}^{t} \varphi_{s} d \nu_{s}, t \in[0, T] \tag{4.1.6}
\end{equation*}
$$

whence

$$
\widehat{S}_{t}=\widehat{S}_{0}+\int_{0}^{t} \widehat{\alpha}_{s} d s+\int_{0}^{t} \varphi_{s} d \nu_{s}
$$

Now we use the same reasonings as in Theorem 18.11 (Ell82). On the one hand, with the help of (4.1.3) the product $S_{t} Z_{t}^{*}$ can be decomposed by the Itô formula as

$$
\begin{gathered}
S_{t} \mathcal{Z}_{t}^{*}=\int_{0}^{t} S_{s}\left(d M_{s}^{H}+C_{H} E(s, X) s^{-2 \alpha} d s\right)+\int_{0}^{t} \mathcal{Z}_{s}^{*}\left(\alpha_{s} d s+d m_{s}\right) \\
+\int_{0}^{t} \lambda_{s} s^{-2 \alpha} d s
\end{gathered}
$$

whence

$$
\begin{align*}
\widehat{S}_{t} \mathcal{Z}_{t}^{*} & =\widehat{S_{t} \mathcal{Z}_{t}^{*}}=\int_{0}^{t}\left(C_{H} S_{s} \widehat{E(s, X)} s^{-2 \alpha}\right. \\
& \left.+\widehat{\alpha}_{s} \mathcal{Z}_{s}^{*}+\widehat{\lambda}_{s} s^{-2 \alpha}\right) d s+N_{t}^{1} \tag{4.1.7}
\end{align*}
$$

where $N_{t}^{1}$ is continuous $\mathcal{F}_{t}^{Y}$-martingale.
On the other hand, using (4.1.4) and (4.1.5)-(4.1.6) we obtain the following decomposition for $\widehat{S}_{t} \mathcal{Z}_{t}^{*}$ :

$$
\begin{equation*}
\widehat{S}_{t} \mathcal{Z}_{t}^{*}=\int_{0}^{t}\left(Z_{s}^{*} \widehat{\alpha}_{s}+C_{H} \widehat{S}_{s} \pi_{s}(E(s, X)) s^{-2 \alpha}+\varphi_{s} s^{-2 \alpha}\right) d s+N_{t}^{2} \tag{4.1.8}
\end{equation*}
$$

where $N_{t}^{2}$ is a continuous $\mathcal{F}_{t}^{Y}$ - martingale. It follows from (4.1.7)-(4.1.8) that $N^{1}=N^{2}$ and $\widehat{\lambda}_{s}+C_{H} S_{s} \widehat{E(s, X)}=C_{H} \widehat{S}_{s} \pi_{s}(E(s, X))+\varphi_{s}$, whence the proof follows.

Now we can establish the form of the optimal filter in our model. In this order we rewrite all the integrals $\int_{0}^{t} c_{j}(s) d B_{s}^{H_{j}}, 1 \leq j \leq M$, by using Theorem 1.8.3, in the form

$$
\int_{0}^{t} c_{j}(s) d B_{s}^{H_{j}}=\int_{0}^{t} K_{H_{j}}^{c_{j}}(t, s) d M_{s}^{H_{j}}
$$

where

$$
K_{H}^{C}(t, s)=C_{H}^{(7)} \int_{s}^{t} C(u) u^{\alpha}(u-s)^{\alpha-1} d u
$$

Further, consider for any $t \in[0, T]$ the process

$$
\begin{align*}
X_{u}^{t}:= & \eta+\int_{0}^{u} a\left(s, X_{s}\right) d s+\sum_{i=1}^{N} \int_{0}^{u} b_{i}\left(s, X_{s}\right) d W_{s}^{i} \\
& +\sum_{j=1}^{M} \int_{0}^{u} K_{H_{j}}^{c_{j}}(t, s) d M_{s}^{H_{j}}, 0 \leq u \leq t \tag{4.1.9}
\end{align*}
$$

so that $X_{t}^{t}=X_{t}$ from (4.1.1).
Evidently, $\left\{X_{u}^{t}, 0 \leq u \leq t\right\}$ is the semimartingale with respect to the filtration $\left\{\mathcal{F}_{t}, 0 \leq t \leq T\right\}$. Therefore we can use Theorem 4.1.2 to establish the following result.
Theorem 4.1.3. Let $\phi \in C_{b}^{2}(\mathbb{R}), \pi_{t}(\phi)=E\left(\phi\left(X_{t}\right) / \mathcal{F}_{t}^{Y}\right)$,
$\mathcal{L}_{s}^{t} \phi_{y}(x)=a(s, y) \phi^{\prime}(x)+\frac{1}{2} \sum_{i=1}^{N} b_{i}^{2}(s, y) \phi^{\prime \prime}(x)+\sum_{j=1}^{M} \beta_{j}\left(K_{H_{j}}^{c_{j}}(t, s)\right)^{2} s^{-2 \alpha_{j}} \phi^{\prime \prime}(x)$, $0 \leq s \leq t \leq T, \beta_{j}=1-2 \alpha_{j}$, and the conditions (i)-(iii) hold.

Then the equation for the optimal filter $\pi_{t}$ has the form:

$$
\pi_{t}(\phi)=\pi_{0}(\phi)+\int_{0}^{t} \pi_{s}\left(\mathcal{L}_{s}^{t} \phi_{X_{s}}\left(X_{s}^{t}\right)\right) d s+C_{H} \int_{0}^{t}\left(\pi_{s}^{t}(\phi E)-\pi_{s}^{t}(\phi) \pi_{s}(E)\right) d \nu_{s}
$$

where $\pi_{s}^{t}(\phi E)=E\left(\phi\left(X_{s}^{t}\right) E(s, X) / \mathcal{F}_{s}^{Y}\right), \pi_{s}^{t}(\phi)=E\left(\phi\left(X_{s}^{t}\right) / \mathcal{F}_{s}^{Y}\right)$,
$\pi_{s}(E)=\pi_{s}(E(s, X))$.
Proof. It follows from (4.1.9) that $X_{t}$ is a "boundary" value of the semimartingale $X_{u}^{t}, 0 \leq u \leq t$.
$\quad$ Since $\phi\left(X_{u}^{t}\right)=\phi(\eta)+\int_{0}^{u}\left(\phi^{\prime}\left(X_{s}^{t}\right) a\left(s, X_{s}\right)+\frac{1}{2} \sum_{i=1}^{N} \phi^{\prime \prime}\left(X_{s}^{t}\right) b_{i}^{2}\left(s, X_{s}\right)\right.$
$\left.+\sum_{j=1}^{M}\left(1-2 \alpha_{j}\right)\left(K_{H_{j}}^{c_{j}}(t, s)\right)^{2} s^{-2 \alpha_{j}} \phi^{\prime \prime}\left(X_{s}^{t}\right)\right) d s+\sum_{i=1}^{N} \int_{0}^{u} \phi^{\prime}\left(X_{s}^{t}\right) b_{i}\left(s, X_{s}\right) d W_{s}^{i}$
+
$+\sum_{j=1}^{M} \int_{0}^{u} \phi^{\prime}\left(X_{s}^{t}\right) K_{H_{j}}^{c_{j}}(t, s) d M_{s}^{H_{j}}$ and $\widehat{\lambda}_{s}=0$ in our case, the proof immediately
follows from Theorem 4.1.2. follows from Theorem 4.1.2.

### 4.2 Optimal Filtering in Conditionally Gaussian Linear Systems with Mixed Signal and Fractional Brownian Observation Noise

Now we suppose that the real-valued signal process $\left\{X_{t}, t \in[0, T]\right\}$ and the observation process $\left\{Y_{t}, t \in[0, T]\right\}$ satisfy the following system of equations:

$$
\left\{\begin{array}{l}
X_{t}=\eta+\int_{0}^{t} a(s) X_{s} d s+\sum_{i=1}^{N} \int_{0}^{t} b_{i}(s) d W_{s}^{i}  \tag{4.2.1}\\
+\sum_{j=1}^{M} \int_{0}^{t} c_{j}(s) d B_{s}^{H_{j}} \\
Y_{t}=\xi+\int_{0}^{t} A(s) X_{s} d s+\int_{0}^{t} C(s) d B_{s}^{H}, \quad t \in[0, T]
\end{array}\right.
$$

where $\left\{W^{i}, 1 \leq i \leq N\right\}$ are independent Wiener processes, $\left\{B^{H_{j}}, 1 \leq\right.$ $j \leq M\}$ are independent fBms with Hurst indices $H_{j} \in\left(\frac{1}{2}, 1\right), B^{H}$ is an fBm with Hurst index $H \in\left(\frac{1}{2}, 1\right), W^{i}, B^{H_{j}}, B^{H}$ are mutually independent, random initial conditions $(\eta, \xi)$ are independent of all the processes $\left(W^{i}, B^{H_{j}}, B^{H}\right), a, b_{i}, c_{j}, A, C:[0, T] \rightarrow \mathbb{R}$, are bounded measurable functions which satisfy the conditions sufficient for the existence of Lebesgue integrals, corresponding pathwise integrals w.r.t. fBms and Itô integrals w.r.t. Wiener processes.

As before we suppose that $C(s)$ does not vanish and $1 / C(s)$ is a bounded function on $[0, T]$. Suppose also that the conditional distribution $\pi_{0}:=E(\eta / \xi)$ is Gaussian. Under these assumptions the mutual distribution of the pair $(X, Y)$ is well-defined, and this pair is conditionally Gaussian pair, i.e., for any $0 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n} \leq t \leq T$ the joint conditional distribution of $\left(X_{t_{1}}, \ldots, X_{t_{n}}\right)$ given $\mathcal{F}_{t}^{Y}$ is Gaussian. The same is obviously true for the system $((X, E(\cdot, X)), Y)$. Then for any $t \in[0, T]$ the optimal filter $\pi_{t}$ has a Gaussian distribution, which can be completely characterized by its conditional mean value $\widehat{X}_{t}:=E\left(X_{t} / \mathcal{F}_{t}^{Y}\right)$ and conditional variance $\widehat{\sigma}_{t}^{2}:=E\left(\left(X_{t}-\widehat{X}_{t}\right)^{2} / \mathcal{F}_{t}^{Y}\right), t \in[0, T]$. Denote $\mathcal{D}(s):=A(s) / C(s)$ and note that now $E\left(s, x_{s}\right)=\mathcal{D}(s) x_{s}$ for any $x \in C^{1 / 2-}[0, T]$. Suppose that the following version of the condition (iii) is now fulfilled:
(iii") $\mathcal{D}(s) x_{s} s^{-\alpha} \in I_{0+}^{\alpha}\left(L_{1}[0, T]\right)$ for any $x \in C^{1 / 2-}[0, T]$. Evidently, the set of such $\mathcal{D}(s)$ is nonempty.

Consider for any $t \in[0, T]$ the semimartingale that is similar to (4.1.9):

$$
X_{u}^{t}:=\eta+\int_{0}^{u} a(s) X_{s} d s+\sum_{i=1}^{N} \int_{0}^{u} b_{i}(s) d W_{s}^{i}+\sum_{j=1}^{M} \int_{0}^{u} K_{H_{j}}^{c_{j}}(t, s) d M_{s}^{H_{j}}
$$

$0 \leq u \leq t$, so that $X_{t}^{t}=X_{t}$ from (4.2.1). Denote $\widehat{\sigma}_{0}^{2}:=E\left(\eta^{2} / \xi\right)-\left(\pi_{0}\right)^{2}$.
Lemma 4.2.1. For all $t \in[0, T]$

$$
\begin{align*}
& \widehat{X}_{t}=\pi_{0}+\int_{0}^{u} a(s) \widehat{X}_{s} d s+C_{H} \int_{0}^{u} \mathcal{D}(s) \widehat{\sigma}_{s}^{2} d \nu_{s}  \tag{4.2.2}\\
& \widehat{\sigma}_{t}^{2}=\widehat{\sigma}_{0}^{2}+2 \int_{0}^{t} a(s)\left(\widehat{\sigma}_{s}^{t}\right)^{2} d s+\sum_{i=1}^{N} \int_{0}^{t} b_{i}^{2}(s) d s
\end{align*}
$$

$$
\begin{align*}
& +\sum_{j=1}^{M}\left(1-2 \alpha_{j}\right) \int_{0}^{t}\left(K_{H_{j}}^{c_{j}}(t, s)\right)^{2} s^{-2 \alpha} d s-(1-2 \alpha) C_{H}^{2} \int_{0}^{t} \mathcal{D}(s) \widehat{\sigma}_{s}^{2} s^{-2 \alpha} d s \\
& \quad+C_{H} \int_{0}^{t} \mathcal{D}(s)\left(\left(\widehat{\left.X_{s}^{t}\right)^{2} X_{s}}-\widehat{\left(X_{s}^{t}\right)^{2}} \widehat{X_{s}}-2 \widehat{\sigma}_{s}^{2}\left(\widehat{X}_{s}^{t}\right)\right) d \nu_{s}\right. \tag{4.2.3}
\end{align*}
$$

where $\left(\widehat{\sigma}_{s}^{t}\right)^{2}:=E\left(\left(X_{s}^{t}-\widehat{X}_{s}^{t}\right)\left(X_{s}-\widehat{X}_{s}\right) / \mathcal{F}_{s}^{Y}\right)$.
Proof. By using Theorem 4.1.2 and independence of $\left\{W^{i}, M^{H_{j}}\right\}$ of $M^{H}$ we obtain that

$$
\begin{aligned}
\widehat{X}_{u}^{t}:=E\left(X_{u}^{t} / \mathcal{F}_{u}^{Y}\right) & \left.=\pi_{0}+\int_{0}^{u} a(s) \widehat{X}_{s} d s+C_{H} \int_{0}^{u}\left(X_{s} \widehat{E(s, X}\right)-\widehat{X}_{s} \pi_{s}(E)\right) d \nu_{s} \\
& =\pi_{0}+\int_{0}^{u} a(s) \widehat{X}_{s} d s+C_{H} \int_{0}^{u} \mathcal{D}(s) \widehat{\sigma}_{s}^{2} d \nu_{s}
\end{aligned}
$$

whence (4.2.2) follows. Now we apply the Itô formula to the semimartingale $\left\{\widehat{X}_{u}^{t}, 0 \leq u \leq t\right\}:$

$$
\begin{align*}
\left(\widehat{X}_{u}^{t}\right)^{2}= & \left(\pi_{0}\right)^{2}+\int_{0}^{u} 2 a(s)\left(\widehat{X}_{s}^{t}\right) \widehat{X}_{s} d s+2 C_{H} \int_{0}^{u} \mathcal{D}(s) \widehat{\sigma}_{s}^{2} \widehat{X}_{s}^{t} d \nu_{s} \\
& +C_{H}^{2}(1-2 \alpha) \int_{0}^{u} \mathcal{D}(s) \widehat{\sigma}_{s}^{2} s^{-2 \alpha} d s, t \in[0, T] \tag{4.2.4}
\end{align*}
$$

On the other hand,

$$
\begin{gathered}
\left(X_{u}^{t}\right)^{2}=\eta^{2}+\int_{0}^{u} 2 a(s)\left(X_{s}^{t}\right) X_{s} d s \\
+\sum_{i=0}^{N} \int_{0}^{u} b_{i}^{2}(s) d s+\sum_{j=1}^{M}\left(1-2 \alpha_{j}\right) \int_{0}^{u}\left(K_{H_{j}}^{c_{j}}(t, s)\right)^{2} s^{-2 \alpha_{j}} d s \\
+\sum_{i=1}^{N} \int_{0}^{u} 2 b_{i}(s) X_{s}^{t} d W_{s}^{i}+\sum_{j=1}^{M} \int_{0}^{u} 2 K_{H_{j}}^{c_{j}}(t, s) X_{s}^{t} d M_{s}^{H_{j}}
\end{gathered}
$$

whence

$$
\begin{align*}
& \widehat{\left(X_{u}^{t}\right)^{2}}= E\left(\eta^{2} / \xi\right)+\int_{0}^{u} 2 a(s)\left({\widehat{\left.X_{s}^{t}\right) X}}_{s} d s+\sum_{i=1}^{N} \int_{0}^{u} b_{i}^{2}(s) d s\right. \\
&+\sum_{j=1}^{M}\left(1-2 \alpha_{j}\right) \int_{0}^{u}\left(K_{H_{j}}^{c_{j}}(t, s)\right)^{2} s^{-2 \alpha_{j}} d s \\
&+C_{H} \int_{0}^{u} \mathcal{D}(s)\left(\left(\widehat{\left.X_{s}^{t}\right)^{2} X_{s}}\right)-\widehat{\left(X_{s}^{t}\right)^{2}} \widehat{X}_{s}\right) d \nu_{s}, t \in[0, T] . \tag{4.2.5}
\end{align*}
$$

Subtracting (4.2.4) from (4.2.5) for $u=t$, we obtain (4.2.3).

### 4.3 Optimal Filtering in Systems with Polynomial Fractional Brownian Noise

In all previous filtering models the noises were presented as the integrals w.r.t. a Wiener process or w.r.t. an fBm , but everywhere with nonrandom integrands. In this section we consider the simple case of a random integrand.

Let the signal process $\left\{X_{t}, t \in[0, T]\right\}$ and the observation process $\left\{Y_{t}, t \in[0, T]\right\}$ are defined by the following system of equations:

$$
\begin{gathered}
X_{t}=\eta+\int_{0}^{t} a\left(s, X_{s}\right) d s+\sum_{n=1}^{N} b_{n}\left(B_{t}^{H_{1}}\right)^{n} \\
Y_{t}=\xi+\int_{0}^{t} A\left(s, X_{s}\right) d s+\int_{0}^{t} C(s) d B_{s}^{H_{2}}, t \in[0, T]
\end{gathered}
$$

where $\left(B_{t}^{H_{1}}, B_{t}^{H_{2}}, t \in[0, T]\right)$ are fBms with Hurst indexes $H_{i} \in(1 / 2,1)$,
$a, A:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ are measurable functions and $b_{n}, 1 \leq n \leq N$ are real numbers. Suppose that the pair $(\eta, \xi)$ does not depend on $\left(B^{\bar{H}_{1}}, B^{H_{2}}\right)$, condition (i) holds for the function $C$, and condition (ii) holds for $E\left(s, x_{s}\right)$ with any $x \in C^{H_{1}-}[0, T]$. First we try to present the power term $\left(B_{t}^{H_{1}}\right)^{n}$ in the form

$$
\left(B_{t}^{H_{1}}\right)^{n}=\int_{0}^{t} M_{n}(t, s) d B_{s}+\int_{0}^{t} K_{n}(t, s) d s
$$

where $B$ is the underlying Wiener process (it means that $B_{t}^{H_{1}}=$ $\int_{0}^{t} m_{H_{1}}(t, s) d B_{s}$ with the kernel $m_{H_{1}}(t, s)$ from Section 1.8), $M_{n}(t, s)$ and $K_{n}(t, s)$ are some $\mathcal{F}_{s}$-adapted random functions. Evidently, for $n=1$

$$
B_{t}^{H_{1}}=\int_{0}^{t} m_{H_{1}}(t, s) d B_{s}
$$

Therefore $M_{1}(t, s)=m_{H_{1}}(t, s), \quad K_{1}(t, s)=0$. For arbitrary $n \geq 2\left(B_{t}^{H_{1}}\right)^{n}=$ $\int_{0}^{t} n\left(B_{s}^{H_{1}}\right)^{n-1} m_{H_{1}}(t, s) d B_{s}+\int_{0}^{t} \frac{n(n-1)}{2}\left(B_{s}^{H_{1}}\right)^{n-2}\left(m_{H_{1}}(t, s)\right)^{2} d s$.

So, the signal process can be presented as

$$
\begin{aligned}
X_{t}=\eta & +\int_{0}^{t} a\left(s, X_{s}\right) d s+\sum_{n=1}^{N} b_{n}\left(\int_{0}^{t} M_{n}(t, s) d B_{s}+\int_{0}^{t} K_{n}(t, s) d s\right) \\
& =\eta+\int_{0}^{t} a\left(s, X_{s}\right) d s+\int_{0}^{t} M(t, s) d B_{s}+\int_{0}^{t} K(t, s) d s
\end{aligned}
$$

where

$$
\begin{gathered}
M_{n}(t, s)=n\left(B_{s}^{H_{1}}\right)^{n-1} m_{H_{1}}(t, s), \\
K_{n}(t, s)=\frac{n(n-1)}{2}\left(B_{s}^{H_{1}}\right)^{n-2}\left(m_{H_{1}}(t, s)\right)^{2}
\end{gathered}
$$

$$
M(t, s)=\sum_{n=1}^{N} b_{n} M_{n}(t, s), K(t, s)=\sum_{n=1}^{N} b_{n} K_{n}(t, s)
$$

Suppose that $\left\langle B, M^{H_{2}}\right\rangle_{t}=\int_{0}^{t} \lambda_{s} s^{-2 \alpha} d s$, where $M_{t}^{H_{2}}=\int_{0}^{t} l_{H_{2}}(t, s) d B_{s}^{H_{2}}$.
Consider the family of semimartingales

$$
X_{s}^{t}:=\eta+\int_{0}^{s} a\left(u, X_{u}\right) d u+\int_{0}^{s} M_{n}(t, u) d B_{u}+\int_{0}^{s} K_{n}(t, u) d u
$$

$s \in[0, t], t \in[0, T]$. Let the function $\phi \in C^{2}(\mathbb{R})$. Then the process $\phi\left(X_{s}^{t}\right), s \in[0, t]$ is a semimartingale with the representation

$$
\phi\left(X_{s}^{t}\right)=\phi(\eta)+\int_{0}^{s} \phi^{\prime}\left(X_{u}^{t}\right) M(t, u) d B_{u}+\int_{0}^{s} L_{u}^{t}(\phi(\cdot)) d u
$$

where $L_{u}^{t}(\phi(\cdot))=\left(a\left(u, X_{u}\right)+K(t, u)\right) \phi^{\prime}(\cdot)+\frac{1}{2} \phi^{\prime \prime}(\cdot)(M(t, u))^{2}$.
So, Theorem 4.1.3 gives the following representation for the optimal filter $\pi_{s}\left(\phi\left(X_{s}^{t}\right)\right):$

$$
\begin{aligned}
\pi_{s}\left(\phi\left(X_{s}^{t}\right)\right) & =\pi(\phi(\eta))+\int_{0}^{s} \pi_{u}\left(L_{u}^{t}\left(\phi\left(X_{u}^{t}\right)\right)\right) d u+\int_{0}^{s}\left(\pi_{u}\left(\phi^{\prime}\left(X_{u}^{t}\right) M(t, u) \lambda_{u}\right)\right. \\
& \left.+C_{H}\left(\pi_{u}\left(\phi\left(X_{u}^{t}\right) E(u, X)\right)-\pi_{u}\left(\phi\left(X_{u}^{t}\right)\right) \pi_{u}(E)\right)\right) d \nu_{u}
\end{aligned}
$$

If we put $s=t$ then the equation for the optimal filter $\pi_{t}\left(\phi\left(X_{t}\right)\right)$ receives the form:

$$
\begin{aligned}
\pi_{t}\left(\phi\left(X_{t}\right)\right)= & \pi(\phi(\eta))+\int_{0}^{t} \pi_{u}\left(L_{u}^{t}\left(\phi\left(X_{u}^{t}\right)\right)\right) d u+\int_{0}^{t}\left(\pi_{u}\left(\phi^{\prime}\left(X_{u}^{t}\right) M(t, u) \lambda_{u}\right)\right. \\
& \left.+C_{H}\left(\pi_{u}\left(\phi\left(X_{u}^{t}\right) E(u, X)\right)-\pi_{u}\left(\phi\left(X_{u}^{t}\right)\right) \pi_{u}(E)\right)\right) d \nu_{u}
\end{aligned}
$$

## Financial Applications of Fractional Brownian Motion

### 5.1 Discussion of the Arbitrage Problem

### 5.1.1 Long-range Dependence in Economics and Finance

As mentioned in the paper (WTT99), long-range dependence in economics and finance has a long history and is an area of active research (e.g., see (Lo91), (CKW95)). The importance of long-range dependent processes as stochastic models lies in the fact that they provide an explanation and interpretation of an empirical law that is commonly referred to as the Hurst law or Hurst effect. In short, for a given set of observations $\left\{X_{i}, i \geq 1\right\}$ with partial sum $Y(n)=\sum_{i=1}^{n} X_{i}, n \geq 1$, and sample variance $S^{2}(n)=n^{-1} \sum_{i=1}^{n}\left(X_{i}-n^{-1} Y(n)\right)^{2}, n \geq 1$, the rescaled adjusted range statistic or $R / S$-statistic is defined by

$$
\frac{R}{S}(n)=\frac{1}{S(n)}\left(\max _{0 \leq t \leq n}\left(Y(t)-\frac{t}{n} Y(n)\right)-\min _{0 \leq t \leq n}\left(Y(t)-\frac{t}{n} Y(n)\right)\right), n \geq 1
$$

Hurst in (Hur51) found that many naturally occurring empirical records appear to be well represented by the relation $E((R / S)(n)) \sim c_{1} n^{H}$ as $n \rightarrow \infty$, with typical values of the Hurst parameter $H \in(1 / 2,1)$, and $c_{1}$ a finite positive constant not depending on $n$. But in the case when the observations come from a short-range dependent model, then $E(R / S(n)) \sim c_{2} n^{1 / 2}$ as $n \rightarrow \infty$, where $c_{2}$ does not depend on $n$. The discrepancy between these two relations is called the Hurst effect or Hurst phenomenon. The analysis of the R/S-statistic, provided in (WTT99), (TTW95) and (TT97), leads to the recommendation to use a diverse portfolio of time-domain-based and frequency-domain-based graphics and statistical methods, including the graphical R/S-method, the modified R/S-statistic (Lo91) and Whittle's approach. Also, another (possibly,
surprising) recommendation is: in the case when statistical analysis cannot be expected to provide a definitive answer concerning the presence or absence of long-range dependence in asset price returns, a more revealing and also much more challenging approach to tackle this problem consists of providing a mathematically rigorous physical "explanation" for the presence or absence of the long-range dependence phenomenon in stock returns.

### 5.1.2 Arbitrage in "Pure" Fractional Brownian Model. The Original Rogers Approach

Suppose that we establish that the existence of long-range dependence on the financial market in which we operate, and we must model a share price process using long-range dependence of returns. So, we can try to replace the clasical log-Brownian model (BlSc73)

$$
d S_{t}=S_{t}\left(\mu d t+\sigma d W_{t}\right), t \geq 0
$$

involving some Brownian motion $W$ by the model involving $\mathrm{fBm} B^{H}$ :

$$
\begin{equation*}
d S_{t}=S_{t}\left(\mu d t+d B_{t}^{H}\right), t \geq 0 \tag{5.1.1}
\end{equation*}
$$

where $H \in(1 / 2,1)$.
Three main problems arise immediately: what will be the class of financial strategies, what will be the kind of stochastic integral w.r.t. the fBm used in the model and is such a model arbitrage-free or not? There has been wide discussion on these topics and we will present here the main (in our opinion) results and conclusions. It seems that the first attempt to construct arbitrage on the financial market that is modeled with fBm , was made by Rogers (Rog97). He did not use geometric fBm like (5.1.1) but fBm itself, and exploits its stationary properties, obtains an arbitrage possibility and immediately concludes that fBm is an absurd model for finance markets (as we shall see later, the situation is not so dramatic).

The notion of arbitrage that will be used (only in this subsection) is the following: we say that an arbitrage exists on the interval $[a, b]$ if there is some trading strategy whose gains process $\left\{\eta_{t}, a \leq t \leq b\right\}$ satisfies the following conditions: $(a) \eta_{a}=0$; (b) $\eta_{t} \geq-\beta$ for all $a \leq t \leq b$ and some $\beta>0$; (c) $P\left\{\eta_{b}>0\right\}>0$.

The brief description of the Rogers construction is the following. Suppose that $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}, t \in \mathbb{R}_{+}\right\}, P\right)$ is a filtered probability space and $\left\{X_{t}, t \in \mathbb{R}_{+}\right\}$ is a continuous integrable adapted process. For any $a>0$ and $0 \leq t<b$ define

$$
\tau(t, b, a):=\inf \left\{u>t: X_{u}-X_{t} \notin[-a, a]\right\} \wedge b
$$

Lemma 5.1.1. Let, for any rational $a, b, t$ with $t<b$,

$$
\begin{equation*}
E\left(X_{\tau(t, b, a)}-X_{t} / \mathcal{F}_{t}\right)=0 \quad \text { a.s. } \tag{5.1.2}
\end{equation*}
$$

Then $X$ is a local martingale.

Proof. For any stopping time $T \leq c$ equality (5.1.2) can be extended to

$$
\begin{equation*}
E\left(X_{\tau(T, b, a)}-X_{T} / \mathcal{F}_{T}\right)=0 \quad \text { a.s. } \tag{5.1.3}
\end{equation*}
$$

Indeed, we can approximate $T$ by a sequence of stopping times $T^{(n)}$ $=2^{-n}\left(\left[2^{n} T\right]+1\right)$, taking discretely many rational values and decreasing to $T$. Now fix $N \in \mathbb{N}$, define $\tau:=\tau(0, N, N)$, fix $\varepsilon>0$ and define the stopping times $\sigma_{0}^{\varepsilon}=0$,

$$
\sigma_{n+1}^{\varepsilon}:=\inf \left\{u>\sigma_{n}^{\varepsilon}: X_{u}-X_{\sigma_{n}^{\varepsilon}} \notin(-\varepsilon, \varepsilon)\right\} \wedge \tau
$$

$n \geq 0$. Evidently, $\sigma_{n}^{\varepsilon} \uparrow \tau$ as $n \rightarrow \infty$. From (5.1.3) it follows that

$$
E\left(X_{\sigma_{n+1}^{\varepsilon}} / \mathcal{F}_{\sigma_{n}^{\varepsilon}}\right)=X_{\sigma_{n}^{\varepsilon}} .
$$

Since $\left|X_{\sigma_{n}^{\varepsilon}}\right| \leq N+\left|X_{0}\right|$, we have that for any $n \geq 0 X_{\sigma_{n}^{\varepsilon}}=E\left(X_{\tau} / \mathcal{F}_{\sigma_{n}^{\varepsilon}}\right)$, and as $\varepsilon \rightarrow \infty$ we obtain that for any $t<N$

$$
X_{t \wedge \tau}=E\left(X_{\tau} / \mathcal{F}_{t}\right)
$$

which means that $X_{t \wedge \tau}$ is a martingale, and this is sufficient.
Now, as we have seen in Section 1.15, $\mathrm{fBm} B^{H}$ is not a semimartingale (in particular, it is not a local martingale) unless $H=1 / 2$. As a conclusion, we obtain from Lemma 5.1.1 that for $\mathrm{fBm}\left\{B_{t}^{H}, t \in \mathbb{R}\right\}$ the following is true: if we define for any $n \in \mathbb{N}$ the process

$$
Y_{n}(t):=\left(B_{t \cdot 2^{-n}-2^{1-n}}^{H}-B_{-2^{1-n}}^{H}\right) 2^{n H}
$$

$0 \leq t \leq 1, H \in(1 / 2,1)$, and $\mathcal{Y}_{n}:=\mathcal{F}_{-2^{-n}}^{B^{H}}$, then there exist $a>0$ and $\varepsilon>0$, such that

$$
P\left\{E\left(Y_{n}\left(\tau_{n}\right) / \mathcal{Y}_{n-1}\right) \geq \varepsilon\right\} \geq \varepsilon
$$

where $\tau_{n}=\inf \left\{t>0: Y_{n}(t) \in[-a, a]\right\} \wedge 1$. Note that by the scaling properties of $B^{H}$ the sequence $\left\{Y_{n}, n \in \mathbb{Z}\right\}$ of $C[0,1]$-valued random variables is stationary and even ergodic since $\bigcap_{n} \sigma\left\{Y_{k}, k \leq-n\right\}$ is trivial. The ergodic theorem guarantees that

$$
P\left\{E\left(Y_{n}\left(\tau_{n}\right) / \mathcal{Y}_{n-1}\right) \geq \varepsilon \text { for infinitely many } n \geq 0\right\}=1
$$

Consider the period $\left(-2^{1-n},-2^{-n}\right.$ ] and call this period "promising" if $E\left(Y\left(\tau_{n}\right) / \mathcal{Y}_{n-1}\right) \geq \varepsilon$. There will be infinitely many "promising" periods. The investment strategy is the following one: we invest a unit amount in each "promising" period but immediately sell our holding and wait until the end of the period if $Y_{n}$ goes out of $[-a, a]$ during the promising period. So, the gain $\zeta_{n}$ made during a "promising" period satisfies the relations $-a \leq \zeta_{n} \leq a$,
$E\left(\zeta_{n} / \mathcal{Y}_{n-1}\right) \geq \varepsilon$, and for the "nonpromising" period $\zeta_{n}=0$. Denote accumulated gain by $\eta_{n}=\sum_{k \leq n} \zeta_{k}$. Then we can take $\lambda>0$ sufficiently small such that

$$
E\left(e^{-\lambda \eta_{n}} / \mathcal{Y}_{n-1}\right) \leq e^{-\lambda \eta_{n-1}}
$$

Therefore, $e^{-\lambda \eta_{n}}$ is a nonnegative supermartingale convergent a.s. to 0 . If we stop $\eta_{n}$ at the first time $\nu$ when $\eta_{n}<-a$, then

$$
P\{\nu<\infty\} \leq \exp \{-\lambda a\}<1
$$

and on the event $\{\nu=+\infty\} \quad \eta_{n} \rightarrow+\infty$. Finally, the arbitrage strategy can be described as follows: invest a unit amount in $Y$ (which is the same as investing an amount $2^{n H}$ in $B^{H}$ during period $n$ ) in each "promising" period until either $\eta_{n}$ has risen to 1 or falls to below $-a$. The former happens at least with probability $1-\exp \{-\lambda a\}$, and the resulting gain is 1 , and if the latter happens we lose at most $2 a$. If the latter happens we invest $1 / 2$ in each "promising" period until either $\eta_{n}$ has risen to 1 or has fallen below $\frac{5 a}{2}$. If the latter happens we lose at most $3 a$, and invest $1 / 4$ in each "promising" period until either $\eta$ has risen to 1 or has fallen below $\frac{13 a}{4}$ and so on. To continue in this way, successively halving the stake when things go badly, we shall eventually be successful and make a net gain of at least 1 , and the worst that can happen is that our wealth meantime could fall to $4 \alpha$, so we have arbitrage in our definition.

### 5.1.3 Arbitrage in the "Pure" Fractional Model. <br> Results of Shiryaev and Dasgupta

Consider a $(B(r), S(r))$-market with

$$
\begin{align*}
& B_{t}(r)=e^{r t} \\
& S_{t}(r)=e^{\mu t+\sigma B_{t}^{H}}, \quad t \geq 0 \tag{5.1.4}
\end{align*}
$$

$H \in(1 / 2,1)$. Let for simplicity $\mu=r, \sigma=1$. We construct a portfolio $\pi=(\beta, \gamma)$ with $\beta_{t}=1-e^{2 B_{t}^{H}}, \gamma_{t}=2\left(B_{t}^{H}-1\right)$. For such a portfolio we have that the corresponding capital $X_{t}^{\pi}$ equals

$$
X_{t}^{\pi}=\beta_{t} B_{t}(r)+\gamma_{t} S_{t}(r)=e^{r t}\left(e^{B_{t}^{H}}-1\right)^{2}
$$

From the Itô formula (2.7.5) for a pathwise integral w.r.t. fBm,

$$
\begin{gather*}
X_{t}^{\pi}=\int_{0}^{t} r e^{r s}\left(e^{B_{s}^{H}}-1\right)^{2} d s+2 \int_{0}^{t} e^{r s+B_{s}^{H}}\left(e^{B_{s}^{H}}-1\right) d B_{s}^{H}  \tag{5.1.5}\\
=\int_{0}^{t} \beta_{s} d B_{s}(r)+\int_{0}^{t} \gamma_{s} d S_{s}(r)
\end{gather*}
$$

and (5.1.5) exactly means that the strategy $\pi$ is self-financing strategy in usual sense. So, for this portfolio $X_{0}^{\pi}=0$ and $X_{t}^{\pi}>0$ a.s. for any $t>0$, and everyone understands that it is an arbitrage possibility (in any appropriate definition). This is Shiryaev's example (Shi01).

A very close result was obtained by Dasgupta (Das98). He considered a one-dimensional portfolio $\pi_{t}, 0 \leq t \leq 1$, the same model as in (5.1.4), defined discounted gain as

$$
G_{t}=\int_{0}^{t} \pi(s) B_{s}^{-1}(r)\left(\sigma d B_{s}^{H}+(\mu-r) d s\right)
$$

and determined arbitrage as the following possibility:
(a) there exists $\alpha \in \mathbb{R}$ such that $P\left\{G_{t} \geq \alpha, 0 \leq t \leq 1\right\}=1$;
(b) $P\left\{G_{t} \geq 0\right\}=1, \quad(c) P\left\{G_{1}>0\right\}>0$.

Now, consider the particular case $\mu=r$ and the particular portfolio

$$
\begin{equation*}
\pi_{t}=2 e^{r t+\sigma B_{t}^{H}}\left(e^{\sigma B_{t}^{H}}-1\right) \tag{5.1.6}
\end{equation*}
$$

With portfolio (5.1.6) the gain process equals

$$
\begin{gathered}
G_{t}=\int_{0}^{t} 2 e^{\sigma B_{s}^{H}}\left(e^{\sigma B_{s}^{H}}-1\right) \sigma d B_{s}^{H}=\int_{0}^{t} e^{2 \sigma B_{s}^{H}}\left(2 \sigma d B_{s}^{H}\right) \\
-2 \int_{0}^{t} e^{\sigma B_{s}^{H}}\left(2 \sigma d B_{s}^{H}\right)=e^{2 \sigma B_{t}^{H}}-1-2 e^{\sigma B_{t}^{H}}+2=\left(e^{\sigma B_{t}^{H}}-1\right)^{2} .
\end{gathered}
$$

Of course, we obtain arbitrage possibility. As a conclusion, we see that the "pure" continuous-time model based on fBm is not arbitrage-free, if the arbitrage possibility is defined in any appropriate terms. The same fact is emphasized in PhD thesis of Cheridito (Che01b), the paper of Salopek (Sal98); see also an early discussion on arbitrage with fBm in finance in (MS93).

Now we can discuss discrete-time models and "mixed" models (the latter ones are much more promising).

### 5.1.4 Mixed Brownian-Fractional-Brownian Model: Absence of Arbitrage and Related Topics

Let $\left\{W_{t}, t \geq 0\right\}$ be a standard Wiener process and $\left\{B_{t}^{H}, t \geq 0\right\}$ be an fBm with the Hurst index $H \in(1 / 2,1)$, both defined on a filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}, t \geq 0\right\}, P\right)$.

Consider a mixed version of the Black-Merton-Scholes model, i.e. a $(B, S)$-market with a bond $B$ and a stock $S$, where

$$
\begin{equation*}
B_{t}=e^{r t}, \quad S_{t}=e^{a W_{t}+b B_{t}^{H}+c t}, \quad r, a, b, c \in \mathbb{R}, t \in \mathbb{R}_{+} \tag{5.1.7}
\end{equation*}
$$

For a given strategy (or a portfolio) $\pi=\left\{\beta_{t}, \gamma_{t}, t \geq 0\right\}$ the capital $\left\{X_{t}, t \geq 0\right\}$ corresponding to this portfolio equals

$$
\begin{equation*}
X_{t}=B_{t} \cdot \beta_{t}+S_{t} \cdot \gamma_{t} . \tag{5.1.8}
\end{equation*}
$$

We make the following assumptions about the strategy $\pi$ :

1) $\pi$ is a self-financing strategy, i.e.

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} \beta_{s} d B_{s}+\int_{0}^{t} \gamma_{s} d S_{s} ; \tag{5.1.9}
\end{equation*}
$$

2) $\pi$ is a Markov-type strategy, i.e.

$$
\begin{equation*}
\beta_{t}=\beta\left(S_{t}, t\right), \quad \gamma_{t}=\gamma\left(S_{t}, t\right) \tag{5.1.10}
\end{equation*}
$$

One needs to be accurate with condition (5.1.9), for it to reflect the real economic concept of "self-financing". This entails that the meaning of the second integral in (5.1.9) should be specified clearly. We understand it now in the pathwise sense, i.e. as the following limit with probability 1 :

$$
\int_{0}^{t} \gamma_{s} d S_{s}=\lim _{\max \left|s_{k+1}-s_{k}\right| \rightarrow 0} \sum_{k=0}^{n-1} \gamma_{s_{k}}\left(S_{s_{k+1}}-S_{s_{k}}\right)
$$

Here, the sum $\sum_{k=0}^{n-1} \gamma_{s_{k}}\left(S_{s_{k+1}}-S_{s_{k}}\right)$ is an obvious formula for the capital, earned on the price variation of $S$ with a piecewise buy-and-hold strategy $\left\{\tilde{\gamma}_{t}, t \in \mathbb{R}_{+}\right\}=\left\{\gamma_{s_{k}}, s_{k} \leq t<s_{k+1}, t \geq 0\right\}$. Hence, the integral $\int_{0}^{t} \gamma_{s} d S_{s}$, as the capital earned on $S$ with the continuous strategy $\left\{\gamma_{t}, t \in \mathbb{R}_{+}\right\}$, agrees with the "fundamental moral" in the definition of self-financing conditions (for discussion on this topic see Section 5.2.2).

We say that the strategy $\pi$ has an arbitrage opportunity if there exists $T>0$ such that

$$
X_{0}=0, \quad X_{T} \geq 0(P-\text { a.s. }), \quad P\left(X_{T}>0\right)>0 .
$$

In the mixed model (5.1.7) with $a \neq 0$ and $b \neq 0$, some results in this direction have been obtained in the papers of (Ku99), (Che01b), (MV02), (Zah02a). More exactly, Kuznetsov (Ku99) established the absence of arbitrage under the condition of independence of processes $W$ and $B^{H}$. As we mentioned in Subsection 3.4.2, Cheridito (Che01b) proved that, for $H \in(3 / 4,1)$, the mixed model with independent $W$ and $B^{H}$ is equivalent to the one with Brownian motion and hence it is arbitrage-free. Zähle (Zah02a) proved the absence of arbitrage in the general mixed model with independent Wiener process and the process of zero quadratic variation (Dirichlet processes, see, for example, (Fol81b)). In the mixed model, studied in the paper (MV02), there is no requirement of independence. Conversely, the absence of arbitrage is demonstrated under the condition that the process $B^{H}$ is connected with the process $W$ as in formula (1.8.17).

The main result of this subsection is that the mixed market is arbitragefree without any conditions on the dependence of $W$ and $B^{H}$, if we restrict ourselves to the self-financing Markov-type strategies with smooth $\beta$ and $\gamma$.

## Conditions of Self-Financing and Their Consequences

Note that in the case of the Markov-type strategy (5.1.10), the process of capital $X_{t}$ can be written as a function of price of the stock $S$ at the moment $t$ :

$$
\begin{equation*}
X_{t}=\Phi\left(S_{t}, t\right) \tag{5.1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(x, t)=e^{r t} \cdot \beta(x, t)+x \cdot \gamma(x, t) . \tag{5.1.12}
\end{equation*}
$$

We prove in this section that the self-financing assumption strongly restricts the class of possible functions $\Phi$ in (5.1.11).

In the case of $\gamma_{t}=\gamma\left(S_{t}, t\right)$ with smooth $\gamma(\cdot, \cdot)$, the integral $\int_{0}^{t} \gamma_{s} d S_{s}$ exists and it can be presented in the form

$$
\begin{equation*}
\int_{0}^{t} \gamma_{s} d S_{s}=\int_{0}^{t} a \gamma_{s} S_{s} d W_{s}+\int_{0}^{t} b \gamma_{s} S_{s} d B_{s}^{H}+\int_{0}^{t}\left(c+\frac{a^{2}}{2}\right) \gamma_{s} S_{s} d s \tag{5.1.13}
\end{equation*}
$$

where the first integral on the right-hand side is the Itô integral, the second integral is the pathwise Riemann-Stieltjes integral and the third one is the Riemann integral. Formula (5.1.13) gives the Itô formula for an exponent of the mixed process. In addition, we shall refer in this subsection to the Itô formula for processes with generalized quadratic variation (see Subsection 2.7.2).

The Itô integral in (5.1.13) appears due to the choice of the left endpoint $s_{k}$ in the expression under the summation sign in (5.1.12). Such a choice is crucial for condition (5.1.9) to have the economic sense of self-financing. The second integral $\int_{0}^{t} b \gamma_{s} S_{s} d B_{s}^{H}$ does not depend on the choice of inner points of the intervals.

Theorem 5.1.2. Let the $(B, S)$-market be given by (5.1.7) with $a \neq 0$. Suppose also that for all $t>0$ the support of the distribution of $S_{t}$ coincides with

$$
\begin{equation*}
\operatorname{supp}\left(S_{t}\right)=[0,+\infty) \tag{5.1.14}
\end{equation*}
$$

Then in the class of Markov-type strategies (5.1.10) with

$$
\{\beta(x, t), \gamma(x, t)\} \subset C^{2}((0,+\infty)) \times C^{1}([0,+\infty))
$$

the condition of self-financing (5.1.9) is equivalent to the following one:
(i) There exists a function $\phi(x, t) \in C^{2}((0,+\infty)) \times C^{1}([0,+\infty))$, which satisfies the equation

$$
\begin{equation*}
\phi_{t}^{\prime}(x, t)+\frac{a^{2}}{2} x^{2} \phi_{x x}^{\prime \prime}(x, t)+r x \phi_{x}^{\prime}(x, t)-r \phi(x, t)=0 \tag{5.1.15}
\end{equation*}
$$

and the strategy $(\beta, \gamma)$ can be expressed in terms of $\phi$ :

$$
\left\{\begin{array}{l}
\beta(x, t)=e^{-r t}\left(\phi(x, t)-x \cdot \phi_{x}^{\prime}(x, t)\right)  \tag{5.1.16}\\
\gamma(x, t)=\phi_{x}^{\prime}(x, t)
\end{array}\right.
$$

Remark 5.1.3. Condition (5.1.14) holds, for example, in the case when the processes $W$ and $B^{H}$ are jointly Gaussian, and, hence, $\log \left(S_{t}\right)=a W_{t}+b B_{t}^{H}$ $+c t, t \geq 0$ is a Gaussian process.
Remark 5.1.4. Under condition (i) we have the identity $\Phi(x, t)=\phi(x, t)$.
Proof of Theorem 5.1.2. Below we use the Itô formula for processes with generalized quadratic variation; see (3.1.25), (3.1.26). Firstly, the Itô formula holds for continuous processes with generalized bracket. Secondly, if the process $Z$ has the usual bracket, then it has the same generalized bracket.

Let consider the process $S_{t}$ and prove that it has usual bracket. Indeed,

$$
\begin{gathered}
\sum_{k=0}^{n}\left(\Delta S_{t_{k}}\right)^{2}=\sum_{k=0}^{n}\left(e^{a W_{t_{k+1}}+b B_{t_{k+1}}^{H}+c t_{k+1}}-e^{a W_{t_{k}}+b B_{t_{k}}^{H}+c t_{k}}\right)^{2} \\
=\sum_{k=0}^{n} e^{2 a W_{t_{k+1}}}\left(e^{b B_{t_{k+1}}^{H}+c t_{k+1}}-e^{b B_{t_{k}}^{H}+c t_{k}}\right)^{2} \\
+\sum_{k=0}^{n}\left(e^{a W_{t_{k+1}}}-e^{a W_{t_{k}}}\right)^{2} e^{2 b B_{t_{k}}^{H}+2 c t_{k}} \\
+2 \sum_{k=0}^{n} e^{a W_{t_{k+1}}} e^{b B_{t_{k}}^{H}+c t_{k}}\left(e^{a W_{t_{k+1}}}-e^{a W_{t_{k}}}\right)\left(e^{b B_{t_{k+1}}^{H}+c t_{k+1}}-e^{b B_{t_{k}}^{H}+c t_{k}}\right) \\
=: I_{1}^{n}+I_{2}^{n}+I_{3}^{n} .
\end{gathered}
$$

Evidently, $I_{2}^{n} \rightarrow \int_{0}^{t} S_{u}^{2} a^{2} d u$, a.s. and in $L_{2}(P)$. Further,

$$
\left|e^{b B_{t_{k+1}}^{H}+c t_{k+1}}-e^{b B_{t_{k}}^{H}+c t_{k}}\right| \leq e^{b B_{t_{k}}^{H}+c t_{k}}\left|b \Delta B_{t_{k}}^{H}+c \Delta t_{k}\right|
$$

and the trajectories of $B^{H}$ belong to the class $C^{H-}[0, T]$ with $H>1 / 2$. Therefore $I_{1}^{n} \rightarrow 0$ a.s., and the same is true for $I_{3}^{n}$. It means that the bracket of $S$ has the form

$$
\begin{equation*}
[S]_{t}=\int_{0}^{t} a^{2} S_{u}^{2} d u \tag{5.1.17}
\end{equation*}
$$

Let us apply the Itô formula (2.7.8) to the processes $B_{t} \beta\left(S_{t}, t\right)$ and $S_{t} \gamma\left(S_{t}, t\right)$ from (5.1.8). We obtain the equalities

$$
\begin{align*}
& B_{t} \beta\left(S_{t}, t\right)-\beta(1,0)=\int_{0}^{t} d\left(B_{u} \beta\left(S_{u}, u\right)\right) \\
&=\int_{0}^{t} \beta\left(S_{u}, u\right) d B_{u}+ \int_{0}^{t} B_{u} \beta_{t}^{\prime}\left(S_{u}, u\right) d u+\int_{0}^{t} B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right) d S_{u}  \tag{5.1.18}\\
&+\frac{1}{2} \int_{0}^{t} B_{u} \beta_{x x}^{\prime \prime}\left(S_{u}, u\right) d[S]_{u}
\end{align*}
$$

and

$$
\begin{gather*}
S_{t} \gamma\left(S_{t}, t\right)-\gamma(1,0)=\int_{0}^{t} d\left(S_{u} \gamma\left(S_{u}, u\right)\right) \\
=\int_{0}^{t} \gamma\left(S_{u}, u\right) d S_{u}+\int_{0}^{t} S_{u} \gamma_{t}^{\prime}\left(S_{u}, u\right) d u+\int_{0}^{t} S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right) d S_{u}  \tag{5.1.19}\\
+\frac{1}{2} \int_{0}^{t}\left(2 \gamma_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x x}^{\prime \prime}\left(S_{u}, u\right)\right) d[S]_{u}
\end{gather*}
$$

Combining equations (5.1.18) and (5.1.19), we obtain:

$$
\begin{gather*}
X_{t}-X_{0}-\int_{0}^{t} \beta\left(S_{u}, u\right) d B_{u}-\int_{0}^{t} \gamma\left(S_{u}, u\right) d S_{u} \\
=\int_{0}^{t}\left(B_{u} \beta_{t}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{t}^{\prime}\left(S_{u}, u\right)\right) d u+\int_{0}^{t}\left(B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right) d S_{u} \\
+\frac{1}{2} \int_{0}^{t}\left(B_{u} \beta_{x x}^{\prime \prime}\left(S_{u}, u\right)+2 \gamma_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x x}^{\prime \prime}\left(S_{u}, u\right)\right) d[S]_{u} \tag{5.1.20}
\end{gather*}
$$

Comparing equations (5.1.20) and (5.1.9), we conclude that the condition of self-financing of the strategy $\pi=\left\{\beta_{t}, \gamma_{t}, t \in \mathbb{R}_{+}\right\}$is equivalent to the equation

$$
\begin{align*}
& \int_{0}^{t}\left(B_{u} \beta_{t}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{t}^{\prime}\left(S_{u}, u\right)\right) d u+\int_{0}^{t}\left(B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right) d S_{u} \\
& \quad+\frac{1}{2} \int_{0}^{t}\left(B_{u} \beta_{x x}^{\prime \prime}\left(S_{u}, u\right)+2 \gamma_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x x}^{\prime \prime}\left(S_{u}, u\right)\right) d[S]_{u}=0, \quad t>0 \tag{5.1.21}
\end{align*}
$$

From the same Itô formula and definition of the process $S$, we obtain that

$$
S_{t}=S_{0}+\int_{0}^{t} S_{u} d\left(a W_{u}+b B_{u}^{H}+c u\right)+\int_{0}^{t} \frac{1}{2} a^{2} S_{u} d u
$$

where the integral $\int_{0}^{t} S_{u} d W_{u}$ exists as the usual Itô integral, and the integral $\int_{0}^{t} S_{u} d B_{u}^{H}$ exists as the limit of the Riemann-Stieltjes sums, because $S \in C^{1 / 2-}[0, T], B^{H} \in C^{H-}[0, T]$, and $1 / 2+H>1$.

Substituting equation (5.1.17) into equation (5.1.21), we obtain that equation (5.1.21) can be rewritten as

$$
\begin{gathered}
\int_{0}^{t}\left(B_{u} \beta_{t}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{t}^{\prime}\left(S_{u}, u\right)\right) d u \\
+\int_{0}^{t}\left(B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right) S_{u} d\left(a W_{u}+b B_{u}^{H}+\left(c+a^{2} / 2\right) u\right)
\end{gathered}
$$

$$
\begin{equation*}
+\frac{a^{2}}{2} \int_{0}^{t}\left(B_{u} \beta_{x x}^{\prime \prime}\left(S_{u}, u\right)+2 \gamma_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x x}^{\prime \prime}\left(S_{u}, u\right)\right) S_{u}^{2} d u=0 \tag{5.1.22}
\end{equation*}
$$

Let us take the quadratic variation of the both sides of (5.1.22). Evidently, the usual bracket of all Lebesgue integrals in (5.1.22) vanishes, and the bracket of the Itô integral equals

$$
\begin{aligned}
& {\left[\int_{0}\left(B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right) S_{u} d\left(a W_{u}\right)\right]_{t}=} \\
& \quad=a^{2} \int_{0}^{t}\left(B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right)^{2} S_{u}^{2} d u
\end{aligned}
$$

Establish now that the usual bracket of the process $\int_{0}^{t}\left(B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+\right.$ $\left.S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right) S_{u} d\left(b B_{u}^{H}\right)$ a.s. equals 0 . In this order denote $f_{u}:=b\left(B_{u} \beta_{x}^{\prime}\left(S_{u}\right.\right.$, $\left.u)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right)$. Evidently, the trajectories of this process belong to the class $C^{1 / 2-}[0, T]$. Further, from the estimate in Proposition 22 (FdP99), it follows that

$$
\left|\int_{t_{k}}^{t_{k+1}} f_{u} d B_{u}^{H}-f_{t_{k}} \Delta B_{t_{k}}^{H}\right| \leq C\|f\|_{C^{1 / 2-\delta}}\left\|B^{H}\right\|_{C^{H-\delta}}\left(\Delta t_{k}\right)^{1 / 2+H-2 \delta}
$$

with constant $C$ not depending on $f$ and $B^{H}$ and such $\delta$ that $1 / 2+H-2 \delta>1$, i.e. $\delta<\alpha / 2$. Therefore,

$$
\begin{gathered}
\sum_{k=0}^{n}\left(\int_{t_{k}}^{t_{k+1}} f_{u} d B_{u}^{H}\right)^{2} \leq 2 \sum_{k=0}^{n}\left(\int_{t_{k}}^{t_{k+1}} f_{u} d B_{u}^{H}-f_{t_{k}} \Delta B_{t_{k}}^{H}\right)^{2} \\
+2 \sum_{k=0}^{n}\left(f_{t_{k}}\right)^{2}\left(\Delta B_{t_{k}}^{H}\right)^{2} \leq 2 C^{2}\|f\|_{C^{1 / 2-\delta}}^{2}\left\|B^{H}\right\|_{C^{H-\delta}}^{2} \sum_{k=0}^{n}\left(\Delta t_{k}\right)^{1+2 H-4 \delta} \\
+2 \sum_{k=0}^{n}\left(f_{t_{k}}\right)^{2}\left(\Delta B_{t_{k}}^{H}\right)^{2} \rightarrow 0 \quad \text { a.s. }
\end{gathered}
$$

From all these estimations and (5.1.22) we obtain

$$
\begin{equation*}
a^{2} \int_{0}^{t}\left(B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)\right)^{2} S_{u}^{2} d u=0 \tag{5.1.23}
\end{equation*}
$$

Since (5.1.23) holds for all $t>0$, we easily deduce that

$$
\begin{equation*}
B_{u} \beta_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x}^{\prime}\left(S_{u}, u\right)=0 \tag{5.1.24}
\end{equation*}
$$

for all $u>0$ and almost all (a.a.) $\omega \in \Omega$.

Substituting (5.1.24) into (5.1.22) we obtain another equation for all $t>0$ :

$$
\begin{gathered}
\int_{0}^{t}\left(B_{u} \beta_{t}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{t}^{\prime}\left(S_{u}, u\right)\right) d u+\frac{a^{2}}{2} \int_{0}^{t}\left(B_{u} \beta_{x x}^{\prime \prime}\left(S_{u}, u\right)+2 \gamma_{x}^{\prime}\left(S_{u}, u\right)\right. \\
\left.+S_{u} \gamma_{x x}^{\prime \prime}\left(S_{u}, u\right)\right) S_{u}^{2} d u=0
\end{gathered}
$$

This means that the equality

$$
\begin{gather*}
B_{u} \beta_{t}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{t}^{\prime}\left(S_{u}, u\right)  \tag{5.1.25}\\
+\frac{a^{2}}{2}\left(B_{u} \beta_{x x}^{\prime \prime}\left(S_{u}, u\right)+2 \gamma_{x}^{\prime}\left(S_{u}, u\right)+S_{u} \gamma_{x x}^{\prime \prime}\left(S_{u}, u\right)\right) S_{u}^{2}=0
\end{gather*}
$$

holds for all $u>0$ and a.a. $\omega \in \Omega$.
Condition (5.1.14) of the theorem ensures that equations (5.1.24) and (5.1.25) may hold if and only if

$$
\begin{gather*}
B_{t} \beta_{x}^{\prime}(x, t)+x \gamma_{x}^{\prime}(x, t)=0  \tag{5.1.26}\\
B_{t} \beta_{t}^{\prime}(x, t)+x \gamma_{t}^{\prime}(x, t)+\frac{a^{2}}{2}\left(B_{t} \beta_{x x}^{\prime \prime}(x, t)+2 \gamma_{x}^{\prime}(x, t)+x \gamma_{x x}^{\prime \prime}(x, t)\right) x^{2}=0 \tag{5.1.27}
\end{gather*}
$$

for all $t>0, x>0$.
The last relations mean that the strategy $\left(\beta\left(S_{t}, t\right), \gamma\left(S_{t}, t\right)\right)$ is selffinancing if and only if the pair $(\beta(x, t), \gamma(x, t))$ satisfies equations (5.1.26), (5.1.27).

Now assume that condition (i) of the theorem holds. Substituting $\beta$ and $\gamma$ from (5.1.16) into (5.1.26) and (5.1.27) we obtain an identity $0=0$ in the first equation and identity (5.1.15) in the second one.

Conversely, if (5.1.26) and (5.1.27) hold, we set

$$
\phi(x, t):=B_{t} \cdot \beta(x, t)+x \cdot \gamma(x, t) .
$$

For such function $\phi$ we obtain from (5.1.26) that

$$
\begin{gathered}
\phi_{x}^{\prime}(x, t)=B_{t} \cdot \beta_{x}^{\prime}(x, t)+\gamma(x, t)+x \cdot \gamma_{x}^{\prime}(x, t)=\gamma(x, t) \\
\beta(x, t)=B_{t}^{-1}(\phi(x, t)-x \cdot \gamma(x, t))=e^{-r t}\left(\phi(x, t)-x \cdot \phi_{x}^{\prime}(x, t)\right),
\end{gathered}
$$

i.e. we come to (5.1.16). Substituting $\beta$ and $\gamma$ from (5.1.16) into identity (5.1.27), we obtain that $\phi(x, t)$ satisfies equation (5.1.15).

Remark 5.1.5. Let the process $\left\{Z_{t}, t \geq 0\right\}$ be defined on $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}, t \geq 0\right\}, P\right)$ with $Z_{0}=0$ and $[Z] \equiv 0$, where [ $\left.Z\right]$ stands for usual bracket, i.e. quadratic variation. Then it is not hard to see that Theorem 5.1.2 is valid for the $(B, \tilde{S})$-market with

$$
B_{t}=e^{r t}, \quad \tilde{S}_{t}=e^{a W_{t}+Z_{t}+c t}
$$

if only condition (5.1.14) holds for the process $\tilde{S}$.

## Absence of Arbitrage

Theorem 5.1.6. Let the $(B, S)$-market be given by (5.1.7) with $a \neq 0$. Let the support of the distribution of $S_{t}$ coincides with

$$
\begin{equation*}
\operatorname{supp}\left(S_{t}\right)=[0,+\infty) \tag{5.1.28}
\end{equation*}
$$

for all $t>0$.
Then there is no arbitrage strategy in the class of self-financing Markovtype strategies (5.1.10) with

$$
\{\beta(x, t), \gamma(x, t)\} \subset C^{2}((0,+\infty)) \times C^{1}([0,+\infty))
$$

Proof. Theorem 5.1.2 states that for any strategy in the class, described in the theorem, the process of capital $X_{t}$ is given by

$$
X_{t}=\phi\left(S_{t}, t\right)
$$

where $\phi$ satisfies the equation

$$
\begin{equation*}
\phi_{t}^{\prime}(x, t)+\frac{a^{2}}{2} x^{2} \phi_{x x}^{\prime \prime}(x, t)+r x \phi_{x}^{\prime}(x, t)-r \phi(x, t)=0 \tag{5.1.29}
\end{equation*}
$$

Suppose that an arbitrage strategy exists. So, there exists $T>0$ such that

$$
\begin{equation*}
X_{0}=0, \quad X_{T} \geq 0(P-a . s .) \tag{5.1.30}
\end{equation*}
$$

Together with (5.1.28) conditions (5.1.30) are equivalent to the following ones:

$$
\begin{equation*}
\phi(1,0)=0, \quad \phi(x, T) \geq 0 \quad \forall x>0 . \tag{5.1.31}
\end{equation*}
$$

We are going to prove that $\phi \equiv 0$ is the only function that satisfies (5.1.29) and (5.1.31) simultaneously. Hence, it would mean that there is no arbitrage strategies in the given class.

Let us use the standard approach in solving equation (5.1.29). Suppose the function $\phi$ satisfies equation (5.1.29) with boundary conditions (5.1.31). Then a new function $\eta(z, t)$, given by

$$
\eta(z, t)=\theta(a z, T-t), \quad z \in \mathbb{R}, t \in[0, T]
$$

where

$$
\theta(z, t)=e^{-(\alpha z+\beta t)} \phi\left(e^{z}, t\right), \quad \alpha=\frac{1}{2}-\frac{r}{a^{2}}, \quad \beta=-\frac{a^{2}}{8}+\frac{r^{2}}{2 a^{2}},
$$

satisfies a heat equation

$$
\begin{equation*}
\eta_{t}^{\prime}(z, t)=\frac{1}{2} \eta_{z z}^{\prime \prime}(z, t) \tag{5.1.32}
\end{equation*}
$$

with additional conditions

$$
\begin{equation*}
\forall z \in \mathbb{R} \quad \eta(z, 0) \geq 0, \quad \eta(0, T)=0 \tag{5.1.33}
\end{equation*}
$$

Here, an inverse change is given by

$$
\phi(x, t)=x^{\left(\frac{1}{2}-\frac{r}{a^{2}}\right)} \cdot e^{\left(-\frac{a^{2}}{8}+\frac{r^{2}}{2 a^{2}}\right)} \cdot \eta\left(\frac{\ln (x)}{a}, T-t\right)
$$

The continuous solution of equation (5.1.32) is well known and has the form

$$
\eta(z, t)=\int_{\mathbb{R}} \eta(\xi, 0) \cdot(2 \pi t)^{-\frac{1}{2}} \cdot \exp \left(-\frac{(z-\xi)^{2}}{2 t}\right) d \xi
$$

which together with boundary conditions (5.1.33) gives $\eta \equiv 0$ and, therefore, $\phi \equiv 0$.

## Convergence of Lebesgue-Stieltjes Integrals to the Integral

 w.r.t. fBmIn this subsection, we use Theorem 1.15.3 and prove a theorem which establishes the convergence in probability of integrals with respect to $B^{H, \beta}$ from (1.15.15) to the integral with respect to fBm.

Theorem 5.1.7. Let the process $f$ be such that for some $\varepsilon>0$ and for a.a. $\omega \in \Omega$

$$
\begin{equation*}
f(\cdot, \omega) \in C^{2(1-H)+\varepsilon}[0, T] . \tag{5.1.34}
\end{equation*}
$$

Then

$$
\int_{0}^{T} f(u) d B_{u}^{H, \beta} \xrightarrow{P} \int_{0}^{T} f(u) d B_{u}^{H} \quad \text { as } \quad \beta \rightarrow 0+,
$$

where $\xrightarrow{P}$ denotes the convergence in probability.
Proof. For any $N>0$ we introduce the step process of the form

$$
f_{N}(u)=\sum_{k=1}^{N} f\left(u_{k-1}\right) \mathbf{1}_{\left[u_{k-1}, u_{k}\right)}(u), u \in[0, T), \quad f_{N}(T)=f\left(u_{N}\right)
$$

where

$$
u_{k}=\frac{k T}{N}, \quad 0 \leq k \leq N
$$

Then the following obvious inequality holds:

$$
\begin{aligned}
& \left|\int_{0}^{T} f(u) d B_{u}^{H, \beta}-\int_{0}^{T} f(u) d B_{u}^{H}\right| \\
\leq & \left|\int_{0}^{T}\left(f(u)-f_{N}(u)\right) d B_{u}^{H, \beta}\right|+\left|\int_{0}^{T} f_{N}(u) d\left(B_{u}^{H, \beta}-B_{u}^{H}\right)\right| \\
+ & \left|\int_{0}^{T}\left(f_{N}(u)-f(u)\right) d B_{u}^{H}\right|=: I_{1}(N, \beta)+I_{2}(N, \beta)+I_{3}(N) .
\end{aligned}
$$

We shall establish that for the subsequence $N_{\beta}$ such that $N_{\beta}=\left[\frac{T}{\beta^{1 / 2}}\right]$ the following convergence holds:

$$
I_{1}\left(N_{\beta}, \beta\right) \xrightarrow{P} 0, \quad I_{2}\left(N_{\beta}, \beta\right) \xrightarrow{P} 0, \quad I_{3}\left(N_{\beta}\right) \xrightarrow{P} 0 \quad \text { as } \quad \beta \rightarrow 0+.
$$

Condition (5.1.34) is equivalent to the relation: there exists a finite random variable $K=K(\omega)$ such that $P$-a.s. $\forall 0 \leq x<y \leq T$ we have

$$
\begin{equation*}
|f(x)-f(y)| \leq K|x-y|^{\lambda} \tag{5.1.35}
\end{equation*}
$$

with $\lambda=2(1-H)+\varepsilon$.
Consider $I_{1}\left(N_{\beta}, \beta\right)$. We use (5.1.33), (5.1.34), (5.1.35) to obtain:

$$
\begin{gathered}
I_{1}\left(N_{\beta}, \beta\right)=\left|\int_{0}^{T}\left(f(u)-f_{N_{\beta}}(u)\right) d B_{u}^{H, \beta}\right| \\
=C\left|\sum_{k=1}^{N} \int_{u_{k-1}}^{u_{k}}\left(f(u)-f\left(u_{k-1}\right)\right)\left(u^{H-\frac{1}{2}} \int_{0}^{(u-\beta)_{+}}(u-y)^{\alpha-1} y^{\frac{1}{2}-H} d \tilde{W}_{y}\right) d u\right| \\
\leq C K \sum_{k=1}^{N}\left(u_{k}-u_{k-1}\right)^{\lambda} \int_{u_{k-1}}^{u_{k}} u^{H-\frac{1}{2}}\left|\int_{0}^{(u-\alpha)_{+}}(u-y)^{\alpha-1} y^{\frac{1}{2}-H} d \tilde{W}_{y}\right| d u \\
=: C K \zeta_{1}(N, \beta) .
\end{gathered}
$$

where $\tilde{W}$ is now the underlying Wiener process (before it was denoted $B$, but now $B$ is bond process). From now on $C$ means a constant, the value of which is not interesting for us. Without loss of generality we may assume that $\beta<T / 2$. Let estimate the mathematical expectation of $\zeta_{1}\left(N_{\beta}, \beta\right)$ :

$$
\begin{gather*}
E \zeta_{1}\left(N_{\beta}, \beta\right) \leq \beta^{\frac{\lambda}{2}} \sum_{k=1}^{N} \int_{u_{k-1}}^{u_{k}} u^{H-\frac{1}{2}} E\left|\int_{0}^{(u-\beta)_{+}}(u-y)^{\alpha-1} y^{\frac{1}{2}-H} d \tilde{W}_{y}\right| d u \\
\leq \beta^{\frac{\lambda}{2}} \sum_{k=1}^{N} \int_{u_{k-1}}^{u_{k}} u^{\alpha}\left(\int_{0}^{(u-\beta)_{+}}(u-y)^{2 H-3} y^{1-2 H} d y\right)^{1 / 2} d u \\
\leq \beta^{\frac{\lambda}{2}}\left(\int_{0}^{1-\beta / T}(1-y)^{2 H-3} y^{1-2 H} d y\right)^{1 / 2} \sum_{k=1}^{N} \int_{u_{k-1}}^{u_{k}} u^{H-1} d u \\
\leq C \beta^{\frac{\lambda}{2}}\left(\int_{0}^{1 / 2}(1-y)^{2 H-3} y^{1-2 H} d y+2^{2 \alpha} \int_{1 / 2}^{1-\beta / T}(1-y)^{2 H-3} d y\right)^{1 / 2} \\
\leq C \beta^{\frac{\lambda}{2}}\left(1+\beta^{2 \alpha-1}\right)^{\frac{1}{2}} \tag{5.1.36}
\end{gather*}
$$

Substituting $\lambda=2(1-H)+\varepsilon$ in (5.1.36) we obtain

$$
E \zeta_{1}\left(N_{\beta}, \beta\right) \leq C \alpha^{1-H+\varepsilon / 2}\left(1+\beta^{2 \alpha-1}\right)^{\frac{1}{2}}=\mathrm{O}\left(\beta^{\varepsilon / 2}\right) \rightarrow 0, \quad \beta \rightarrow 0+
$$

Hence, $I_{1}\left(N_{\beta}, \beta\right) \xrightarrow{P} 0$ as $\beta \rightarrow 0+$.
Let consider $I_{2}\left(N_{\beta}, \beta\right)$.

$$
\begin{aligned}
& I_{2}\left(N_{\beta}, \beta\right)=\left|\sum_{k=1}^{N} f\left(u_{k-1}\right)\left(\left(B_{u_{k}}^{H, \beta}-B_{u_{k}}^{H}\right)-\left(B_{u_{k-1}}^{H, \beta}-B_{u_{k-1}}^{H}\right)\right)\right| \\
& \leq \sum_{k=1}^{N}\left|f\left(u_{k}\right)-f\left(u_{k-1}\right)\right| \cdot\left|B_{u_{k}}^{H, \beta}-B_{u_{k}}^{H}\right|+\left|f(T)\left(B_{T}^{H, \beta}-B_{T}^{H}\right)\right| \\
& \leq K \sum_{k=1}^{N}\left(u_{k}-u_{k-1}\right)^{\lambda} \cdot\left|B_{u_{k}}^{H, \beta}-B_{u_{k}}^{H}\right|+\left|f(T)\left(B_{T}^{H, \beta}-B_{T}^{H}\right)\right| .
\end{aligned}
$$

The term $\left|f(T)\left(B_{T}^{H, \beta}-B_{T}^{H}\right)\right| \xrightarrow{P} 0$ because $B_{T}^{H, \beta} \xrightarrow{P} B_{T}^{H}$ as $\beta \rightarrow 0+$. Denote $\zeta_{2}\left(N_{\beta}, \beta\right):=\sum_{k=1}^{N}\left(u_{k}-u_{k-1}\right)^{\lambda}\left|B_{u_{k}}^{H, \beta}-B_{u_{k}}^{H}\right|$. With the help of Theorem 1.15.3, the mathematical expectation of $\left|B_{t}^{H, \beta}-B_{t}^{H}\right|$ can be estimated in the following way:

$$
\begin{align*}
& E\left|B_{t}^{H, \beta}-B_{t}^{H}\right| \leq C\left\{\begin{array}{cl}
t^{H}, & t<\beta \\
\beta^{\alpha} \sqrt{t\left(1+\ln \frac{t}{\beta}\right)}, & \beta \leq t
\end{array}\right. \\
& \leq C \max \left(\beta^{H}, \beta^{\alpha} \sqrt{T\left(1+\ln \frac{T}{\beta}\right)}\right)=\mathrm{o}\left(\beta^{\alpha-\rho}\right), \quad \beta \rightarrow 0+, \tag{5.1.37}
\end{align*}
$$

for any fixed $\rho>0$. For $N=\left[\frac{T}{\beta^{1 / 2}}\right], \rho=\varepsilon / 2$ and $\lambda=2(1-H)+\varepsilon$ we obtain from (5.1.37) that

$$
\begin{gathered}
E \zeta_{2}\left(N_{\beta}, \beta\right) \leq \beta^{\frac{\lambda}{2}} \sum_{k=1}^{N} \mathbb{E}\left|B_{u_{k}}^{H, \beta}-B_{u_{k}}^{H}\right| \leq \beta^{\frac{\lambda}{2}}\left(\left[N_{\beta}\right]+1\right) \text { o }\left(\beta^{\alpha-\rho}\right)= \\
=\mathrm{o}\left(\beta^{\frac{2(1-H)+\varepsilon-1}{2}+\left(\alpha-\frac{\varepsilon}{2}\right)}\right)=\mathrm{o}(1) \rightarrow 0, \quad \beta \rightarrow 0+.
\end{gathered}
$$

Hence, $I_{2}\left(N_{\beta}, \beta\right) \xrightarrow{P} 0$ as $\beta \rightarrow 0+$.
Finally, it follows from Theorem 2.1.7 that

$$
I_{3}\left(N_{\beta}\right)=\left|\int_{0}^{T} f_{N_{\beta}}(u) d B_{u}^{H}-\int_{0}^{T} f(u) d B_{u}^{H}\right| \rightarrow 0
$$

a.s., and hence in probability, as $\beta \rightarrow 0+$.

## The Capital Process as a Limit of Semimartingales

Let the $(B, S)$-market be given by (5.1.7) and a Markov-type strategy $(\tilde{\beta}, \tilde{\gamma})$ be self-financing for this market. Then the capital, based on this strategy, is given by

$$
X_{t}=X_{0}+\int_{0}^{t} \tilde{\beta}\left(S_{s}, s\right) d B_{s}+\int_{0}^{t} \tilde{\gamma}\left(S_{s}, s\right) d S_{s}
$$

For $\beta>0$ and the given $(\beta(\cdot, \cdot), \gamma(\cdot, \cdot))$ consider the processes

$$
S_{t}^{\beta}=e^{a W_{t}+b B_{t}^{H, \beta}+c t}
$$

and

$$
\begin{equation*}
X_{t}^{\beta}=X_{0}+\int_{0}^{t} \tilde{\beta}\left(S_{s}^{\beta}, s\right) d B_{s}+\int_{0}^{t} \tilde{\gamma}\left(S_{s}^{\beta}, s\right) d S_{s}^{\beta} \tag{5.1.38}
\end{equation*}
$$

The Itô formula and definition of $B^{H, \beta}$ imply that the process $X^{\beta}$ can be rewritten as

$$
\begin{gather*}
X_{t}^{\beta}=X_{0}+\int_{0}^{t}\left(r B_{s} \tilde{\beta}\left(S_{s}^{\beta}, s\right)+\left(b\left(B_{s}^{H, \beta}\right)_{s}^{\prime}+c\right) S_{s}^{\beta} \gamma\left(S_{s}^{\beta}, s\right)\right) d s \\
+a \int_{0}^{t} S_{s}^{\beta} \gamma\left(S_{s}^{\beta}, s\right) d W_{s} \tag{5.1.39}
\end{gather*}
$$

with

$$
\left(B_{s}^{H, \beta}\right)_{s}^{\prime}=C_{H}^{(6)} \alpha s^{\alpha} \int_{0}^{(s-\beta)_{+}}(s-u)^{\alpha-1} u^{-\alpha} d \tilde{W}_{u}
$$

which means that $X^{\beta}$ is a semimartingale at least if the following condition holds:

$$
\begin{equation*}
\int_{0}^{T} E\left(S_{s}^{\beta} \tilde{\gamma}\left(S_{s}^{\beta}, s\right)\right)^{2} d s<\infty \tag{5.1.40}
\end{equation*}
$$

Theorem 5.1.8. Let $H \in(3 / 4,1)$ and the $\operatorname{pair}(\tilde{\beta}(\cdot, \cdot), \tilde{\gamma}(\cdot, \cdot))$ satisfy the assumptions:
(ii) $\forall t \geq 0 \quad \tilde{\beta}(\cdot, t), \tilde{\gamma}(\cdot, t) \in C^{1}(\mathbb{R})$
(iii) $\forall T, L>0$ there exists $K=K(T, L)>0$ such that

$$
|\tilde{\beta}(x, t)-\tilde{\beta}(x, s)|+|\tilde{\gamma}(x, t)-\tilde{\gamma}(x, s)| \leq K|t-s|^{\frac{1}{2}}, \quad \forall|x| \leq L, t, s \in[0, T] .
$$

(iv) $\forall T>0$ there exist $M=M(T)>0$ and $N=N(T)>0$ such that

$$
\left|\tilde{\beta}_{x}^{\prime}(x, t)\right|+\left|\tilde{\gamma}_{x}^{\prime}(x, t)\right| \leq M\left(1+|x|^{N}\right), \quad \forall t \in[0, T] .
$$

Then $X_{t}^{\beta} \xrightarrow{P} X_{t}$ as $\beta \rightarrow 0+$ for any $t \in[0, T]$.

Remark 5.1.9. Evidently, conditions (ii)-(iv) imply (5.1.40) and the pair $\left(B, S^{\beta}\right)$ can be regarded as a new stock market with a price of the stock being a semimartingale. It follows from Theorem 1.15.2 that $S_{t}^{\beta} \xrightarrow{P} S_{t}$ as $\beta \rightarrow 0+$ at any moment $t \geq 0$. If, additionally, condition (5.1.14) holds for $S^{\beta}$ and $\tilde{\beta}, \tilde{\gamma} \in\left(C^{2} \times C^{1}\right)\left(\mathbb{R}_{+}\right)$, then the strategy $\left(\tilde{\beta}\left(S_{s}^{\beta}, s\right), \tilde{\gamma}\left(S_{s}^{\beta}, s\right)\right)$ is selffinancing and the market $\left(B, S^{\beta}\right)$ is arbitrage-free. In this case the process $X^{\beta}$ is a process of capital in this market.

Proof of Theorem 5.1.8. Using (5.1.38), (5.1.39) and (5.1.9), we may write

$$
\begin{gathered}
X_{t}^{\beta}-X_{t} \\
=\int_{0}^{t}\left(\tilde{\beta}\left(S_{s}^{\beta}, s\right)-\tilde{\beta}\left(S_{s}, s\right)\right) d B_{s}+\int_{0}^{t} \gamma\left(S_{s}^{\beta}, s\right) d S_{s}^{\beta}-\int_{0}^{t} \gamma\left(S_{s}, s\right) d S_{s} \\
=r \int_{0}^{t}\left(f^{\beta}(s)-f(s)\right) d s+a \int_{0}^{t}\left(g^{\beta}(s)-g(s)\right) d W_{s} \\
+b\left(\int_{0}^{t} g^{\beta}(s) d B_{s}^{H, \beta}-\int_{0}^{t} g(s) d B_{s}^{H}\right)+\left(c+\frac{a^{2}}{2}\right) \int_{0}^{t}\left(g^{\beta}(s)-g(s)\right) d s
\end{gathered}
$$

where

$$
\begin{aligned}
f^{\beta}(s) & =e^{r s} \tilde{\beta}\left(S_{s}^{\beta}, s\right), & f(s) & =e^{r s} \tilde{\beta}\left(S_{s}, s\right) \\
g^{\beta}(s) & =S_{s}^{\beta} \tilde{\gamma}\left(S_{s}^{\beta}, s\right), & g(s) & =S_{s} \tilde{\gamma}\left(S_{s}, s\right)
\end{aligned}
$$

To prove that $X_{t}^{\beta} \rightarrow X_{t}$, it is enough to establish that

$$
\begin{align*}
& \int_{0}^{t}\left(f^{\beta}(s)-f(s)\right) d s \xrightarrow{P} 0  \tag{5.1.41}\\
& \int_{0}^{t}\left(g^{\beta}(s)-g(s)\right) d W_{s} \xrightarrow{P} 0  \tag{5.1.42}\\
& \int_{0}^{t} g^{\beta}(s) d B_{s}^{H, \beta} \xrightarrow{P} \int_{0}^{t} g(s) d B_{s}^{H}  \tag{5.1.43}\\
& \int_{0}^{t}\left(g^{\beta}(s)-g(s)\right) d s \xrightarrow{P} 0, \quad \text { as } \quad \beta \rightarrow 0+ \tag{5.1.44}
\end{align*}
$$

The convergence in (5.1.41), (5.1.42) and (5.1.44) holds if $\int_{0}^{t}\left(f^{\beta}(s)\right.$ $-f(s))^{2} d s \xrightarrow{P} 0$ and $\int_{0}^{t}\left(g^{\beta}(s)-g(s)\right)^{2} d s \xrightarrow{P} 0$ as $\beta \rightarrow 0+$, which, in turn, follows immediately from the relations

$$
\begin{align*}
& E\left(f^{\beta}(s)-f(s)\right)^{2} \leq C \beta^{2 \alpha}  \tag{5.1.45}\\
& E\left(g^{\beta}(s)-g(s)\right)^{2} \leq C \beta^{2 \alpha} \tag{5.1.46}
\end{align*}
$$

which will be proved in Lemma 5.1.10.
Let us prove (5.1.43). Obviously, the following inequality holds:

$$
\begin{gather*}
\left|\int_{0}^{t} g^{\beta}(s) d B_{s}^{H, \beta}-\int_{0}^{t} g(s) d B_{s}^{H}\right| \\
\leq\left|\int_{0}^{t} g(s) d B_{s}^{H, \beta}-\int_{0}^{t} g(s) d B_{s}^{H}\right|+\left|\int_{0}^{t}\left(g^{\beta}(s)-g(s)\right) d B_{s}^{H, \beta}\right| \tag{5.1.47}
\end{gather*}
$$

The trajectories of the process $\eta(t)=a W_{t}+b B_{t}^{H}+c t$ a.s. belong to the space $C^{\frac{1}{2}-}[0, T]$. It means that for any $\rho>0$ there exists $K_{1}(\delta, \omega)>0$ such that

$$
\begin{equation*}
|\eta(t)-\eta(s)| \leq K_{1}(\delta, \omega)|t-s|^{\frac{1}{2}-\rho}, \quad \forall t, s \in[0, T] \tag{5.1.48}
\end{equation*}
$$

Let us prove that the process $g(s)=: \psi(\eta(s), s)$ also belongs to $C^{\frac{1}{2}-}[0, T]$ $P$-a.s. Indeed, it follows from (iii) that $\forall L>0$ there exists $K_{2}(L)>0$ such that

$$
\begin{equation*}
|\psi(x, t)-\psi(x, s)| \leq K_{2}(L)|t-s|^{\frac{1}{2}}, \quad \forall|x| \leq L, t, s \in[0, T] \tag{5.1.49}
\end{equation*}
$$

It follows from the definition of $\psi(x, s)$ and (iv) that $\exists \tilde{M}, \tilde{N}>0$

$$
\begin{equation*}
\left|\psi_{x}^{\prime}(x, s)\right| \leq \tilde{M} \exp \{\tilde{N}|x|\}, \quad \forall s \in[0, T] \tag{5.1.50}
\end{equation*}
$$

Now we use (5.1.48)-(5.1.50) to obtain

$$
\begin{gathered}
|\psi(\eta(t), t)-\psi(\eta(s), s)| \leq|\psi(\eta(t), t)-\psi(\eta(s), t)|+|\psi(\eta(s), t)-\psi(\eta(s), s)| \\
\leq \sup _{|x| \leq|\eta(s)| \mathrm{V}|\eta(t)|}\left|\psi_{x}^{\prime}(x, t)\right| \cdot|\eta(t)-\eta(s)|+|\psi(\eta(s), t)-\psi(\eta(s), s)| \\
\leq \tilde{M} \exp \left\{\tilde{N} \sup _{t \in[0, T]}|\eta(t)|\right\} K_{1}(\delta, \omega)|t-s|^{\frac{1}{2}-\delta}+K_{2}\left(\sup _{t \in[0, T]}|\eta(t)|\right)|t-s|^{\frac{1}{2}} \\
\leq K_{3}(\delta, \omega)|t-s|^{\frac{1}{2}-\delta}
\end{gathered}
$$

where

$$
K_{3}(\delta, \omega)=\tilde{M} \exp \left\{\tilde{N} \sup _{t \in[0, T]}|\eta(t)|\right\} K_{1}(\delta, \omega)+T^{\delta} K_{2}\left(\sup _{t \in[0, T]}|\eta(t)|\right)
$$

For any $H \in(3 / 4,1)$ it is possible to find $\varepsilon=\varepsilon(H)>0$ such that $C^{\frac{1}{2}-}[0, T] \subset C^{2(1-H)+\varepsilon}[0, T]$. So, we can apply Theorem 5.1.7 to the first term on the right-hand side of (5.1.47) and obtain its convergence to 0 in probability.

Consider the second term on the right-hand side of (5.1.47). Using (5.1.46) we obtain, as in (5.1.36), that

$$
\begin{gathered}
E\left|\int_{0}^{t}\left(g^{\beta}(s)-g(s)\right) d B_{s}^{H, \beta}\right| \\
\leq E \int_{0}^{t}\left|g^{\beta}(s)-g(s)\right| \cdot C s^{\alpha}\left|\int_{0}^{(s-\beta)_{+}}(s-y)^{\alpha-1} y^{-\alpha} d \tilde{W}_{y}\right| d s \\
\leq C \int_{0}^{t} s^{\alpha}\left(E\left(g^{\beta}(s)-g(s)\right)^{2} \cdot \int_{0}^{(s-\beta)_{+}}(s-y)^{2 \alpha-2} y^{-2 \alpha} d y\right)^{\frac{1}{2}} d s \\
\leq C \beta^{\alpha}\left(\int_{0}^{(1-\beta / T)_{+}}(1-y)^{2 \alpha-2} y^{-2 \alpha} d y\right)^{\frac{1}{2}} \int_{0}^{t} s^{H-1} d s \\
\leq C \beta^{\alpha}\left(1+\beta^{2 \alpha-1}\right)^{\frac{1}{2}}=\mathrm{O}\left(\beta^{2 \alpha-\frac{1}{2}}\right), \quad \beta \rightarrow 0+,
\end{gathered}
$$

which means that $E\left|\int_{0}^{t}\left(f^{\beta}(s)-f(s)\right) d B_{s}^{H, \beta}\right| \rightarrow 0$ if $H \in\left(\frac{3}{4}, 1\right)$.
Lemma 5.1.10. Inequalities (5.1.45) and (5.1.46) are true for every $s \in[0, T]$ and $\beta \in(0,1)$ with a constant $C$ that does not depend on $\beta$ and $s$.

Proof. We prove only inequality (5.1.46) since (5.1.45) can be established similarly.

Denote a function $\psi(x, s):=\exp \{x\} \cdot \gamma(\exp \{x\}, s)$. Then the processes $g^{\beta}(s)$ and $g(s)$ are given by

$$
g^{\beta}(s)=\psi\left(a W_{s}+b B_{s}^{H, \beta}+c s, s\right), \quad g(s)=\psi\left(a W_{s}+b B_{s}^{H}+c s, s\right)
$$

We obtain from the Hölder inequality that

$$
\begin{align*}
& E\left(g^{\beta}(s)-g(s)\right)^{2} \leq E\left(\sup _{x \in I_{1}(s, \beta, \omega)}\left|\frac{\partial \psi(x, s)}{\partial x}\right| \cdot b\left(B_{s}^{H, \beta}-B_{s}^{H}\right)\right)^{2} \\
& \leq b^{2}\left(E \sup _{x \in I_{1}(s, \beta, \omega)}\left|\frac{\partial \psi(x, s)}{\partial x}\right|^{2 p}\right)^{\frac{1}{p}}\left(E\left(B_{s}^{H, \beta}-B_{s}^{H}\right)^{2 q}\right)^{\frac{1}{q}} \tag{5.1.51}
\end{align*}
$$

where $p, q>1,1 / p+1 / q=1$ and

$$
\begin{gathered}
I_{1}(s, \beta, \omega) \\
=\left\{x: a W_{s}+\min \left(b B_{s}^{H, \beta}, b B_{s}^{H}\right)<x-c s<a W_{s}+\max \left(b B_{s}^{H, \beta}, b B_{s}^{H}\right)\right\} .
\end{gathered}
$$

In the case when $2 q<\frac{1}{1-H}$ (which is equivalent to the inequality $p>\frac{1}{2 \alpha}$ ), we can use Theorem 1.15.2 and derive the following estimation:

$$
\begin{gather*}
\left(E\left(B_{s}^{H, \beta}-B_{s}^{H}\right)^{2 q}\right)^{\frac{1}{q}} \leq C\left\{\begin{array}{cc}
\left(s^{2 q H}\right)^{\frac{1}{q}}, & s<\beta \\
\left(\beta^{2 q \alpha} s^{q}+\beta^{2 q(H-1)+1} s^{2 q-1}\right)^{\frac{1}{q}}, \beta \leq s
\end{array}\right. \\
\leq C \max \left(\beta^{2 H}, \beta^{2 \alpha} T+\beta^{2 \alpha-1 / p} T^{1+1 / p}\right) \\
\leq \tilde{C} \beta^{2 \alpha-1 / p}, \quad \beta \in(0,1) \tag{5.1.52}
\end{gather*}
$$

where $\tilde{C}=C \max \left(1,2 T, 2 T^{2 H}\right)$.
To estimate the first expectation in (5.1.51) note that

$$
\begin{gather*}
I_{1}(s, \beta, \omega) \subset\left\{x:|x| \leq\left|a W_{s}\right|+\left|b B_{s}^{H}\right|+\left|b B_{s}^{H, \beta}\right|+|c| s\right\} \\
\subset\left\{x:|x| \leq\left|a W_{s}\right|+2\left|b B_{s}^{H}\right|+\left|b\left(B_{s}^{H, \beta}-B_{s}^{H}\right)\right|+|c| s\right\} \\
=: I_{2}(s, \beta, \omega) \tag{5.1.53}
\end{gather*}
$$

We use (5.1.50), (5.1.53) and the Hölder inequality to obtain

$$
\begin{align*}
& \left(E \sup _{x \in I_{1}(s, \beta, \omega)}\left|\frac{\partial \psi(x, s)}{\partial x}\right|^{2 p}\right)^{\frac{1}{p}} \leq \tilde{M}^{2}\left(E \sup _{x \in I_{2}(s, \beta, \omega)} \exp \{2 p \tilde{N}|x|\}\right)^{\frac{1}{p}} \\
& \leq \tilde{M}^{2}\left(E \exp \left\{2 p \tilde{N}\left(\left|a W_{s}\right|+2\left|b B_{s}^{H}\right|+\left|b\left(B_{s}^{H, \alpha}-B_{s}^{H}\right)\right|+|c| s\right)\right\}\right)^{\frac{1}{p}} \\
& \leq \tilde{M}^{2} \exp \{L s\}  \tag{5.1.54}\\
& \times\left(E \exp \left\{3 L\left|W_{s}\right|\right\} \cdot E \exp \left\{3 L\left|B_{s}^{H}\right|\right\} \cdot E \exp \left\{3 L\left|B_{s}^{H, \beta}-B_{s}^{H}\right|\right\}\right)^{\frac{1}{3}},
\end{align*}
$$

where $L=2 \tilde{N} \max (|c|,|a|, 2|b|)$. For a Gaussian random variable with zero mean $\xi \sim \mathcal{N}\left(0, \sigma^{2}\right)$, the following bound is well-known:

$$
\begin{equation*}
E \exp \{a|\xi|\} \leq 2 \exp \left\{\frac{a^{2} \sigma^{2}}{2}\right\} \tag{5.1.55}
\end{equation*}
$$

We use (5.1.55) and Theorem 1.15.2 to deduce from (5.1.54) that

$$
\begin{gather*}
\left(E \sup _{x \in I_{1}(s, \beta, \omega)}\left|\frac{\partial \psi(x, s)}{\partial x}\right|^{2 p}\right)^{\frac{1}{p}} \\
\leq 2 \tilde{M}^{2} \exp \left\{L s+3 L^{2} / 2\left(E\left(W_{s}\right)^{2}+E\left(B_{s}^{H}\right)^{2}+E\left(B_{s}^{H, \beta}-B_{s}^{H}\right)^{2}\right)\right\} \\
\leq 2 \tilde{M}^{2} \exp \left\{L T+3 L^{2} / 2\left(T+T^{2 H}+\right.\right. \\
\left.\left.+C \max \left(\beta^{2 H}, \beta^{2 \alpha} T(1+\ln T-\ln \beta)\right)\right)\right\} \leq C<\infty \tag{5.1.56}
\end{gather*}
$$

for some $C>0$ and all $\beta \in(0,1)$. Summarizing (5.1.51), (5.1.52) and (5.1.56) we obtain that for any $p>\frac{1}{2 \alpha}$

$$
\begin{equation*}
\mathbb{E}\left(g^{\beta}(s)-g(s)\right)^{2} \leq C \beta^{2 \alpha-1 / p}, \quad s \in[0, T], \beta \in(0,1) \tag{5.1.57}
\end{equation*}
$$

where constant $C$ does not depend on $p$ or $\beta$. Since $p$ is arbitrary, inequality (5.1.46) follows from (5.1.57).

### 5.1.5 Equilibrium of Financial Market. The Fractional Burgers Equation

Definition 5.1.11. The financial market described by equation (5.1.7) is in equilibrium on $[0, T]$ if both the kernel $\varphi_{t}$ and likelihood ratio $\left.\frac{d Q}{d p}\right|_{\mathcal{F}_{t}}$ are the functions of $t$ and $W_{t}$, twice differential in both the variables, and do not depend on the path of $\left\{W_{s}, 0 \leq s<t\right\}$ (for the corresponding notations see Subsection 3.2.3).

This definition generalizes the usual definition of equilibrium of the financial market involving only the Wiener process (see (HC93)), where the path's independence of $\left.\frac{d Q}{d p}\right|_{\mathcal{F}_{t}}$ is declared, and the kernel $\varphi_{t}$ equals simply $e\left(t, W_{t}\right)$, up to a constant multiplier.

Theorem 5.1.12. If the financial market is in equilibrium, then $\varphi_{t}$ satisfies the Burgers equation

$$
-\varphi(s, x) \varphi_{x}^{\prime}(s, x)=\varphi_{t}^{\prime}(s, x)+\frac{1}{2} \varphi_{x x}^{\prime \prime}(s, x)
$$

Proof. Let $\varphi_{t}=g\left(t, W_{t}\right)$, and $\int_{0}^{t} \varphi_{s} d W_{s}-\frac{1}{2} \int_{0}^{t} \varphi_{s}^{2} d s=G\left(t, W_{t}\right)$, where $g, G \in C^{2}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Then

$$
\int_{0}^{t} g\left(s, W_{s}\right) d W_{s}-\frac{1}{2} \int_{0}^{t} g^{2}\left(s, W_{s}\right) d s=G\left(t, W_{t}\right), \quad t \in[0 . T]
$$

From the Itô formula,

$$
G\left(t, W_{t}\right)=\int_{0}^{t}\left(G_{t}^{\prime}\left(s, W_{s}\right)+\frac{1}{2} G_{x x}^{\prime \prime}\left(s, W_{s}\right)\right) d s+\int_{0}^{t} G_{x}^{\prime}\left(s, W_{s}\right) d W_{s}
$$

From here $g\left(s, W_{s}\right)=G_{x}^{\prime}\left(s, W_{s}\right),-\frac{1}{2} g^{2}\left(s, W_{s}\right)=G_{t}^{\prime}\left(s, W_{s}\right)+\frac{1}{2} G_{x x}^{\prime \prime}\left(s, W_{s}\right)$, or, simply, $g(s, x)=G_{x}^{\prime}(s, x), \quad-\frac{1}{2} g^{2}(s, x)=G_{t}^{\prime}(s, x)+\frac{1}{2} G_{x x}^{\prime \prime}(s, x)$. Further, $g_{2}^{\prime}(s, x)=G_{22}^{\prime \prime}(s, x),-\frac{1}{2} g^{2}(s, x)=G_{t}^{\prime}(s, x)+\frac{1}{2} g_{x}^{\prime}(s, x)$. Therefore,

$$
g_{t}^{\prime}(s, x)=G_{t x}^{\prime \prime}(s, x),-g(s, x) g_{x}^{\prime}(s, x)=G_{t x}^{\prime \prime}(s, x)+\frac{1}{2} g_{x x}^{\prime \prime}(s, x)
$$

whence the proof follows.
Remark 5.1.13. It is easy to see that the "principal" kernel $\theta_{t}=\varphi_{t} t^{-\alpha}$ satisfies the equation

$$
s^{\alpha+1} \theta(s, x) \theta_{x}^{\prime}(s, x)=\alpha \theta(s, x)+s \theta_{t}^{\prime}(s, x)+s \frac{1}{2} \theta_{x x}^{\prime \prime}(s, x)
$$

$s>0, \quad x \in \mathbb{R}$, and $\alpha=H-1 / 2$, which can be called, in this connection, the fractional analog of the Burgers equation. (Recall that the usual Burgers equation has the form $u_{t}^{\prime}=u_{x x}^{\prime \prime}+u u_{x}^{\prime}$.)

### 5.2 The Different Forms of the Black-Scholes Equation on the Fractional Market

### 5.2.1 The Black-Scholes Equation for the Mixed Brownian-Fractional-Brownian Model

Consider a mixed version of the Black-Merton-Scholes model (5.1.7) with the value process $X_{t}$, described by (5.1.8), and self-financing strategies, defined by (5.1.9)-(5.1.10). Consider $C\left(t, S_{t}\right)$, the price of a European call option with striking price $K$ at time $t \in[0, T]$. Suppose that $C \in C^{1}[0, T] \times C^{2}(\mathbb{R})$, then we can present the function $\widetilde{C}(t, S(t)):=C(T-t, S(t))$ according to the Itô formula from Theorem 2.7.2 as

$$
\begin{array}{r}
\widetilde{C}(t, S(t))=\widetilde{C}(0, x)+\int_{0}^{t}\left(\widetilde{C}_{t}^{\prime}\left(u, S_{u}\right)+c \widetilde{C}_{S}^{\prime}\left(u, S_{u}\right) S_{u}+\widetilde{C}_{S}^{\prime} \frac{a^{2}}{2} S_{u}\right. \\
\left.+C_{s s}^{\prime \prime} \frac{a^{2}}{2} S_{u}^{2}\right) d u+a \int_{0}^{t} \widetilde{C}_{S}^{\prime}\left(u, S_{u}\right) S_{u} d W_{u}+b \int_{0}^{t} C_{S}^{\prime}\left(u, S_{u}\right) S_{u} d B_{u}^{H} \tag{5.2.1}
\end{array}
$$

Now, let the portfolio on value process consist of one option and an amount of $-\delta$ of underlying assets. The number $-\delta$ will be specified later. The value of this portfolio equals $X=\widetilde{C}-\delta S$.

The jump in the value of this portfolio in one-step time equals

$$
\begin{align*}
d X=d \widetilde{C}-\delta d S & =\left(\widetilde{C}_{t}^{\prime}+c \widetilde{C}_{S}^{\prime}+\frac{a^{2}}{2} \widetilde{C}_{S S}^{\prime \prime} S^{2}\right) d u+a \widetilde{C}_{S}^{\prime} S d W_{u}+b C_{S}^{\prime} S d B_{u}^{H} \\
& -\delta\left(a S d W_{u}+b S d B_{u}^{H}+\frac{a^{2} S}{2} d u+c S d u\right) \tag{5.2.2}
\end{align*}
$$

If we choose $\delta=\frac{\partial \widetilde{C}}{\partial S}$ to eliminate the stochastic noise, then

$$
d X=\left(\widetilde{C}_{t}^{\prime}+\frac{a^{2}}{2} \widetilde{C}_{S S}^{\prime \prime} \cdot S^{2}\right) d u
$$

The return of an amount $X$ invested in bank account equals $r X d t$ at time $d t$. For absence of arbitrage, these values must be the same. Hence we obtain the traditional Black-Scholes equation

$$
\widetilde{C}_{t}^{\prime}+\frac{1}{2} a^{2} S^{2} \frac{\partial^{2} \widetilde{C}}{\partial S^{2}}-r \widetilde{C}+r S \widetilde{C}_{S}^{\prime}=0
$$

or, in terms of $C\left(t, S_{t}\right)$,

$$
-C_{t}^{\prime}+\frac{1}{2} a^{2} S^{2} \frac{\partial^{2} C}{\partial S^{2}}-r C+r S C_{S}^{\prime}=0
$$

Remark 5.2.1. The same equation was obtained by Zähle (Zah02a) for the process $\widetilde{\mathcal{Z}}_{t}$ instead of $a W_{t}+b B_{t}^{H}$, where $\widetilde{\mathcal{Z}}_{t}=a W_{t}+b \mathcal{Z}_{t}$, and $\mathcal{Z}$ is continuous process with vanishing generalized quadratic variation.

### 5.2.2 Discussion of the Place of Wick Products and Wick-Itô-Skorohod Integral in the Problems of Arbitrage and Replication in the Fractional Black-Scholes Pricing Model

This section appears as a result of the interesting discussion of the related problems contained in the papers (SV03) and (BH05).

The fact of the existence of arbitrage in the "pure" fractional Brownian model is, to some degree, the consequence of the fact that the mathematical expectation of the stochastic integral w.r.t. fBm defined in the pathwise sense is nonzero (and you immediately obtain such an integral as a limit of the portfolio value created by step buy-and-hold strategies; we discussed this topic in Subsection 5.1.4). Note, however, that the arbitrage opportunity constructed by Rogers (Rog97) does not depend on any particular notion of integration. The same is true for the pre-limit arbitrage of the fractional Black-Scholes model considered in (Sot01). Nevertheless, many efforts were made to create the "pure" fractional model which will be "free of arbitrage", with the help of the stochastic integral constructed by Wick products. We mention in this connection the papers (HO03), (EvH03), (Ben03), (BO03), (BHOS02), (Mis04). Now we present the corresponding list of propositions for alternative definitions of portfolio values and self-financial conditions:
(i) the price of risky asset $S$ is modeled by a geometric fBm and is the solution of the equation

$$
\begin{equation*}
d S_{t}=S_{t} \diamond d B_{t}^{H}, \quad S_{0}=s_{0} \tag{5.2.3}
\end{equation*}
$$

where $H \in(1 / 2,1)$ everywhere. In this case

$$
\begin{equation*}
S_{t}=s_{0} \exp ^{\diamond}\left(B_{t}^{H}\right)=s_{0} \exp \left\{B_{t}^{H}-\frac{1}{2} t^{2 H}\right\} \tag{5.2.4}
\end{equation*}
$$

(see Section 2.3.1 for the definition of the Wick integral and recall that $\left.\exp ^{\diamond}(X)=\sum_{n=0}^{\infty} X^{\diamond n}\right)$. Such an approach was developed in (EvH03) and (HO03). The portfolio value is defined in (EvH03). The standard way is $V_{t}=f_{t} B_{t}+g_{t} S_{t}$, where $f$ and $g$ are the respective numbers of units of the riskless and the risky asset held in the portfolio. However, in (HO03) the portfolio value is defined as

$$
V_{t}=f_{t} B_{t}+g_{t} \diamond S_{t}
$$

The standard Itô-type self-financing condition $d V_{t}=g_{t} d S_{t}$ is replaced by $d V_{t}=g_{t} S_{t} \diamond d B_{t}^{H}$ in (EvH03) and by $d V_{t}=g_{t} \diamond d S_{t}$ in (HO03).

The paper (BH05) claims that the definition of $V_{t}$ as $V_{t}=f_{t} B_{t}+g_{t} S_{t}$ together with $d V_{t}=g_{t} S_{t} \diamond d B_{t}^{H}$ (where we put $B_{t} \equiv 1$ ) has no economic interpretation as a self-financing condition. Here are the brief arguments. Consider a buy-and-hold portfolio. It must satisfy

$$
\begin{equation*}
V_{t}-V_{u}=g_{u}\left(S_{t}-S_{u}\right) \tag{5.2.5}
\end{equation*}
$$

from intuitive point of view. However, in our case $V_{t}-V_{u}=\int_{u}^{t} g_{u} S_{z} \diamond d B_{z}^{H}$, where the last integral, in general, does not coincide with $g_{u} \int_{u}^{t} S_{z} \diamond d B_{z}^{H}$ and does not coincide with the right-hand side of (5.2.5). To be precise with this statement, consider the following example from (BH05): let the initial capital $x>0$; at time $t=0$ we put our money into the bank account and wait until $t=1$. Since $B_{t} \equiv 1$ we receive $x$ at time $t=1$. At this moment we put our money into the risky asset, i.e., buy $x / S_{1}$ shares at the price $S_{1}$ and hold this position until $t=2$. The value of this portfolio at time $t=2$ is $V_{2}=\frac{x}{S_{1}} S_{2}$. Evidently, such a strategy must be considered as self-similar since nothing was added or subtracted. Nevertheless, $\frac{x}{S_{1}} S_{2} \neq x+\int_{0}^{2} g_{u} S_{u} \diamond d B_{u}^{H}$ with $g_{u}=\frac{x}{S_{1}} \mathbf{1}_{(1,2]}(u)$. Indeed, $E\left(x+\int_{0}^{2} g_{u} S_{u} \diamond d B_{u}^{H}\right)$ exists and equals $x$, but

$$
\begin{gathered}
x E \frac{S_{2}}{S_{1}}=x E \exp \left\{B_{2}^{H}-B_{1}^{H}-\frac{1}{2} 2^{2 H}+\frac{1}{2} 1^{2 H}\right\}=x \exp \left\{\frac{1}{2}\left(1-2^{2 H}\right)\right\} \\
\times E \exp \left\{B_{2}^{H}-B_{1}^{H}\right\}=x \exp \left\{\frac{1}{2}\left(1-2^{2 H}\right)\right\} \exp \left\{\frac{1}{2} \cdot(2-1)^{2 H}\right\}=x \exp \left\{1-2^{2 \alpha}\right\}
\end{gathered}
$$

which is not $x$ unless $H \neq 1 / 2$. There are some other objections concerning this model, see (BH05).

As to the model with $d V_{t}=g_{t} \diamond d S_{t}$, simple buy-and-hold strategies will be self-financing in this case. However, the objection in this case is that such a definition of portfolio $V_{t}=f_{t} d B_{t}+g_{t} \diamond d S_{t}$ is hard to motivate from the economic point of view. The reasoning in (BH05) is more moral and practical than mathematical: indeed, to calculate the value of portfolio in this case one needs to know Wick calculus and it is hard to instruct the broker how to do it. But there are also some mathematical reasonings against this model, because it can be proved that there exists a portfolio $f=0, g_{1}>0$ such that $g_{1} \diamond S_{1}<0$ with positive probability (index 1 stands for the moment of time here). It is sufficient to put $\Omega^{\prime}=\left\{\omega \in \Omega \mid B_{1}^{H}(\omega) \in(1 / 2,3 / 2)\right\}$, $g_{1}=S_{1}-1$, where $S_{1}=\exp \left\{B_{1}^{H}-1 / 2\right\}$. Then $g_{1}>0$ on $\Omega^{\prime}, P\left(\Omega^{\prime}\right)>0$, $g_{1} \diamond S_{1}=S_{1} \diamond S_{1}-S_{1}=\exp \left\{2 B_{1}^{H}-2\right\}-\exp \left\{B_{1}^{H}-\frac{1}{2}\right\}<0$ on $\Omega^{\prime}$.

In spite of all this criticism, we can say some positive words about Wick (and Skorohod) models with fBm in finances. For other interesting facts and approaches to these topics see, for example, (AOPU00),(Oks07).

First, we mention that geometric fBm can be written in two forms:

$$
\begin{equation*}
S_{t}^{(1)}=S_{0} e^{\mu t+\sigma B_{t}^{H}} \text { or } \quad S_{t}^{(2)}=S_{0} e^{\mu t+\sigma B_{t}^{H}-\frac{\sigma^{2}}{2} t^{2 H}} \tag{5.2.6}
\end{equation*}
$$

The first form is very simple to understand but the second one is similar to usual geometrical Brownian model $S_{t}=S_{0} e^{\mu t+\sigma B_{t}-\frac{1}{2} \sigma^{2} t}$, because $E S_{t}^{(2)}=S_{0}$ for $\mu=0$. (In Section 6.1 we shall consider the null hypothesis $H: S=S_{t}^{(2)}$ against $A: S=S_{t}^{(1)}$, but in a more complex form, see below.)

As mentioned in (SV03), if we consider it in the Riemann-Stieltjes sense, the geometric $\mathrm{fBm} S_{t}^{(2)}$ with $\mu=0$ is the solution of the equation

$$
\begin{equation*}
d S_{t}^{(2)}=S_{t}^{(2)}\left(d B_{t}^{H}-H t^{2 \alpha} d t\right) \tag{5.2.7}
\end{equation*}
$$

and in the Wick-Skorohod sense $\delta S_{t}^{(2)}=S_{t}^{(2)} \delta B_{t}^{H}$ or $d S_{t}^{(2)}=S_{t}^{(2)} \diamond d B_{t}^{H}$, i.e. we obtain the model (5.2.3). Nevertheless, due to the Riemann-Stieltjes interpretation, we can consider self-financing condition as

$$
V_{t}=V_{0}+\int_{0}^{t} g_{s} S_{s}^{(2)} d\left(B_{s}^{H}-H s^{2 \alpha} d s\right)
$$

and it has a clear economic meaning. Indeed, one can consider the RiemannStieltjes integral as an almost sure limit of simple predictable trading strategies.

Now we use the Itô formula (Theorem 2.7.6) for $m=1, S_{t}:=S_{t}^{(2)}, Y_{t}=$ $\sigma B_{t}^{H}+\mu t-\frac{\sigma^{2}}{2} t^{2 H}, H \in(1 / 2,1)$ and $\widetilde{F}(t, x)=F\left(t, S_{0} e^{x}\right)$, take (5.2.7) into account and obtain

$$
\begin{gathered}
\widetilde{F}\left(t, Y_{t}\right):=F\left(t, S_{t}\right)=F\left(0, S_{0}\right)+\int_{0}^{t} \frac{\partial F}{\partial t}\left(u, S_{u}\right) d u \\
+\int_{0}^{t} \frac{\partial F}{\partial x}\left(u, S_{u}\right) S_{u}\left(\mu-H \sigma^{2} u^{2 \alpha}\right) d u+\sigma \int_{0}^{t} \frac{\partial F}{\partial x}\left(u, S_{u}\right) d\left(B_{u}^{H}-H u^{2 \alpha} d u\right) \\
+H \sigma^{2} \int_{0}^{t} u^{2 \alpha}\left(\frac{\partial^{2} F}{\partial x^{2}}\left(u, S_{u}\right) S_{u}^{2}+\frac{\partial F}{\partial x}\left(u, S_{u}\right) S_{u}\right) d u \\
=F\left(0, S_{0}\right)+\int_{0}^{t} \frac{\partial F}{\partial t}\left(u, S_{u}\right) d u+\mu \int_{0}^{t} \frac{\partial F}{\partial x}\left(u, S_{u}\right) S_{u} d u \\
+\sigma \int_{0}^{t} \frac{\partial F}{\partial x}\left(u, S_{u}\right) d\left(B_{u}^{H}-H u^{2 \alpha} d u\right)+H \sigma^{2} \int_{0}^{t} u^{2 \alpha} \frac{\partial^{2} F}{\partial x^{2}}\left(u, S_{u}\right) S_{u}^{2} d u
\end{gathered}
$$

Consider the assumption

$$
\begin{equation*}
E \sup _{0 \leq s \leq t}\left(\frac{\partial F}{\partial x}\left(s, S_{s}\right) S_{s}\right)^{2}+E \sup _{0 \leq s \leq t}\left(\frac{\partial^{2} F}{\partial x^{2}}\left(s, S_{s}\right) S_{s}^{2}\right)^{2}<\infty \tag{5.2.8}
\end{equation*}
$$

Let $F\left(t, S_{t}\right):=\widetilde{C}\left(t, S_{t}\right):=C\left(T-t, S_{t}\right)$, where $C(t, x)$ is the price of some European option with $C(T, x)=c(x)$, and $S$ satisfying assumption (5.2.8). Then, similarly to (5.2.2), we can present $d \widetilde{C}$ in differential form as

$$
\begin{aligned}
d \widetilde{C}_{t}=\sigma \frac{\partial \widetilde{C}}{\partial S} \cdot S\left(d B_{t}^{H}\right. & \left.-H t^{2 \alpha} d t\right) \\
& +\left(\mu S \frac{\partial \widetilde{C}}{\partial S}+\frac{\partial \widetilde{C}}{\partial t}+\sigma^{2} H t^{2 \alpha} \frac{\partial^{2} \widetilde{C}}{\partial S^{2}} S^{2}\right) d t
\end{aligned}
$$

Now, if the portfolio of value process $V$ consists of one option and an amount of $-\delta$ of underlying assets, then the value $V=\widetilde{C}-\delta \cdot S$, the jump in the value of this portfolio in one time step equals

$$
\begin{aligned}
d V_{t}= & d \widetilde{C}_{t}-\delta \cdot d S_{t} \\
= & \sigma \frac{\partial \widetilde{C}}{\partial S} \cdot S_{t}\left(d B_{t}^{H}-H t^{2 \alpha} d t\right)-\delta\left(\sigma S_{t}\left(d B_{t}^{H}-H t^{2 \alpha} d t\right)\right) \\
& +\left(\mu S_{t} \frac{\partial \widetilde{C}}{\partial S}+\frac{\partial \widetilde{C}}{\partial t}+\sigma^{2} H t^{2 \alpha} \frac{\partial^{2} \widetilde{C}}{\partial S^{2}} S_{t}^{2}-\mu S_{t} \delta\right) d t
\end{aligned}
$$

If we choose $\delta:=\frac{\partial \widetilde{C}}{\partial S}$ to eliminate the stochastic noise, then

$$
d V=\left(\frac{\partial \widetilde{C}}{\partial t}+\sigma^{2} H t^{2 \alpha} \frac{\partial^{2} \widetilde{C}}{\partial S^{2}} S^{2}\right) d t
$$

The return on an amount $V_{t}$ invested in the bank account equals $r V d t$ at time $d t$. For absence of arbitrage they must be equal, whence we obtain the fractional Black-Scholes equation ("Wick" version):

$$
\frac{\partial \widetilde{C}}{\partial t}+\sigma^{2} H t^{2 \alpha} \frac{\partial^{2} \widetilde{C}}{\partial S^{2}} S^{2}+r S \frac{\partial \widetilde{C}}{\partial S}-r \widetilde{C}=0
$$

We can solve this equation on the segment $[0, T]$ with boundary condition $c(x)=(x-K)^{+}$, where $K>0$ is strike price, and obtain

$$
\begin{aligned}
C(t, S)=\widetilde{C}(T-t, S) & =S \Phi\left(\frac{\ln \frac{S}{K}+r(T-t)+\left(T^{2 H}-t^{2 H}\right) \frac{\sigma^{2}}{2}}{\left.\sigma \sqrt{T^{2 H}-t^{2 H}}\right)}\right. \\
& -K e^{-r(T-t)} \Phi\left(\frac{\ln \frac{S}{K}+r(T-t)-\left(T^{2 H}-t^{2 H}\right) \frac{\sigma^{2}}{2}}{\sigma \sqrt{T^{2 H}-t^{2 H}}}\right)
\end{aligned}
$$

where $\Phi(\cdot)$ is a function of standard normal distribution. Note that it coincides with the solution of usual Black-Scholes equation for $H=1 / 2$.

## Statistical Inference with Fractional Brownian Motion

### 6.1 Testing Problems for the Density Process for fBm with Different Drifts

As we have seen in Subsection 5.2.2, the form of geometric fBm (5.2.6) depends on the kind of integral that is used in its calculations: if we use the RiemannStieltjes integral,

$$
S_{t}^{(1)}=S_{0}^{(1)}+\mu \int_{0}^{1} S_{s}^{(1)} d s+\sigma \int_{0}^{t} S_{s}^{(1)} d B_{s}^{H}, \text { then }
$$

$S_{t}^{(1)}=S_{0}^{(1)} \exp \left\{\mu t+\sigma B_{t}^{H}\right\}$, and if the behavior of geometric process is guided by the Wick integral,

$$
S_{t}^{(2)}=S_{0}^{(2)}+\mu \int_{0}^{1} S_{s}^{(2)} d s+\sigma \int_{0}^{t} S_{s}^{(2)} \diamond d B_{s}^{H}, \text { then }
$$

$S_{t}^{(2)}=S_{0}^{(2)} \exp \left\{\mu t+\sigma B_{t}^{H}-\frac{1}{2} \sigma^{2} t^{2 H}\right\}$. So, the natural question arises: what trend actually has geometric fBm? This question was considered in the paper (KMV05), and here we present a solution of this problem. In what follows the notation $X_{n}=o_{P}(1)$ means that $X_{n} \xrightarrow{P} 0, X_{n}=O_{P}(1)$ means that $\lim _{C \rightarrow \infty} \lim \sup P\left\{\left|X_{n}\right| \geq C\right\}=0$. Assume that $H \in(1 / 2,1)$. For a fixed $\mu \in \mathbb{R}$ let $P_{\mu, \sigma, \sigma}{ }^{n}$ be the distribution of the process

$$
\begin{equation*}
X_{t}:=\sigma B_{t}^{H}+\mu t-\frac{\sigma^{2}}{2} t^{2 H}, 0 \leq t \leq T \tag{6.1.1}
\end{equation*}
$$

in the space $C_{[0, T]}$ of continuous functions. Similarly, $P_{\mu, \sigma}$ is the distribution of the process

$$
\begin{equation*}
X_{t}:=\sigma B_{t}^{H}+\mu t, 0 \leq t \leq T \tag{6.1.2}
\end{equation*}
$$

in the space $C_{[0, T]}$.

Suppose now that we observe a trajectory of the process $\left\{X_{t}, 0 \leq t \leq T\right\}$ in the space $C_{[0, T]}$. Denote by $P_{X}$ the law of $X$. We want to test the following complex hypothesis:
$\mathrm{H}: P_{X} \in\left\{P_{\mu, \sigma, \sigma}: \mu \in \mathbb{R}, \sigma \in \mathbb{R}_{+}\right\}$
against the complex alternative
$\mathrm{A}: P_{X} \in\left\{P_{\mu, \sigma}: \mu \in \mathbb{R}, \sigma \in \mathbb{R}_{+}\right\}$.
From the point of view of the general theory, models of observation (6.1.1) and (6.1.2) are equivalent to the classical model

$$
\begin{equation*}
\widetilde{X}_{t}=\int_{0}^{t} l_{H}(t, s) d X_{s}=\sigma M_{t}^{H}+\mu B_{1} t^{1-2 \alpha}-\sigma^{2} H B_{2} t \tag{6.1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{X}_{t}=\sigma M_{t}^{H}+\mu B_{1} t^{1-2 \alpha} \tag{6.1.4}
\end{equation*}
$$

where

$$
\tilde{X}_{t}=\int_{0}^{t} l_{H}(t, s) d X_{s}, \quad M_{t}^{H}=\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}
$$

the kernel $l_{H}$ is defined in Section 1.8, $B_{1}:=C_{H}^{(5)} B(1-\alpha, 1-\alpha)$, $B_{2}:=C_{H}^{(5)} B(1+\alpha, 1+\alpha)$.

Introduce the following density processes (Radon-Nikodym derivatives) based on the observed trajectory of $X$ :

$$
\begin{equation*}
f_{1}(X: \mu, \sigma, \sigma):=\frac{d P_{\mu, \sigma, \sigma}}{d P_{0, \sigma}}(X) \tag{6.1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}(X: \mu, \sigma):=\frac{d P_{\mu, \sigma}}{d P_{0, \sigma}}(X) \tag{6.1.6}
\end{equation*}
$$

Theorem 6.1.1. Assume we observe $X$ on the interval $[0, T]$. We have

$$
\begin{equation*}
f_{1}(X: \mu, \sigma, \sigma)=\exp \left\{a \frac{\mu}{\sigma^{2}} \widetilde{X}_{T}-b \widetilde{X}_{T}^{1}-c \frac{\mu^{2}}{\sigma^{2}} T^{1-2 \alpha}+d \mu T-k \sigma^{2} T^{2 H}\right\} \tag{6.1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{2}(X: \mu, \sigma)=\exp \left\{a \frac{\mu}{\sigma^{2}} \widetilde{X}_{t}-c \frac{\mu^{2}}{\sigma^{2}} T^{1-2 \alpha}\right\} \tag{6.1.8}
\end{equation*}
$$

where

$$
\begin{align*}
& \widetilde{X}_{t}^{1}=\int_{0}^{t} s^{2 \alpha} d \widetilde{X}_{s}, \quad a=B_{1}, \quad b=\frac{H B_{2}}{2(1-H)} \\
& c=\frac{1}{2} B_{1}^{2}, \quad d=B_{1} B_{2} H, \quad k=\frac{H B_{2}^{2}}{8(1-H)} \tag{6.1.9}
\end{align*}
$$

Proof. Follows immediately from (6.1.1) to (6.1.6) and the classical Girsanov theorem.

### 6.1.1 Observations Based on the Whole Trajectory with $\sigma$ and $\boldsymbol{H}$ Known

In this section we demonstrate how to test the hypothesis $\mathbf{H}$ against the alternative $\mathbf{A}$, when $\sigma$ is known and the whole trajectory $\left\{X_{t}: t \in[0, T]\right\}$ is observed. We can use the likelihood ratio to test this (for the likelihood ratio see (Bor84), p. 319). In our problem the likelihood ratio $l(X)=.l(X . \mid \sigma)$ has the form

$$
\begin{equation*}
l(X . \mid \sigma):=\frac{\sup _{\mu \in R} f_{1}(X ; \mu, \sigma, \sigma)}{\sup _{\mu \in R} f_{2}(X ; \mu, \sigma)} \tag{6.1.10}
\end{equation*}
$$

Note that in (6.1.10) both upper bounds are attained, since the densities $f_{1}$ and $f_{2}$ are the quadratic functions of $\mu$. More precisely, we have

$$
\begin{gather*}
\sup _{\mu \in R} f_{1}(X ; \mu, \sigma, \sigma)=\exp \left\{\frac{a^{2}}{4 \sigma^{2} c}\left(\widetilde{X}_{t}\right)^{2} T^{2 \alpha-1}-2 \alpha b \widetilde{X}_{t} \cdot T^{2 \alpha}\right. \\
\left.+2 \alpha b \int_{0}^{T} s^{2 \alpha-1} \widetilde{X}_{s} d s-4 \alpha^{2} k \sigma^{2} T^{2 H}\right\} \tag{6.1.11}
\end{gather*}
$$

and the value of $\mu$ giving the maximal value in (6.1.11) is

$$
\begin{equation*}
\widehat{\mu}_{H}:=\frac{a \widetilde{X}_{t}+d T \sigma^{2}}{2 c T^{1-2 \alpha}} \tag{6.1.12}
\end{equation*}
$$

Similarly, for the denominator in (6.1.10) we have

$$
\begin{equation*}
\sup _{\mu \in R} f_{2}(X ; \mu, \sigma)=\exp \left\{\frac{a \widetilde{X}_{T}^{2} T^{2 \alpha-1}}{4 \sigma^{2} C}\right\} \tag{6.1.13}
\end{equation*}
$$

an the maximum in (6.1.13) is achieved by

$$
\begin{equation*}
\widehat{\mu}_{A}:=\frac{a \widetilde{X}_{T} T^{2 \alpha-1}}{2 c} \tag{6.1.14}
\end{equation*}
$$

We obtain the following theorem as a direct consequence of (6.1.10) (6.1.14):

Theorem 6.1.2. The likelihood $l(X . \mid \sigma)$ from (6.1.10) admits the representation

$$
l(X . \mid \sigma)=\exp \left\{-2 \alpha b \widetilde{X}_{T} T^{2 \alpha}+2 \alpha b \int_{0}^{T} s^{2 \alpha-1} \widetilde{X}_{s} d s-4 \alpha^{2} k \sigma^{2} T^{2 H}\right\}
$$

Remark 6.1.3. Note that in the case when $H=\frac{1}{2}$ we have $l(X . \mid \sigma)=1$. It means that our method does not work in this case, because the drift $\left(-\sigma^{2} \frac{t}{2}\right)$ has the same order in $t$ as $\mu t$, and we cannot distinguish them. Therefore our method works worse if $H$ is close to $\frac{1}{2}$.

Next we describe the testing procedure. Given a confidence level $1-\rho$, $\rho \in(0,1 / 2)$, consider the critical areas defined by $K_{1}:=\left\{X .: l(X . \mid \sigma) \geq K_{\rho}\right\}$ and $K_{2}:=\left\{X .: l(X . \mid \sigma)<k_{\rho}\right\}$. The critical values $0<k_{\rho} \leq K_{\rho}$ are chosen in such a way that we have

$$
\begin{equation*}
\sup _{\mu \in R} P_{\mu, \sigma}\left(K_{1}\right) \leq \rho, \sup _{\mu \in R} P_{\mu, \sigma, \sigma}\left(K_{2}\right) \leq \rho . \tag{6.1.15}
\end{equation*}
$$

The test is now clear: if $X . \in K_{1}$ we accept $\mathbf{H}$, if $X . \in K_{2}$ we accept A. If $l(X . \mid \sigma) \in\left[k_{\rho}, K_{\rho}\right)$ then no hypothesis is accepted. Inequalities (6.1.15) show that the probabilities of so-called errors of the first and of the second kind will not exceed the level $\rho$.

Next we compute the critical values $K_{\rho}, k_{\rho}$. To compute $k_{\rho}$ recall that under A the process $X$ has the same distribution as the process $\sigma Z_{t}+\mu t$. Similarly, to compute $K_{\rho}$ we use the fact that under $\mathbf{H}$ the process $X$ has the same distribution as the process $\sigma Z_{t}+\mu t-\frac{\sigma^{2}}{2} t^{2 H}$.

We have that
$l(\sigma Z .+\mu \cdot \mid \sigma)=\exp \left\{-2 \alpha b \sigma M_{T}^{H} \cdot T^{2 \alpha}+2 \alpha b \sigma \int_{0}^{T} s^{2 \alpha-1} M_{s}^{H} d s-4 \alpha^{2} k \sigma^{2} T^{2 H}\right\}$
and

$$
l\left(\left.\sigma Z .+\mu \cdot-\frac{\sigma^{2}}{2} \cdot \right\rvert\, \sigma\right)=\exp l(\sigma Z .+\mu \cdot \mid \sigma) \exp \left\{8 \alpha^{2} k \sigma^{2} T^{2 H}\right\}
$$

Hence, we have that

$$
\begin{align*}
& P_{\mu, \sigma}\left(K_{1}\right)=P\left\{-2 \alpha b \sigma M_{T}^{H} \cdot T^{2 \alpha}\right. \\
& \left.+2 \alpha b \sigma \int_{0}^{T} s^{2 \alpha-1} M_{s}^{H} d s \geq \log K_{\rho}+4 \alpha^{2} k \sigma^{2} T^{2 H}\right\} \tag{6.1.16}
\end{align*}
$$

The random variable in the above expression is Gaussian with zero mean and variance

$$
v^{2}=\frac{\alpha^{2} H B_{2}^{2} \sigma^{2} T^{2 H}}{1-H} .
$$

Therefore, by (6.1.15)

$$
\begin{equation*}
P_{\mu, \sigma}\left(K_{1}\right)=1-\Phi\left(\frac{\log K_{\rho}}{v}+\frac{v}{2}\right) \tag{6.1.17}
\end{equation*}
$$

where $\Phi$ is the distribution function of standard normal distribution. If $\xi_{\rho}$ is such that $1-\Phi\left(\xi_{\rho}\right)=\rho$, then $K_{\rho} \geq \exp \left\{v \xi_{\rho}-\frac{v^{2}}{2}\right\}$.

Similarly,

$$
\begin{equation*}
P_{\mu, \sigma, \sigma}\left(K_{2}\right)=1-\Phi\left(\frac{1}{v} \log \left(\frac{1}{k_{\rho}}\right)+\frac{v}{2}\right), \tag{6.1.18}
\end{equation*}
$$

that is $k_{\rho} \leq \exp \left\{-v \xi_{\rho}+\frac{v^{2}}{2}\right\}$. Finally, we can choose $K_{\rho}=\max \left(1, \exp \left\{v \xi_{\rho}-\right.\right.$ $\left.\left.\frac{v^{2}}{2}\right\}\right), \quad k_{\rho}=K_{\rho}{ }^{-1}$.

### 6.1.2 Discretely Observed Trajectory and $\sigma$ Unknown

Assume now that we observe the process $X$ discretely and the intensity $\sigma$ of the fractional noise is unknown. We replace the parameter $\sigma$ in $l(X . \mid \sigma)$ with a consistent estimate $\widehat{\sigma}_{n}$, where $n$ is the number of time points, and instead of the stochastic integrals w.r.t. $X$ we will use sums in terms of the increments of $X$. We obtain a quasi-likelihood ratio, which is constructed from the observations. The critical values will be computed uniformly w.r.t. all possible values of $\mu$ and $\sigma$. We will give an asymptotic description of the critical levels.

First, choose the critical values independently of the parameter $\sigma$. For $K_{\rho} \geq 1$ we have that

$$
\frac{1}{v} \log K_{\rho}+\frac{v}{2} \geq 2 \sqrt{\frac{1}{2} \log K_{\rho}}=\sqrt{2 \log K_{\rho}}
$$

and from (6.1.17)

$$
P_{\mu, \sigma}\left(K_{1}\right) \leq 1-\Phi\left(\sqrt{2 \log K_{\rho}}\right)
$$

Take $K_{\rho}^{*}:=e^{\frac{\xi_{\rho}^{2}}{2}}$ and put $K_{1}^{*}:=\left\{X .: l(X.) \geq K_{\rho}^{*}\right\}$. Then we have

$$
\begin{equation*}
\sup _{\mu, \sigma>0} P_{\mu, \sigma}\left(K_{1}^{*}\right) \leq \rho \tag{6.1.19}
\end{equation*}
$$

Similarly, using (6.1.18) and taking $k_{\rho}^{*}=e^{-\frac{\xi_{\rho}^{2}}{2}}$ and if $K_{2}^{*}:=\left\{X .: l(X.) \leq k_{\rho}^{*}\right\}$ we will have

$$
\begin{equation*}
\sup _{\mu, \sigma>0} P_{\mu, \sigma, \sigma}\left(K_{2}^{*}\right) \leq \rho \tag{6.1.20}
\end{equation*}
$$

Put

$$
K_{0}^{*}:=\left\{X .: k_{\rho}^{*}<l(X .)<K_{\rho}^{*}\right\}
$$

note that $K_{0}^{*}$ is (a conservative variant of) the region, where neither the hypothesis $\mathbf{H}$ nor the hypothesis $\mathbf{A}$ is accepted. Let $C_{1}:=\frac{\alpha \sqrt{H} B_{2} \sigma}{\sqrt{1-H}}$.
Theorem 6.1.4. Assume that $T>\left(\frac{\sqrt{2}}{C_{1}} \xi_{\rho}\right)^{1 / H}$. Then we have that

$$
\begin{equation*}
\sup _{\mu, \sigma} P_{\mu, \sigma}\left(K_{0}^{*}\right) \leq \frac{4}{C_{1}} T^{-H} \exp \left\{-\frac{C_{1}^{2} T^{2 H}}{32}\right\} \tag{6.1.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\mu, \sigma, \sigma} P_{\mu, \sigma, \sigma}\left(K_{0}^{*}\right) \leq \frac{4}{C_{1}} T^{-H} \exp \left\{-\frac{C_{1}^{2} T^{2 H}}{32}\right\} . \tag{6.1.22}
\end{equation*}
$$

Proof. We have that

$$
\begin{equation*}
P_{\mu, \sigma}\left(K_{0}^{*}\right) \leq P_{\mu, \sigma}\left(\left\{X .: l(X .)>k_{\rho}^{*}\right\}\right)=1-\Phi\left(\frac{v}{2}+\frac{1}{v} \log k_{\rho}^{*}\right) \tag{6.1.23}
\end{equation*}
$$

We have the following inequality for $x>0$ :

$$
1-\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-\frac{u^{2}}{2}} d u \leq \frac{1}{\sqrt{2 \pi} x} e^{-\frac{x^{2}}{2}}
$$

Apply this to (6.1.22) with $x=\frac{C_{1} T^{H}}{2}-\frac{1}{C_{1} T^{H}} \frac{\xi_{\rho}^{2}}{2}$, and if $T>\left(\frac{\sqrt{2} \xi_{\rho}}{C_{1}}\right)^{1 / 4}$ we obtain (6.1.21). The estimate (6.1.22) is obtained similarly.

## Corollary 6.1.5.

$$
\lim _{T \rightarrow \infty} \sup _{\mu} P_{\mu, \sigma}\left\{K_{0}^{*}\right\}=0
$$

and

$$
\lim _{T \rightarrow \infty} \sup _{\mu} P_{\mu, \sigma, \sigma}\left\{K_{0}^{*}\right\}=0 .
$$

Assume that we observe the process $X$ at points $0 \leq t_{n, 1}<\cdots t_{n, n} \leq T$, where $t_{n, k} \in \pi^{n}$. Put $\Delta^{n}=\max \left\{t_{n, 1},\left|\pi^{n}\right|, T-t_{n, n}\right\}$ and assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Delta^{n}=0 \tag{6.1.24}
\end{equation*}
$$

We will introduce a discrete version of the functional $l\left(X\right.$.). Put $s_{k}=t_{n, k}$, $\Delta s_{k}=s_{k+1}-s_{k}, x_{k}=X_{t_{n, k}}$ and $\Delta x_{k}=x_{k+1}-x_{k}$. Assume that $\widehat{\sigma}_{n}^{2}$ is some consistent estimator of $\sigma^{2}$. Put

$$
\begin{gathered}
l_{n}\left(x_{1}, \ldots, x_{n}\right)=\exp \left(-2 \alpha b T^{2 \alpha} C_{H}^{(5)} \sum_{k=0}^{n-1} s_{k+1}^{-\alpha}\left(T-s_{k}\right)^{-\alpha} \Delta x_{k}\right. \\
\left.+2 \alpha b C_{H}^{(5)} \sum_{k=1}^{n} s_{k+1}^{2 \alpha-1}\left(\sum_{i=0}^{k-1} s_{i+1}^{-\alpha}\left(s_{k}-s_{i}\right)^{-\alpha} \Delta x_{i}\right) \Delta s_{k}-4 \alpha^{2} k \widehat{\sigma}_{n}^{2} T^{2 H}\right)
\end{gathered}
$$

With the help of constants $K_{\rho}^{*}$ and $k_{\rho}^{*}$ from (6.1.19) and (6.1.20) define the critical domains

$$
K_{1 n}^{*}:=\left\{\left(x_{n, 1}, \ldots, x_{n, n}\right) \in \mathbb{R}^{n} \mid l_{n}\left(x_{n, 1}, \ldots, x_{n, n}\right) \geq K_{\rho}^{*}\right\}
$$

and

$$
K_{2 n}^{*}:=\left\{\left(x_{n, 1}, \ldots, x_{n, n}\right) \in \mathbb{R}^{n} \mid l_{n}\left(x_{n, 1}, \ldots, x_{n, n}\right)<k_{\rho}^{*}\right\} .
$$

If the observations belong to $K_{1 n}^{*}$ then $\mathbf{H}$ is accepted and if the observations belong to $K_{2 n}^{*}$ then $\mathbf{A}$ is accepted.
Theorem 6.1.6. Assume that we have (6.1.24) as $n \rightarrow \infty$. Then for any $\mu \in \mathbb{R}, \sigma>0$ we have that

$$
\begin{equation*}
l_{n}\left(x_{n, 1}, \ldots, x_{n, n}\right) \xrightarrow{P_{\mu, \sigma, \sigma}} l(X . \mid \sigma) \tag{6.1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
l_{n}\left(x_{n, 1}, \ldots, x_{n, n}\right) \xrightarrow{P_{\mu, \sigma}} l(X . \mid \sigma) \tag{6.1.26}
\end{equation*}
$$

Proof. We prove the claim (6.1.25) (the claim (6.1.26) is proved similarly). Denote by $l(\widehat{X} . \mid \sigma)$ the random variable $l(X . \mid \sigma)$, when the process $X_{t}$ is replaced by the process $\sigma Z_{t}+\mu t-\frac{\sigma^{2} t^{2 H}}{2}, 0 \leq t \leq T$, and by $l_{n}\left(\widehat{x}_{n, 1}, \ldots, \widehat{x}_{n, n}\right)$ the variable where we replace $\Delta X_{n, k}$ by $\widehat{\sigma}_{n} \Delta Z_{n, k}+\mu \Delta t_{k}-\frac{\sigma^{2}\left(\Delta t_{k}\right)^{2 H}}{2}$. Then for any $\varepsilon>0, C>0$ we have that

$$
\begin{align*}
& P_{\mu, \sigma, \sigma}\left\{\left|l_{n}\left(x_{n, 1}, \ldots, x_{n, n}\right)-l(\widehat{X} . \mid \sigma)\right|>\varepsilon\right\} \\
\leq & P_{\mu, \sigma, \sigma}\left\{\left|l_{n}\left(x_{n, 1}, \ldots, x_{n, n}\right)\right| \geq C\right\}+P_{\mu, \sigma, \sigma}\{|l(\widehat{X} . \mid \sigma)| \geq C\} \\
+ & P_{\mu, \sigma, \sigma}\left\{\left|\log l_{n}\left(\widehat{x}_{n, 1}, \ldots, \widehat{x}_{n, n}\right)-\log l(\widehat{X} . \mid \sigma)\right|>\varepsilon e^{-C}\right\} . \tag{6.1.27}
\end{align*}
$$

The first two probabilities can be chosen sufficiently small for large $C>0$. The structure of the functionals $l(\widehat{X} . \mid \sigma)$ and $l_{n}\left(\widehat{x}_{n, 1}, \ldots, \widehat{x}_{n, n}\right)$, the facts that $\widehat{\sigma}_{n} \xrightarrow{P_{\mu, \sigma, \sigma}} \sigma, C_{H}^{(5)} \sum_{k=1}^{n-1} s_{k+1}^{-\alpha}\left(T-s_{k}\right)^{-\alpha} \Delta s_{k} \rightarrow \int_{0}^{t} l_{H}(t, s) d s$ and

$$
C_{H}^{(5)} \sum_{k=1}^{n} s_{k}^{2 \alpha-1} \sum_{i=1}^{k-1} s_{i+1}^{-\alpha}\left(s_{k}-s_{i}\right)^{-\alpha} \Delta s_{i} \Delta s_{k} \rightarrow \int_{0}^{T} s^{2 \alpha-1} \int_{0}^{s} l_{H}(s, u) d u d s
$$

supply that it is sufficient to prove that

$$
\begin{equation*}
C_{H}^{(5)} \sum_{k=1}^{n} s_{k+1}^{-\alpha}\left(T-s_{k}\right)^{-\alpha} \Delta B_{k}^{H} \xrightarrow{P_{\mu, \sigma, \sigma}} M_{T}^{H}, \tag{6.1.28}
\end{equation*}
$$

where $\Delta Y_{k}:=Y_{(k+1) T / n}-Y_{k T / n}$ for any process $Y$, and that

$$
\begin{align*}
& C_{H}^{(5)} \sum_{k=1}^{n} s_{k+1}^{2 \alpha-1}\left(\sum_{i=1}^{k-1} s_{i+1}^{-\alpha}\left(s_{k}-s_{i}\right)^{-\alpha} \Delta B_{i}^{H}\right) \Delta s_{k} \\
& \stackrel{P_{\mu, \sigma, \sigma}}{ } \int_{0}^{T} s^{2 \alpha-1} M_{s}^{H} d s . \tag{6.1.29}
\end{align*}
$$

To prove (6.1.28) consider for $f_{n, T}(s)=C_{H}^{(5)} s_{k+1}^{-\alpha}\left(T-s_{k}\right)^{-\alpha} \mathbf{1}_{\left\{s \in\left[s_{k}, s_{k+1}\right)\right\}}$

$$
\begin{aligned}
& E\left(M_{T}^{H}-C_{H}^{(5)} \sum_{k=1}^{n-1} s_{k+1}^{-\alpha}\left(T-s_{k}\right)^{-\alpha} \Delta B_{k}^{H}\right)^{2} \\
= & 2 H \alpha \int_{0}^{T} \int_{0}^{T}\left(l_{H}(T, s)-f_{n, T}(s)\right)\left(l_{H}(T, u)-f_{n, T}(u)\right)|u-s|^{2 \alpha-2} d u d s .
\end{aligned}
$$

We have that $f_{n, T}(s) \uparrow l_{H}(T, s)$ for $s \in(0, T)$, and $\int_{0}^{T} \int_{0}^{T} l_{H}(T, s) l_{H}(T, u)$ $\times|u-s|^{2 \alpha-1} d u d s<\infty$. Therefore, by monotone convergence,

$$
\int_{0}^{T} \int_{0}^{T}\left(l_{H}(T, s)-f_{n, T}(s)\right)\left(l_{H}(T, u)-f_{n, T}(u)\right)|u-s|^{2 \alpha-1} d u d s \rightarrow 0
$$

as $n \rightarrow \infty$ and (6.1.28) follows.
To finish, we prove (6.1.29). Denote $g(s):=s^{2 \alpha-1} M_{s}^{H}$ and

$$
g_{n}(s):=C_{H}^{(5)} s_{k+1}^{2 \alpha-1} \sum_{i=1}^{k-1} s_{i+1}^{-\alpha}\left(s_{k}-s_{i}\right)^{-\alpha} \Delta B_{i}^{H} \mathbf{1}_{\left\{s \in\left[s_{k}, s_{k+1}\right)\right\}}
$$

Then, for any $s \in(0, T]$,

$$
\begin{align*}
& E\left|g(s)-g_{n}(s)\right| \leq\left|s^{2 \alpha-1}-s_{k+1}^{2 \alpha-1}\right| E\left|M_{s}^{H}\right|+2 H \alpha s^{2 \alpha-1} \\
& \times\left(E \int_{0}^{s} \int_{0}^{s}\left(l_{H}(s, u)-f_{n, s}(u)\right)\left(l_{H}(s, r)-f_{n, s}(r)\right)|u-r|^{2 \alpha-1} d u d r\right)^{1 / 2} \tag{6.1.30}
\end{align*}
$$

and as in previous inequalities, the second term on the right-hand side of (6.1.30) goes to zero, moreover the left-hand side can be dominated, according to Remark 1.9.5, by

$$
\widetilde{C}_{H}^{(1)} s^{2 \alpha-1} T^{1-H}+\widetilde{C}_{H}^{2}\left\|l_{H}(s, \cdot)\right\|_{L_{1 / H}[0, s]} \leq \widetilde{C}_{H}^{(3)} T^{1-H}
$$

where $\widetilde{C}_{H}^{(i)}$ are some constants, $i=1,2,3$. From here $E\left|\int_{0}^{T}\left(g(s)-g_{n}(s)\right) d s\right| \rightarrow 0$, as $n \rightarrow \infty$ and we obtain (6.1.29).
Corollary 6.1.7. Assume that (6.1.24) holds. Then

$$
\limsup _{n} P_{\mu, \sigma}\left(K_{1 n}^{*}\right) \leq \rho, \limsup _{n} P_{\mu, \sigma, \sigma}\left(K_{2 n}^{*}\right)=0
$$

and

$$
\lim _{T} \limsup _{n}\left(P_{\mu, \sigma}+P_{\mu, \sigma, \sigma}\right)\left(K_{0 n}^{*}\right)=0
$$

where $K_{0 n}^{*}:=\left\{\left(x_{n, 1}, \ldots, x_{n, n}\right): k_{\rho}^{*}<\log l_{n}\left(x_{n, 1}, \ldots, x_{n, n}\right)<K_{\rho}^{*}\right\}$.
Proof. By Theorem 6.1.6 we have, as $n \rightarrow \infty$ :

$$
P_{\mu, \sigma}\left(K_{1 n}^{*}\right) \rightarrow P_{\mu, \sigma}\left(K_{1}^{*}\right), P_{\mu, \sigma, \sigma}\left(K_{2 n}^{*}\right) \rightarrow P_{\mu, \sigma}\left(K_{2}^{*}\right)
$$

and

$$
\left(P_{\mu, \sigma}+P_{\mu, \sigma, \sigma}\right)\left(K_{0 n}^{*}\right) \rightarrow\left(P_{\mu, \sigma}+P_{\mu, \sigma, \sigma}\right)\left(K_{0}^{*}\right)
$$

Hence the statements of the corollary follow from Theorem 6.1.6.
Note that according to Corollary 6.1.7 the proposed test procedure has asymptotically the level of errors less than or equal to $\rho$ for both kinds of errors. Note also that the probability not to make a decision goes to zero as $T \rightarrow \infty$. It is also easy to see from the proof of Theorem 6.1.6 and Corollary 6.1.7 that this convergence is uniform for all $\mu$ and all $\sigma \geq \sigma_{0}>0$, where $\sigma_{0}$ is fixed.

### 6.2 Goodness-of-fit Test

### 6.2.1 Introduction

Suppose that $\mathbf{H}$ was tested against $\mathbf{A}$, and we conclude that, e.g. $\mathbf{A}$ is true. Consider a certain functional depending on the trajectory of the observed process $\left\{X_{t}, 0 \leq t \leq T\right\}$. If the distribution of this functional under $\mathbf{A}$ is known we can construct the corresponding goodness-of-fit test. For a given confidence level we either reject $\mathbf{A}$ or do not reject $\mathbf{A}$. If we reject $\mathbf{A}$ it means that the observed trajectory does not fit the model described by $\mathbf{A}$, and we conclude finally in this case that both $\mathbf{A}$ and $\mathbf{H}$ are wrong.

If the parameters in the models are unknown we propose an asymptotical test which provides a given confidence level as $T \rightarrow+\infty$.

### 6.2.2 The Whole Trajectory Is Observed and the Parameters $\mu$ and $\sigma$ Are Known

Introduce a functional which depends on the whole observed trajectory $\{x(t), t \in[0, T]\}$, in a linear way:

$$
Q_{T}:=\int_{0}^{T} Z(T, s) d X_{s}
$$

where

$$
Z(T, s)=s^{1 / 4-H}(T-s)^{3 / 4-H}
$$

We choose here the exponents $\frac{1}{4}-H$ and $\frac{3}{4}-H$ different from $\frac{1}{2}-H$ in order to obtain the functional which is essentially different from $M_{T}^{H}$. The reason for that will be clear from Theorem 6.2.3. The integral exists in both cases when $X_{t}=\sigma B_{t}^{H}+\mu t$ and $X_{t}=\sigma B_{t}^{H}+\mu t-\frac{\sigma^{2}}{2} t^{2 H}$.

Denote

$$
B_{3}=B\left(\frac{5}{4}-H, \frac{7}{4}-H\right), \quad B_{4}=B\left(H+\frac{1}{4}, \frac{7}{4}-H\right)
$$

Theorem 6.2.1. Let the parameters $\mu$ and $\sigma$ be known.
(i) Assume that we have $\mathbf{H}: X_{t}=\sigma B_{t}^{H}+\mu t-\frac{\sigma^{2}}{2} t^{2 H}$. Then

$$
R_{T}^{\mathbf{H}}:=T^{H-1} Q_{T}-\mu B_{3} \cdot T^{1-H}+\sigma^{2} H \cdot B_{4} \cdot T^{H} \sim N\left(0, C_{2} \sigma^{2}\right)
$$

(ii) Assume that we have A: $X_{t}=\sigma B_{t}^{H}+\mu t$. Then

$$
R_{T}^{\mathbf{A}}:=T^{H-1} Q_{T}-\mu B_{3} \cdot T^{1-H} \sim N\left(0, C_{2} \sigma^{2}\right)
$$

where

$$
C_{2}=2 H \alpha \int_{0}^{1} \int_{0}^{1}(u s)^{\frac{1}{4}-H}((1-u)(1-s))^{\frac{3}{4}-H} \cdot|u-s|^{2 \alpha-1} d u d s
$$

Proof. Assume H. Then we have

$$
\begin{equation*}
Q_{T}=\sigma \int_{0}^{T} Z(T, s) d B_{s}^{H}+\mu T^{1-2 \alpha} B_{3}-\sigma^{2} H B_{4} T \tag{6.2.1}
\end{equation*}
$$

and so

$$
R_{T}^{\mathbf{H}}=T^{H-1} \sigma \int_{0}^{T} Z(T, s) d B_{s}^{H}
$$

Obviously, $R_{T}^{\mathbf{H}}$ is normally distributed with mean zero and with variance
$E\left(R_{T}^{\mathbf{H}}\right)^{2}=\sigma^{2} T^{2 \alpha-1} 2 \alpha H \int_{0}^{T} \int_{0}^{T}(u s)^{\frac{1}{4}-H}((T-u)(T-s))^{\frac{3}{4}-H}|s-u|^{2 \alpha-1} d u d s$,
i.e. $E\left(R_{T}^{\mathbf{H}}\right)^{2}=\sigma^{2} C_{2}$ and the first claim now follows.

Assume A. Then we can write $Q_{T}$ as

$$
\begin{equation*}
Q_{T}=\sigma \int_{0}^{T} Z(T, s) d B_{s}^{H}+\mu T^{1-2 \alpha} B_{3} \tag{6.2.2}
\end{equation*}
$$

and the second claim follows from (6.2.2) as above.
The goodness-of-fit tests are based on the statistics

$$
\bar{R}_{T}^{\mathbf{H}}:=\frac{R_{T}^{\mathbf{H}}}{\sigma\left(C_{2}\right)^{\frac{1}{2}}}, \quad \bar{R}_{T}^{\mathbf{A}}:=\frac{R_{T}^{\mathbf{A}}}{\sigma\left(C_{2}\right)^{\frac{1}{2}}}
$$

Fix a confidence level $1-\rho, \rho \in\left(0, \frac{1}{2}\right)$, and let $\xi_{\frac{\rho}{2}}$ be a $\frac{\rho}{2}$-fractile of a standard normal law, i.e $P\left\{N(0,1) \geq \xi_{\frac{\rho}{2}}\right\}=\frac{\rho}{2}$. We reject $\mathbf{H}$ if $\left|\bar{R}_{T}^{\mathbf{H}}\right|>\xi_{\frac{\rho}{2}}$, and reject $\mathbf{A}$ if $\left|\bar{R}_{T}^{\mathbf{A}}\right|>\xi_{\frac{\rho}{2}}$.

Note that under $\mathbf{H}, \bar{R}_{T}^{\mathbf{A}} \xrightarrow{P_{\mu, \sigma, \sigma}}-\infty, T \rightarrow+\infty$, therefore the inequality $\bar{R}_{T}^{\mathbf{A}}<-\xi_{\frac{\rho}{2}}$ is an additional argument in favor of $\mathbf{H}$.

Also, if $\mathbf{A}$ is true, then $\bar{R}_{T}^{\mathbf{H}} \xrightarrow{P_{\mu, \sigma}}+\infty, T \rightarrow+\infty$, therefore the inequality $\bar{R}_{T}^{\mathbf{A}}>\xi_{\frac{\rho}{2}}$ is an additional argument in favor of $\mathbf{A}$.
Remark 6.2.2. Suppose that in reality we have the model $X_{t}=\sigma B_{t}^{H_{1}}$ $+\mu t, H_{1}>H$, not $\sigma B_{t}^{H}+\mu t$. Denote the law of $X$ in this case by $P$. Then

$$
\bar{R}_{T}^{\mathbf{H}}=\frac{T^{H-1}}{\left(C_{2}\right)^{\frac{1}{2}}} \int_{0}^{T} s^{\frac{1}{4}-H}(T-s)^{\frac{3}{4}-H} d B_{s}^{H_{1}}
$$

and $E\left(\bar{R}_{T}^{\mathbf{H}}\right)^{2}$ has the order $T^{2\left(H_{1}-H\right)}$ for large $T$, thus $\bar{R}_{T}^{\mathbf{H}} \xrightarrow{P} \infty, T \rightarrow \infty$, and

$$
\bar{R}_{T}^{\mathbf{H}}=\bar{R}_{T}^{\mathbf{A}}+\frac{\sigma H B_{4} T^{H}}{\left(C_{2}\right)^{\frac{1}{2}}}=T^{H_{1}-H} O_{P}(1)+\frac{\sigma H B_{4} T^{H}}{\left(C_{2}\right)^{\frac{1}{2}}} \xrightarrow{P}+\infty, \quad T \rightarrow \infty
$$

Therefore our statistics can distinguish this case, too.

### 6.2.3 Goodness-of-fit Tests with Discrete Observations

## Asymptotic Behavior of Discrete Statistics for $\mu$ Unknown and $\sigma$

 KnownSuppose for simplicity that we observe the values $X_{\frac{k T}{n}}, k=0,1, \ldots, n$. We substitute in $R_{T}^{\mathbf{A}}, R_{T}^{\mathbf{H}}$ a discretization of $Q_{T}$,

$$
\widehat{Q}_{T}:=\sum_{k=0}^{n-1}\left(\frac{(k+1) T}{n}\right)^{\frac{1}{4}-H}\left(T-\frac{k T}{n}\right)^{\frac{3}{4}-H} \triangle X_{k}
$$

Instead of $\mu$ we substitute the estimates (6.1.12) and (6.1.14), respectively. Thus we define

$$
\widehat{R}_{T}^{\mathbf{H}}:=T^{H-1} \widehat{Q}_{T}-\widehat{\mu}_{\mathbf{A}} B_{3} T^{1-H}+\sigma^{2} H B_{4} T^{H}
$$

and

$$
\widehat{R}_{T}^{\mathbf{A}}:=T^{H-1} \widehat{Q}_{T}-\widehat{\mu}_{\mathbf{H}} B_{3} T^{1-H}
$$

Under hypothesis $\mathbf{H}$ we have

$$
\begin{align*}
& \widehat{R}_{T}^{\mathbf{H}}=\sigma T^{-H} \sum_{k=0}^{n-1}\left(\frac{k+1}{n}\right)^{\frac{1}{4}-H}\left(1-\frac{k}{n}\right)^{\frac{3}{4}-H} \triangle B_{\frac{k T}{n}}^{H}  \tag{6.2.3}\\
& +\mu T^{1-H} \sum_{k=0}^{n-1}\left(\frac{k+1}{n}\right)^{\frac{1}{4}-H}\left(1-\frac{k}{n}\right)^{\frac{3}{4}-H} \cdot \frac{1}{n}-\frac{\sigma^{2}}{2} T^{H} \sum_{k=0}^{n-1}\left(\frac{k+1}{n}\right)^{\frac{1}{4}-H} \\
& \times\left(1-\frac{k}{n}\right)^{\frac{3}{4}-H}\left(\left(\frac{k+1}{n}\right)^{2 H}-\left(\frac{k}{n}\right)^{2 H}\right)-\widehat{\mu}_{\mathbf{A}} B_{3} T^{1-H}+\sigma^{2} H B_{4} T^{H},
\end{align*}
$$

and under hypothesis $\mathbf{A}$

$$
\begin{array}{r}
\widehat{R}_{T}^{\mathbf{A}}=\sigma T^{-H} \sum_{k=0}^{n-1}\left(\frac{k+1}{n}\right)^{\frac{1}{4}-H}\left(1-\frac{k}{n}\right)^{\frac{3}{4}-H} \triangle B_{\frac{k T}{n}}^{H}  \tag{6.2.4}\\
+\mu T^{1-H} \sum_{k=0}^{n-1}\left(\frac{k+1}{n}\right)^{\frac{1}{4}-H}\left(1-\frac{k}{n}\right)^{\frac{3}{4}-H} \cdot \frac{1}{n}-\widehat{\mu}_{\mathbf{H}} B_{3} T^{1-H}
\end{array}
$$

To begin we find the rate of convergence of the integral sums in (6.2.3) and (6.2.4) to the corresponding integrals.

Define $\widetilde{R}_{T}^{\mathbf{A}}$ by

$$
\widetilde{R}_{T}^{\mathbf{A}}:=\frac{\sigma}{T^{1-H}} \int_{0}^{T} s^{1 / 4-H}(T-s)^{3 / 4-H} d B_{s}^{H}+B_{3} T^{1-H}\left(\mu-\widehat{\mu}_{\mathbf{A}}\right)
$$

and $\widetilde{R}_{T}^{\mathbf{H}}$ similarly, with $\widehat{\mu}_{\mathbf{H}}$ replacing $\widehat{\mu}_{\mathbf{A}}$.
We study the differences $\widehat{R}_{T}^{\mathbf{A}}-\widetilde{R}_{T}^{\mathbf{A}}$ and $\widehat{R}_{T}^{\mathbf{H}}-\widetilde{R}_{T}^{\mathbf{H}}$. Put

$$
\begin{gathered}
q_{n}(T, s):=\sum_{k=0}^{n-1}\left(\frac{(k+1) T}{n}\right)^{\frac{1}{4}-H}\left(T-\frac{k T}{n}\right)^{\frac{3}{4}-H} \cdot \mathbf{1}_{\left[\frac{k T}{n}, \frac{(k+1) T}{n}\right)}(s), \\
I(\delta, \beta):=B(\delta+1, \beta+1)=\int_{0}^{1} s^{\delta}(1-s)^{\beta} d s
\end{gathered}
$$

and

$$
I_{n}(\delta, \beta)=\sum_{k=0}^{n-1}\left(\frac{k+1}{n}\right)^{\delta}\left(1-\frac{k}{n}\right)^{\beta} \frac{1}{n}
$$

We have that

$$
\begin{array}{r}
\widehat{R}_{T}^{\mathbf{A}}-\widetilde{R}_{T}^{\mathbf{A}}=T^{H-1} \int_{0}^{T}\left(q_{n}(T, s)-q(T, s)\right) d B_{s}^{H} \\
-T^{1-H} \mu\left(I_{n}(1 / 4-H, 3 / 4-H)-I(1 / 4-H, 3 / 4-H)\right) \tag{6.2.5}
\end{array}
$$

and

$$
\begin{array}{r}
\widehat{R}_{T}^{\mathbf{H}}-\widetilde{R}_{T}^{\mathbf{H}}=\widehat{R}_{T}^{\mathbf{A}}-\widetilde{R}_{T}^{\mathbf{A}}-\frac{\sigma^{2}}{2} T^{H} 2 H\left(I_{n}(H-3 / 4,3 / 4-H)\right. \\
-I(H-3 / 4,3 / 4-H))-\frac{\sigma^{2}}{2} T^{H}\left(\sum _ { k = 0 } ^ { n - 1 } \left(\left(\frac{k+1}{n}\right)^{1 / 4-H}\left(1-\frac{k}{n}\right)^{3 / 4-H}(6.2 .6)\right.\right. \\
\left.\left.\times\left(\left(\frac{k+1}{n}\right)^{2 H}-\left(\frac{k}{n}\right)^{2 H}\right)-2 H\left(\frac{k+1}{n}\right)^{H-3 / 4}\left(1-\frac{k}{n}\right)^{3 / 4-H} \frac{1}{n}\right)\right) .
\end{array}
$$

Using self-similarity, we obtain that

$$
\begin{gather*}
E\left(T^{H-1} \int_{0}^{T}\left(q_{n}(T, s)-q(T, s)\right) d B_{s}^{H}\right)^{2} \\
\quad=E\left(\int_{0}^{1}\left(q_{n}(1, s)-q(1, s)\right) d B_{s}^{H}\right)^{2} \tag{6.2.7}
\end{gather*}
$$

According to Remark 1.9.5 we have

$$
\begin{equation*}
E\left(\int_{0}^{1}\left(q_{n}(1, s)-q(1, s)\right) d B_{s}^{H}\right)^{2} \leq c_{H}\left\|q_{n}(1, s)-q(1, s)\right\|_{L_{1 / H}[0,1]}^{2} \tag{6.2.8}
\end{equation*}
$$

Now we use these preliminary calculations to prove the next result. Let $n=n(T)$ be the number of approximation points.
Theorem 6.2.3. Assume
(iii) For $\frac{1}{2}<H \leq \frac{3}{4}$,

$$
\frac{T^{\beta}}{n(T)} \rightarrow 0, \quad T \rightarrow \infty, \text { with } \beta=\frac{H}{H+\frac{1}{4}}
$$

(iv) For $\frac{3}{4}<H<1$,

$$
\frac{T^{\beta}}{n(T)} \rightarrow 0, T \rightarrow \infty, \text { with } \beta=H
$$

Then under $\mathbf{H}$

$$
\begin{equation*}
\widehat{R}_{T}^{\mathbf{H}}-\widetilde{R}_{T}^{\mathbf{H}}=o_{P}(1), \quad T \rightarrow \infty \tag{6.2.9}
\end{equation*}
$$

and under $\mathbf{A}$

$$
\begin{equation*}
\widehat{R}_{T}^{\mathbf{A}}-\widetilde{R}_{T}^{\mathbf{A}}=o_{P}(1), \quad T \rightarrow \infty \tag{6.2.10}
\end{equation*}
$$

Moreover, under $\mathbf{H} \widetilde{R}_{T}^{\mathbf{H}} \sim N\left(0, r^{2}\right)$, and under $\mathbf{A} \widetilde{R}_{T}^{\mathbf{A}} \sim N\left(0, r^{2}\right)$, where

$$
r^{2}:=2 \sigma^{2} \alpha H \int_{0}^{1} \int_{0}^{1} \varphi(s) \varphi(u) \cdot|u-s|^{2 \alpha-1} d u d s
$$

with

$$
\varphi(s):=s^{\frac{1}{4}-H}(1-s)^{\frac{3}{4}-H}-\frac{B_{3}}{B_{1}} s^{-\alpha}(1-s)^{-\alpha} .
$$

Proof. To prove the claims note first that using Lemmas B.0.1 and B.0.2 from Appendix B we have that $\widehat{R}_{T}^{\mathbf{H}}-\widetilde{R}_{T}^{\mathbf{H}}=o_{P}(1)$ under $\mathbf{H}$ and $\widehat{R}_{T}^{\mathbf{A}}-\widetilde{R}_{T}^{\mathbf{A}}=o_{P}(1)$ under A. Next, we substitute (6.1.12) into $\widetilde{R}_{T}^{\mathbf{H}}$ and obtain

$$
\widetilde{R}_{T}^{\mathbf{H}}=\frac{\sigma}{T^{1-H}} \int_{0}^{T}\left(s^{\frac{1}{4}-H}(T-s)^{\frac{3}{4}-H}-\frac{B_{3}}{B_{1}} s^{-\alpha}(T-s)^{-\alpha}\right) d B_{s}^{H}
$$

This implies that under $\mathbf{H} \widetilde{R}_{T}^{\mathbf{H}} \sim N\left(0, r^{2}\right)$. Similarly, one shows that under $\mathbf{A}$ $\widetilde{R}_{T}^{\mathbf{A}} \sim N\left(0, r^{2}\right)$.

Remark 6.2.4. For the kernel $l_{H}(t, s)$ instead of $Z(t, s)$ we obtain the degenerate distribution of $\widetilde{R}_{T}^{\mathbf{H}}$ and $\widetilde{R}_{T}^{\mathbf{A}}$. This is the reason why we take the kernel $Z(t, s)$.

## Goodness-of-fit Test

Based on Theorem 6.2.3, we construct the goodness-of-fit test similarly to the one from Subsection 6.2.2. Choose $\xi_{\frac{\rho}{2}}$ as there. We reject $\mathbf{H}$ if $\left|\widehat{R}_{T}^{\mathbf{H}}\right|>r \xi_{\frac{\rho}{2}}$, and we reject $\mathbf{A}$ if $\left|\widehat{R}_{T}^{\mathbf{A}}\right|>r \xi_{\frac{\rho}{2}}$. The test is applicable for large $T$ only, contrary to the test from Subsection 6.2.2, because for the probability $p_{\mathbf{H}}(T)$ that $\mathbf{H}$ is rejected when $\mathbf{H}$ is true, we have now

$$
\lim _{T \rightarrow \infty} p_{\mathbf{H}}(T)=\rho
$$

and similarly for $\mathbf{A}$ and $p_{\mathbf{A}}(T)$.

### 6.2.4 On Volatility Estimation

In this subsection we construct an estimator for the parameter $\sigma$. We end this subsection by giving the goodness-of-fit test for the case where both $\mu$ and $\sigma$ are unknown.

## Introductory Computations for Volatility Estimation

Assume $\mathbf{H}$. Then the background process is $X_{t}=\sigma B_{t}^{H}+\mu t-\frac{\sigma^{2}}{2} t^{2 H}, t \geq 0$. We make observations at time points $t_{k}=\frac{k T}{n}, k=0,1, \ldots, n$. Put, as before, $\Delta X_{k}=X_{\frac{k+1}{n} T}-X_{\frac{k}{n} T}, k=0, \ldots, n-1$. Then we have, with obvious notation, that

$$
\Delta X_{k}=\sigma \Delta B_{k}^{H}+\mu \Delta t_{k}-\frac{\sigma^{2}}{2} \Delta\left(t^{2 H}\right)_{k}
$$

$k=0, \ldots, n-1$. Consider now $\frac{\Delta X_{k}}{T^{H}}$ and write this as

$$
\begin{equation*}
\frac{\Delta X_{k}}{T^{H}}=\sigma \frac{1}{n^{H}} \varepsilon_{k}+\frac{\mu \Delta t_{k}}{T^{H}}-\frac{\sigma^{2}}{2 T^{H}} \Delta\left(t^{2 H}\right)_{k} \tag{6.2.11}
\end{equation*}
$$

In (6.2.11) we used the notation $\varepsilon_{k}=\frac{\Delta B_{k}^{H} n^{H}}{T^{H}}$. By self-similarity the distribution of the vector $\left(\varepsilon_{0}, \ldots, \varepsilon_{n-1}\right)$ is the same as of the vector

$$
\frac{B_{\frac{1}{n}}^{H}-B_{0}^{H}}{\frac{1}{n^{H}}}, \ldots, \frac{B_{1}^{H}-B_{(n-1)}^{n}}{\frac{1}{n^{H}}} \stackrel{d}{=} B_{1}^{H}-B_{0}^{H}, B_{2}^{H}-B_{1}^{H}, \ldots, B_{n}^{H}-B_{n-1}^{H}
$$

where we again used self-similarity. Simple computation gives $E \varepsilon_{k}=0$, $E \varepsilon_{k}^{2}=1$ and

$$
E \varepsilon_{k} \varepsilon_{l}=\frac{1}{2}\left(|k-l+1|^{2 H}-2|k-l|^{2 H}+|k-l-1|^{2 H}\right) .
$$

If $k>l \geq 1$ and $\frac{1}{2} \leq H<1$, then, applying the mean value theorem twice gives

$$
\begin{equation*}
0 \leq E \varepsilon_{k} \varepsilon_{l} \leq 2 H \alpha(k-l)^{2 \alpha-1} \tag{6.2.12}
\end{equation*}
$$

Denote $\mu_{1}:=\frac{n^{H} \mu \Delta t}{T^{H}}, \quad y_{t}:=\frac{n^{H} \Delta X_{t}}{T^{H}}$ and rewrite (6.2.11):

$$
y_{t}=\sigma \varepsilon_{t}+\mu_{1}-\frac{\sigma^{2}}{2} T^{-H} n^{H} \Delta t^{2 H}
$$

To simplify the notation put

$$
\begin{equation*}
y_{k}:=\sigma \varepsilon_{k}+\mu_{1}-\frac{\sigma^{2}}{2} T^{H} n^{H} \Delta \tau_{k}^{2 H}, k=0,1, \ldots, n-1 \tag{6.2.13}
\end{equation*}
$$

where $\triangle \tau_{k}^{2 H}=\left(\frac{k+1}{n}\right)^{2 H}-\left(\frac{k}{n}\right)^{2 H}$. We use a sample variance to estimate $\sigma$ :

$$
\begin{equation*}
\widehat{\sigma}_{n}^{2}:=\frac{n}{n-1}\left(\overline{y_{n}^{2}}-\bar{y}_{n}^{2}\right) \text { with } \bar{y}_{n}:=\frac{y_{1}+\cdots+y_{n}}{n} . \tag{6.2.14}
\end{equation*}
$$

Let
$z_{k}=\sigma \varepsilon_{k}-\frac{\sigma^{2}}{2} T^{H} n^{H} \Delta \tau_{k}^{2 H}, \quad k=0,1, \ldots, n-1$. Then

$$
\begin{equation*}
\bar{z}_{n}=\sigma \bar{\varepsilon}_{n}-\frac{\sigma^{2}}{2} T^{H} n^{H-1} \tag{6.2.15}
\end{equation*}
$$

and

$$
\begin{align*}
\widehat{\sigma}^{2}=\frac{n}{n-1}\left(\overline{z_{n}^{2}}-\bar{z}_{n}^{2}\right)= & \frac{n \sigma^{2}}{n-1}\left(\overline{\varepsilon_{n}^{2}}-\sigma T^{H} n^{H} \bar{\varepsilon}_{n} \Delta \tau_{n}^{2 H}\right. \\
& +\frac{\sigma^{2}}{4} T^{2 H} n^{2 H} \overline{\left(\Delta \tau_{n}^{2 H}\right)^{2}}-\bar{\varepsilon}_{n}^{2}  \tag{6.2.16}\\
+ & \left.\sigma T^{H} n^{H} \bar{\varepsilon}_{n} \overline{\Delta \tau_{n}^{2 H}}-\frac{\sigma^{2}}{4} T^{2 H} n^{2 H}\left(\overline{\Delta \tau_{n}^{2 H}}\right)^{2}\right)
\end{align*}
$$

Again we have a problem with the rate of the discretization with respect to the observation interval. We start with one lemma:

Lemma 6.2.5. Assume that $X, Y$ are two standard normal random variables:

$$
E X=E Y=0 \text { and } \operatorname{Var}(X)=\operatorname{Var}(Y)=1
$$

Assume that $E X Y=q$. Then

$$
\begin{equation*}
E\left(\left(X^{2}-1\right)\left(Y^{2}-1\right)\right)=2 q^{2} \tag{6.2.17}
\end{equation*}
$$

Lemma 6.2.6. With the notation above:
(v) If $H<\frac{3}{4}$, then $E\left|\overline{\varepsilon_{n}^{2}}-1\right| \leq C \frac{1}{\sqrt{n}}$.
(vi) If $H=\frac{3}{4}$, then $E\left|\overline{\varepsilon_{n}^{2}}-1\right| \leq C \sqrt{\frac{\log n}{n}}$.
(vii) If $\frac{3}{4}<H<1$, then $E\left|\overline{\varepsilon_{n}^{2}}-1\right| \leq C n^{2 \alpha-1}$.

Proof. We have that

$$
\overline{\varepsilon_{n}^{2}}-1=\frac{1}{n} \sum_{i=0}^{n-1}\left(\varepsilon_{i}^{2}-1\right)
$$

From Lemma 6.2.5 and (6.2.6):

$$
\begin{gather*}
E\left(\overline{\varepsilon_{n}^{2}}-1\right)^{2}=\frac{1}{n^{2}} \sum_{i=0}^{n-1} E\left(\varepsilon_{i}^{2}-1\right)^{2}+\frac{2}{n^{2}} \sum_{0 \leq j<i \leq n-1} E\left(\varepsilon_{i}^{2}-1\right)\left(\varepsilon_{j}^{2}-1\right) \\
\leq \frac{C}{n}+\frac{C}{n^{2}} \sum_{0 \leq j<i \leq n-1}(i-j)^{4 H-4} \tag{6.2.18}
\end{gather*}
$$

Note that

$$
\sum_{0 \leq j<i \leq n-1}(i-j)^{4 H-4}=\sum_{j=1}^{n-1}(n-j) j^{4 H-4}
$$

This and inequality (6.2.18) give the result.

We have

$$
\begin{equation*}
\bar{z}_{n} \stackrel{d}{=} \sigma n^{H-1}\left(B_{1}^{H}-\frac{\sigma}{2} T^{H}\right) \tag{6.2.19}
\end{equation*}
$$

so that

$$
\begin{equation*}
0 \leq E \bar{z}_{n}^{2} \leq \sigma^{2} n^{2 \alpha-1}\left(2 E\left(B_{1}^{H}\right)^{2}+\frac{\sigma^{2}}{2} T^{2 H}\right) \tag{6.2.20}
\end{equation*}
$$

## Estimation of $\sigma$

Theorem 6.2.7. Assume $\mathbf{H}$. If $n(T)$ is such that $\frac{T^{3 H}}{n(T)^{1-2 \alpha}} \rightarrow 0$, then $T^{H}\left(\widehat{\sigma}_{n}^{2}-\sigma^{2}\right)=o_{P}(1)$.

Assume A. Then
(viii) If $\frac{1}{2}<H<\frac{3}{4}$ and $n(T)$ is such that $\frac{T^{2 H}}{n(T)} \rightarrow 0$, then $T^{H}\left(\widehat{\sigma}_{n}^{2}-\sigma^{2}\right)$

$$
=o_{P}(1) .
$$

(ix) If $H=\frac{3}{4}$ and $n(T)$ is such that $\frac{T^{\frac{3}{2}} \log (n(T))}{n(T)} \rightarrow 0$, then $T^{H}\left(\widehat{\sigma}_{n}^{2}-\sigma^{2}\right)$ $=o_{P}(1)$.
(x) If $\frac{3}{4}<H<1$ and $n(T)$ is such that $\frac{T^{H}}{n(T)^{1-2 \alpha}} \rightarrow 0$, then $T^{H}\left(\widehat{\sigma}_{n}^{2}-\sigma^{2}\right)$ $=o_{P}(1)$.

Proof. Using Lemma 6.2.5 and (6.2.16) we obtain that

$$
T^{H} E\left|\widehat{\sigma}_{n}^{2}-\sigma^{2}\right| \leq C\left(T^{H} E\left|\overline{\varepsilon_{n}^{2}}-1\right|+\frac{T^{H}+T^{2 H}+T^{3 H}}{n^{1-2 \alpha}}\right)
$$

where $C$ depends on $\sigma^{2}$. Under $\mathbf{H}$ the statement follows from Lemma 6.2.6. Under A we have

$$
\widehat{\sigma}^{2}=\frac{n \sigma^{2}}{n-1}\left(\overline{\varepsilon_{n}^{2}}-\left(\bar{\varepsilon}_{n}\right)^{2}\right),
$$

and

$$
T^{H} \cdot E\left|\widehat{\sigma}_{n}^{2}-\sigma^{2}\right| \leq C\left(T^{H} E\left|\overline{\varepsilon_{n}^{2}}-1\right|+\frac{T^{H}}{n^{1-2 \alpha}}\right)
$$

The claims (viii)-(x) follow from Lemma 6.2.6.

### 6.2.5 Goodness-of-fit Test with Unknown $\mu$ and $\sigma$

If the parameter $\sigma$ is unknown, then using the observation $X_{\frac{k T}{n}}, k=$ $0,1, \ldots, n$, with $n=n(T)$, an estimator $\widehat{\sigma}^{2}=\widehat{\sigma}_{n}^{2}$ is constructed. The construction of this estimator is explained in Subsection 6.2.4.

If

$$
\begin{equation*}
\frac{T^{\frac{3 H}{1-2 \alpha}}}{n(T)} \rightarrow 0, \quad T \rightarrow \infty \tag{6.2.21}
\end{equation*}
$$

we have $\left(\widehat{\sigma}^{2}-\sigma^{2}\right) \cdot T^{H} \xrightarrow{P_{\mu, \sigma, \sigma}} 0$, when $\mathbf{H}$ is true.
If conditions (viii)-(x) of Theorem 6.2.7 hold, we have the same convergence for $\left(\widehat{\sigma}^{2}-\sigma^{2}\right) \cdot T^{H}$, then $\mathbf{A}$ is true. Define the statistics

$$
\begin{equation*}
\widehat{S}_{T}^{\mathbf{A}}:=\left.r^{-1} \widehat{R}_{T}^{\mathbf{A}}\right|_{\sigma=\widehat{\sigma}}, \quad \widehat{S}_{T}^{\mathbf{H}}:=\left.r^{-1} \widehat{R}_{T}^{\mathbf{H}}\right|_{\sigma=\widehat{\sigma}} . \tag{6.2.22}
\end{equation*}
$$

Consider the model with unknown $\mu$ and $\sigma$.
Theorem 6.2.8. (a) Assume that $\mathbf{H}$ is true, and that $\frac{T^{3 H}}{n(T)^{1-2 \alpha}} \rightarrow 0, T \rightarrow \infty$. Then
$\widehat{S}_{T}^{\mathbf{H}} \rightarrow N(0,1)$ in distribution.
(b) Assume that $\mathbf{A}$ is true and conditions (vii)-(x) of Theorem 6.2.7 hold. Then $\widehat{S}_{T}^{\mathbf{A}} \rightarrow N(0,1)$ in distribution.

Proof. (a) Suppose that $\mathbf{H}$ is true. By Theorem 6.2.7 we have $\widehat{\sigma}^{2}-\sigma T^{H} \xrightarrow{P} 0$. Rewrite (6.2.22) as

$$
\begin{gathered}
\widehat{S}_{T}^{\mathbf{H}}=\left.r^{-1} \widehat{R}_{T}^{\mathbf{H}}\right|_{\sigma=\widehat{\sigma}} \cdot \frac{\sigma}{\widehat{\sigma}} \\
=r^{-1} \frac{\sigma}{\bar{\sigma}}\left(\widehat{R}_{T}^{\mathbf{H}}+B_{3} T^{1-H}\left(\widehat{\mu}_{\mathbf{H}}-\left.\mu_{\mathbf{H}}\right|_{\sigma=\widehat{\sigma}}\right)+H B_{4} T^{H}\left(\widehat{\sigma}^{2}-\sigma^{2}\right)\right) .
\end{gathered}
$$

Now, $\widehat{\sigma} \xrightarrow{\mathbb{P}} \sigma$ and $H B_{4} T^{H}(\widehat{\sigma}-\sigma) \xrightarrow{\mathbb{P}} 0$, as $T \rightarrow \infty$. From (6.1.12)

$$
\begin{equation*}
B_{3} T^{1-H}\left(\widehat{\mu_{\mathbf{H}}}-\left.\mu_{\mathbf{H}}\right|_{\sigma=\widehat{\sigma}}\right) \text { equals } B_{5} T^{H}\left(\widehat{\sigma}^{2}-\sigma^{2}\right) \xrightarrow{P} 0 \tag{6.2.23}
\end{equation*}
$$

where $B_{5}$ is some constant.
And now from (6.2.23) and Theorem 6.2.7 the convergence $\widehat{S_{T}^{A}} \rightarrow N(0,1)$ follows.
(b) If $\mathbf{A}$ is true then $T^{H}\left(\widehat{\sigma}^{2}-\sigma^{2}\right) \xrightarrow{\mathbb{P}} 0$ holds under the conditions of the Theorem 6.2.7. The proof now follows in the same way.

The goodness-of-fit test is now organized in such a way. We reject $\mathbf{H}$ if $\left|\widehat{S_{T}^{\mathbf{H}}}\right|>\xi_{\frac{\rho}{2}}$, and we reject $\mathbf{A}$ if $\left|\widehat{S_{T}^{\mathbf{A}}}\right|>\xi_{\frac{\rho}{2}}$. Asymptotic relations for the errors $p_{\mathbf{A}}(T)$ and $p_{\mathbf{H}}(T)$ are the same in Section 6.2.4.

### 6.3 Parameter Estimates in the Models Involving fBm

In this section we consider very simple diffusion models involving fBm and in some cases the Wiener process. Our goal is to demonstrate the properties of drift parameter estimates depending on the form of the model. We follow but slightly modify an approach of (MR01).

### 6.3.1 Consistency of the Drift Parameter Estimates in the Pure Fractional Brownian Diffusion Model

First we consider the "pure" fractional diffusion (nonlinear) model and establish strong consistency and asymptotic normality of the maximum likelihood drift parameter estimate.

The Girsanov Theorem for the Pure Fractional Diffusion Model and Likelihood Ratio for Drift Parameter

We assume that the $\mathrm{fBm} B_{t}^{H}$ with $H \in(1 / 2,1)$ is defined on a probability space $(\Omega, \mathcal{F}, P)$ and denote by $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ the filtration generated by $B_{t}^{H}$. Consider a diffusion equation containing a stochastic differential driven by $B^{H}$ :

$$
\begin{gather*}
d X_{t}=\theta a\left(t, X_{t}\right) d t+b\left(t, X_{t}\right) d B_{t}^{H}, X_{t=0}=X_{0} \in \mathbb{R}  \tag{6.3.1}\\
\theta \in \mathbb{R}, 0 \leq t \leq T, T>0
\end{gather*}
$$

Differential equation (6.3.1) can be rewritten in the integral form

$$
\begin{equation*}
X_{t}=X_{0}+\theta \int_{0}^{t} a\left(s, X_{s}\right) d s+\int_{0}^{t} b\left(s, X_{s}\right) d B_{s}^{H}, t \in[0, T] \tag{6.3.2}
\end{equation*}
$$

Here we use pathwise construction of the integral w.r.t. fBm. Suppose that equation (6.3.2) has unique pathwise solution. (Sufficient conditions of existence and uniqueness of the solution on the interval $[0, T]$ are presented in Theorem 3.1.4.)

Now, let $T>0$ be fixed. We are in a position to find the likelihood ratio $\frac{d P_{\theta}(t)}{d P_{0}(t)}$ for the probability measure $P_{\theta}(t)$ corresponding to our model and the probability measure $P_{0}(t)$ corresponding to the model with zero drift. Suppose that the following assumption holds:
(i) $b\left(t, X_{t}\right) \neq 0, t \in[0, T]$ and $\frac{a\left(t, X_{t}\right)}{b\left(t, X_{t}\right)}$ is a.s. Lebesgue integrable on $[0, T]$.

Denote $\varphi_{t}:=\frac{a\left(t, X_{t}\right)}{b\left(t, X_{t}\right)}$ and introduce the new process

$$
\begin{equation*}
\widehat{B}_{t}^{H}:=B_{t}^{H}+\theta \int_{0}^{t} \varphi_{s} d s \tag{6.3.3}
\end{equation*}
$$

Let also the following conditions hold (recall that $\widetilde{\alpha}=(1-2 \alpha)^{1 / 2}, \widehat{\alpha}=(1-$ $2 \alpha)^{-1 / 2}$ ):

> (ii) $\int_{0}^{t} l_{H}(t, s)|\varphi(s)| d s<\infty, t \in[0, T]$
> (iii) $\theta \int_{0}^{t} l_{H}(t, s) \varphi(s) d s=\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s, t \in[0, T]$
and
(iv) $E \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s<\infty, t \in[0, T]$.

Then $L_{t}=\int_{0}^{t} s^{\alpha} \delta_{s} d \widehat{B}_{s}$ is a square-integrable martingale for the Wiener process $\widehat{B}$ w.r.t. the measure $P_{0}(t)$ such that $\int_{0}^{t} l_{H}(t, s) d \widehat{B}_{s}^{H}$
$=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}$. According to the Girsanov theorem for fBm (Theorem 2.8.1), under the assumptions (i)-(iv) and

$$
\text { (v) } E \exp \left\{L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}=1
$$

the process $\widehat{B}_{t}^{H}$ is an fBm on $[0, T]$ w.r.t. the measure $Q$ defined via the relation

$$
\begin{equation*}
\frac{d P_{\theta}(t)}{d P_{0}(t)}=\exp \left\{L_{t}-\frac{1}{2}\langle L\rangle_{t}\right\}, t \in[0, T] \tag{6.3.4}
\end{equation*}
$$

Remark 6.3.1. We can try to present the likelihood ratio (6.3.4) as a function of the observed process $X_{t}$, according to statistical tradition. Toward this end recall that

$$
\begin{equation*}
\int_{0}^{t} l_{H}(t, s) d \widehat{B}_{s}^{H}=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}=\int_{0}^{t} l_{H}(t, s) b^{-1}\left(s, X_{s}\right) d X_{s} \tag{6.3.5}
\end{equation*}
$$

Suppose that the process $J_{t}:=\int_{0}^{t} l_{H}(t, s) b^{-1}\left(s, X_{s}\right) d X_{s}$ admits a differential of the form $d J_{t}=F\left(t, X_{t}\right) d X_{t}$; then, evidently,

$$
L_{t}=\int_{0}^{t} s^{\alpha} \delta_{s} d \widehat{B}_{s}=\widehat{\alpha} \int_{0}^{t} s^{2 \alpha} \delta_{s} F\left(s, X_{s}\right) d X_{s}
$$

and $\delta_{s}$ is a functional of the process $X$ under the conditions of Lemma 6.3.2 (see below). In turn, the existence of the differential $d J_{t}$ can be established separately for $\int_{0}^{t} l_{H}(t, s) \varphi_{s} d s$ (it is realized in Lemma 6.3.2) and for $\int_{0}^{t} l_{H}(t, s) d B_{s}^{H}=M_{t}^{H}$, but the last problem is of the same complexity as the original one. Another possibility is to establish, similarly to Lemma 6.3.2, the conditions of the existence of the derivative $\left(s^{\alpha} \delta_{s}\right)^{\prime}$, in general, this problem is solvable; then we can rewrite

$$
L_{t}=t^{\alpha} \delta_{t} \widehat{B}_{t}-\int_{0}^{t} \widehat{B}_{s}\left(s^{\alpha} \delta_{s}\right)^{\prime} d s
$$

and, of course, $\widehat{B}$ is an adapted functional of $X$. Indeed, we can present $\widehat{B}$ via $X$ with the help of $\widehat{B}^{H}$ (see (6.3.5)), relation (6.3.3) and the equality $B_{t}^{H}=\int_{0}^{t} b^{-1}\left(s, X_{s}\right) d X_{s}-\int_{0}^{t} \varphi_{s} d s$.

## Consistency of the Drift Parameter Estimates

In order to find the maximum likelihood estimate of the parameter $\theta$, we use likelihood ratio (6.3.4), which can be rewritten as

$$
\frac{d P_{\theta}(t)}{d P_{0}(t)}=\exp \left\{\int_{0}^{t} s^{\alpha} \delta_{s} d \widehat{B}_{s}-\frac{1}{2} \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s\right\}
$$

where $\delta_{s}$ is defined according to the integral representation (iii). First we establish sufficient conditions ensuring the existence of representation (iii).

Denote $\psi(t, x)=\frac{a(t, x)}{b(t, x)}$, so that $\psi\left(t, X_{t}\right)=\varphi(t), \quad I(t):=\int_{0}^{t} l_{H}(t, s) \varphi(s) d s$.
Lemma 6.3.2. Let $\psi(t, x) \in C^{1}[0, T] \cap C^{2}(\mathbb{R})$. Then for $t>0$

$$
\begin{aligned}
& I^{\prime}(t)=C(H) \psi(0,0) t^{-2 \alpha}+\int_{0}^{t} l_{H}(t, s)\left(\psi_{t}^{\prime}\left(s, X_{s}\right)+\theta \psi_{x}^{\prime}\left(s, X_{s}\right) a\left(s, X_{s}\right)\right) d s \\
& -\alpha C_{H}^{(5)} \int_{0}^{t} s^{-1-\alpha}(t-s)^{-\alpha} \int_{0}^{s}\left(\psi_{t}^{\prime}\left(u, X_{u}\right)+\theta \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(u, X_{u}\right)\right) d u d s \\
& +(1-2 \alpha) C_{H}^{(5)} t^{-2 \alpha} \int_{0}^{t} s^{2 \alpha-2} \int_{0}^{s} u^{1-\alpha}(s-u)^{-\alpha} \psi_{x}^{\prime}\left(u, X_{u}\right) b\left(u, X_{u}\right) d B_{u}^{H} d s \\
& +C_{H}^{(5)} t^{-1} \int_{0}^{t} u^{1-\alpha}(t-u)^{-\alpha} \psi_{x}^{\prime}\left(u, X_{u}\right) b\left(u, X_{u}\right) d B_{u}^{H}
\end{aligned}
$$

where $C(H)=(1-2 \alpha) B(1-\alpha, 1-\alpha) C_{H}^{(5)}$.
Proof. According to the Itô formula (2.7.3),

$$
\begin{align*}
\varphi_{s}=\phi(0,0) & +\int_{0}^{s}\left(\psi_{t}^{\prime}\left(u, X_{u}\right)+\psi_{x}^{\prime}\left(u, X_{u}\right) \theta a\left(u, X_{u}\right)\right) d u \\
& +\int_{0}^{s} \psi_{x}^{\prime}\left(u, X_{u}\right) b\left(u, X_{u}\right) d B_{u}^{H} \tag{6.3.6}
\end{align*}
$$

Substituting (6.3.6) into the integral $I(t)=\int_{0}^{t} l_{H}(t, s) \varphi_{s} d s$, we obtain

$$
\begin{align*}
I(t)= & C(H, 1) \psi(0,0) t^{1-2 \alpha}+\int_{0}^{t} l_{H}(t, s) \int_{0}^{s} \psi_{t}^{\prime}\left(u, X_{u}\right) d u d s \\
& +\theta \int_{0}^{t} l_{H}(t, s) \int_{0}^{s} \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(u, X_{u}\right) d u d s \\
& +\int_{0}^{t} l_{H}(t, s) \int_{0}^{s} \psi_{x}^{\prime}\left(u, X_{u}\right) b\left(u, X_{u}\right) d B_{u}^{H} d s \tag{6.3.7}
\end{align*}
$$

$C(H, 1)=C_{H}^{(5)} B(1-\alpha, 1-\alpha)$ and now our aim is to differentiate $I(t)$. The first term on the right-hand side of (6.3.7) is obviously differentiable, i.e. can be presented as $C(H) \psi(0,0) \int_{0}^{t} s^{-2 \alpha} d s$. The second and the third terms can be transformed using integration by parts:
$s^{-\alpha} \int_{0}^{s} \psi_{t}^{\prime}\left(u, X_{u}\right) d u=\int_{0}^{s} u^{-\alpha} \psi_{t}^{\prime}\left(u, X_{u}\right) d u-\alpha \int_{0}^{s} u^{-1-\alpha} \int_{0}^{u} \psi_{t}^{\prime}\left(v, X_{v}\right) d v d u$,
and

$$
\begin{gather*}
s^{-\alpha} \int_{0}^{s} \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(u, X_{u}\right) d u=\int_{0}^{s} u^{-\alpha} \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(u, X_{u}\right) d u \\
-\alpha \int_{0}^{s} u^{-1-\alpha} \int_{0}^{u} \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(v, X_{v}\right) d v d u \tag{6.3.8}
\end{gather*}
$$

According to representation (6.3.8), there exist a.s. the fractional derivatives of order $\alpha$, i.e. the derivatives of fractional integrals:

$$
\begin{gather*}
\frac{d}{d t} \int_{0}^{t} l_{H}(t, s) \int_{0}^{s} \psi_{t}^{\prime}\left(u, X_{u}\right) d u d s=\int_{0}^{t} l_{H}(t, s) \psi_{t}^{\prime}\left(s, X_{s}\right) d s \\
-\alpha C_{H}^{(5)} \int_{0}^{t} s^{-1-\alpha}(t-s)^{-\alpha} \int_{0}^{s} \psi_{t}^{\prime}\left(u, X_{u}\right) d u d s  \tag{6.3.9}\\
\frac{d}{d t} \int_{0}^{t} l_{H}(t, s) \int_{0}^{s} \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(u, X_{u}\right) d u d s=\int_{0}^{t} l_{H}(t, s) \psi_{x}^{\prime}\left(s, X_{s}\right) a\left(s, X_{s}\right) d s \\
-\alpha C_{H}^{(5)} \int_{0}^{t} s^{-1-\alpha}(t-s)^{-\alpha} \int_{0}^{s} \psi_{x}^{\prime}\left(u, X_{u}\right) a\left(u, X_{u}\right) d u d s \tag{6.3.10}
\end{gather*}
$$

Further, it follows from Lemma 2.8.2 that

$$
\begin{gather*}
\int_{0}^{t} l_{H}(t, s) \int_{0}^{s} \psi_{x}^{\prime}\left(u, X_{u}\right) b\left(u, X_{u}\right) d B_{u}^{H} d s \\
=C_{H}^{(5)} t^{1-2 \alpha} \int_{0}^{t} s^{2 \alpha-2} \int_{0}^{s} u^{1-\alpha}(s-u)^{-\alpha} \psi_{x}^{\prime}\left(u, X_{u}\right) b\left(u, X_{u}\right) d B_{u}^{H} d s \tag{6.3.11}
\end{gather*}
$$

The proof follows immediately from relations (6.3.9)-(6.3.11).
Now, we can rewrite (6.3.6) as

$$
\begin{equation*}
\frac{d P_{\theta}(t)}{d P_{0}(t)}=\exp \left\{\frac{\theta}{\widetilde{\alpha}} \int_{0}^{T} s^{\alpha} I^{\prime}(s) d \widehat{B}_{s}-\frac{\theta^{2}}{2(1-2 \alpha)} \int_{0}^{T} s^{2 \alpha}\left(I^{\prime}(s)\right)^{2} d s\right\} \tag{6.3.12}
\end{equation*}
$$

It follows from (6.3.12) that the maximum likelihood estimate is achieved under the condition

$$
\int_{0}^{T} s^{\alpha} I^{\prime}(s) d B^{s}-\frac{\theta}{\widetilde{\alpha}} \int_{0}^{T} s^{2 \alpha}\left(I^{\prime}(s)\right)^{2} d s=0
$$

whence

$$
\begin{equation*}
\widehat{\theta}_{t}=\frac{\widetilde{\alpha} \int_{0}^{t} s^{\alpha} I^{\prime}(s) d \widehat{B}_{s}}{\int_{0}^{t} s^{2 \alpha}\left(I^{\prime}(s)\right)^{2} d s} \tag{6.3.13}
\end{equation*}
$$

Using Lemma 6.3.2, we obtain

$$
\begin{equation*}
B_{t}+\theta \widehat{\alpha} \int_{0}^{t} s^{\alpha} I^{\prime}(s) d s=\widehat{B}_{t} \tag{6.3.14}
\end{equation*}
$$

where $\widehat{B}_{t}$ is a Wiener process under measure Q . Substituting (6.3.14) into (6.3.13) we obtain

$$
\begin{equation*}
\widehat{\theta}_{t}=\theta+\frac{\widetilde{\alpha} \int_{0}^{t} s^{\alpha} I^{\prime}(s) d B_{s}}{\int_{0}^{t} s^{2 \alpha}\left(I^{\prime}(s)\right)^{2} d s} . \tag{6.3.15}
\end{equation*}
$$

Recall that under condition (iv) $\int_{0}^{t} s^{\alpha} I^{\prime}(s) d B_{s}$ is the square-integrable $P_{\theta}$-martingale with angle bracket $\int_{0}^{t} s^{2 \alpha}\left(I^{\prime}(s)\right)^{2} d s$.
Theorem 6.3.3. Let the conditions of Theorem 3.1.4 and (i)-(v) hold for any $T>0$ and, moreover,

$$
\text { (vi) } \int_{0}^{\infty} s^{2 \alpha}\left(I^{\prime}(s)\right)^{2} d s=\infty \quad \text { a.s. }
$$

Then the maximum likelihood estimate $\widehat{\theta}_{T}$ is strongly consistent as $T \rightarrow \infty$.

Proof follows immediately from representation (6.3.15) and from Theorem 6.10 (LS86). This theorem establishes that $\frac{X_{t}}{\langle X\rangle_{t}} \rightarrow 0$ a.s. if $X_{t}$ is a squareintegrable martingale and $\langle X\rangle_{\infty} \rightarrow \infty$ a.s. In other words,

$$
\frac{\int_{0}^{t} s^{\alpha} I^{\prime}(s) d B_{s}}{\int_{0}^{t} s^{2 \alpha}\left(I^{\prime}(s)\right)^{2} d s} \rightarrow 0, t \rightarrow \infty
$$

with $P_{\theta}$-probability 1.
Example 6.3.4. Consider the linear model of the form

$$
d X_{t}=\theta X_{t} d t+X_{t} d B_{t}^{H}
$$

In this case $\varphi_{t}=1$, so $\int_{0}^{t} \delta_{s} d s=\int_{0}^{t} l_{H}(t, s) d s=C(H, 1) t^{1-2 \alpha}$, $\delta_{t}=C(H) t^{-2 \alpha}$. Hence

$$
\widehat{\theta}_{t}=\theta+\frac{\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}}{C(H) t^{1-2 \alpha}}
$$

Since $\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}$ is the square-integral martingale with the angle bracket $t^{1-2 \alpha} \rightarrow \infty$ when $t \rightarrow \infty$, then, according to Theorem 6.3.3, $\frac{\tilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}}{C(H) t^{1-2 \alpha}} \rightarrow 0$, a.s. as $t \rightarrow \infty$.

So, the estimate $\widehat{\theta}_{t}$ is consistent with probability 1.
6.3.2 Consistency of the Drift Parameter Estimates in the Mixed Brownian-fractional-Brownian Diffusion Model with "Linearly" Dependent $W_{t}$ and $B_{t}^{H}$

Now we consider the linear mixed Brownian-fractional-Brownian diffusion model represented by the stochastic differential equation of the form

$$
\begin{equation*}
d X_{t}=\theta X_{t} d t+\sigma_{1} X_{t} d B_{t}+\sigma_{2} X_{t} d B_{t}^{H} \tag{6.3.16}
\end{equation*}
$$

$X_{t=0}=X_{0} \in \mathbb{R}, 0 \leq t \leq T, T>0,\left\{\theta, \sigma_{1}, \sigma_{2}\right\} \subset \mathbb{R}, \sigma_{1} \sigma_{2}<0, \theta$ is a parameter that we need to estimate.

We suppose that the Wiener process $B$ and the $\mathrm{fBm} B^{H}$ in (6.3.16) are connected via the relations (1.8.3), (1.8.5). The integral form of equation (6.3.16) is

$$
\begin{equation*}
X_{t}=X_{0}+\theta \int_{0}^{t} X_{s} d s+\sigma_{1} \int_{0}^{t} X_{s} d B_{s}+\sigma_{2} \int_{0}^{t} X_{s} d B_{s}^{H}, 0 \leq t \leq T \tag{6.3.17}
\end{equation*}
$$

The existence and the uniqueness of the solution of the equation (6.3.17) was established in Theorem 3.2.1.

The Girsanov Theorem for the Mixed Fractional Diffusion Model

First we try to change the probability measure $P_{\theta}$ for the another measure $P_{0}, P_{\theta}(T) \sim P_{0}(T)$ in order to exclude the drift $\theta X_{t} d t$ from equations (6.3.16) and (6.3.17).

We introduce probability measures $P_{0, i}, i=1,2$ and $P_{\theta, i}, i=1,2$ as follows. The probability measures $P_{0,1}(t)$ and $P_{\theta, 1}(t)$ are determined by the following condition:

$$
\frac{d P_{\theta, 1}(t)}{d P_{0,1}(t)}=\exp \left\{\int_{0}^{t} \psi_{s} d B_{s}^{(1)}-\frac{1}{2} \int_{0}^{t} \psi_{s}^{2} d s\right\}
$$

for a nonrandom function $\psi_{s}$ such that $\int_{0}^{t} \psi_{s}^{2} d s<\infty$ and

$$
E \exp \left\{\int_{0}^{t} \psi_{s} d B_{s}^{(1)}-\frac{1}{2} \int_{0}^{t} \psi_{s}^{2} d s\right\}=1
$$

Here the process $B_{t}^{(1)}$ is created according to the Girsanov theorem,

$$
\begin{equation*}
B_{t}^{(1)}:=B_{t}+\int_{0}^{t} \psi_{s} d s \tag{6.3.18}
\end{equation*}
$$

and $B_{t}^{(1)}$ is a standard Wiener process with respect to the probability measure $P_{0,1}(t)$. The probability measures $P_{0,2}$ and $P_{\theta, 2}(t)$ satisfy the relation

$$
\frac{d P_{\theta, 2}(t)}{d P_{0,2}(t)}=\exp \left\{\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}^{(2)}-\frac{1}{2} \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s\right\}
$$

where $\delta_{s}$ satisfies the relation $\int_{0}^{t} l_{H}(t, s)\left|\delta_{s}\right| d s<\infty, t \in[0, T]$ and admits the following integral representation:

$$
\begin{equation*}
\int_{0}^{t} l_{H}(t, s) \varphi_{s} d s=\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s \tag{6.3.19}
\end{equation*}
$$

the Wiener process $B_{t}^{(2)}$ is defined from the equation

$$
\int_{0}^{t} l_{H}(t, s) d B_{s}^{H, 2}=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}^{(2)}
$$

Moreover, the process

$$
\begin{equation*}
B_{t}^{H, 2}:=B_{t}^{H}+\int_{0}^{t} \varphi_{s} d s \tag{6.3.20}
\end{equation*}
$$

is a fractional Brownian motion on $[0, T]$ with respect to the measure $P_{0,2}(t)$. So, the total drift coefficient equals

$$
\sigma_{1} \int_{0}^{t} \psi_{s} d s+\sigma_{2} \int_{0}^{t} \varphi_{s} d s=\theta t
$$

and if we suppose that the functions $\psi$ and $\varphi$ are continuous, we obtain that

$$
\begin{equation*}
\sigma_{1} \psi_{t}+\sigma_{2} \varphi_{t}=\theta \tag{6.3.21}
\end{equation*}
$$

Obviously, from (6.3.18)-(6.3.20) and since the likelihood ratios $\frac{d P_{\theta, i}(t)}{d P_{0, i}(t)}$ must coincide, we obtain that

$$
\widehat{M}_{t}^{H}=M_{t}^{H}+\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} \psi_{s} d s
$$

and

$$
\widehat{M}_{t}^{H}=M_{t}^{H}+\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s
$$

whence $t^{\alpha} \delta_{t}=\psi_{t}, t \in[0, T]$. Moreover,

$$
\int_{0}^{t} l_{H}(t, s) \varphi_{s} d s=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} \psi_{s} d s
$$

Multiplying by $(t-s)^{\alpha-1}$ and integrating, we obtain

$$
\begin{gather*}
C_{H}^{(5)} \int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{s} u^{-\alpha}(s-u)^{-\alpha} \varphi_{u} d u d s \\
\quad=\widetilde{\alpha} \int_{0}^{t}(t-s)^{\alpha-1} \int_{0}^{s} \delta_{u} d u d s \tag{6.3.22}
\end{gather*}
$$

and the Fubini theorem applied to both sides of (6.3.22) gives

$$
C(H, 2) \int_{0}^{t} u^{-\alpha} \varphi_{u} d u=\frac{\widetilde{\alpha}}{\alpha} \int_{0}^{t}(t-u)^{\alpha} \delta_{u} d u
$$

whence

$$
\begin{equation*}
\varphi_{t}=\frac{1}{C(H, 3)} t^{\alpha} \int_{0}^{t}(t-u)^{\alpha-1} u^{-\alpha} \psi_{u} d u \tag{6.3.23}
\end{equation*}
$$

Here $C(H, 2)=C_{H}^{(5)} B(\alpha, 1-\alpha), C(H, 3)=\frac{\widetilde{\alpha}}{C(H, 2)}$. Substituting (6.3.23) into (6.3.21), we obtain a Volterra equation of the second kind, with weak singularity, of the form

$$
\sigma_{1} \psi_{t}+\frac{\sigma_{2}}{C(H, 3)} t^{\alpha} \int_{0}^{t}(t-u)^{\alpha-1} u^{-\alpha} \psi_{u} d u=\theta
$$

or

$$
\begin{equation*}
\rho_{t}+\frac{\sigma_{2}}{\sigma_{1}} \frac{1}{C(H, 3)} \int_{0}^{t}(t-u)^{\alpha-1} \rho_{u} d u=\frac{e_{t}}{\sigma_{1}} \tag{6.3.24}
\end{equation*}
$$

where $\rho_{t}=t^{-\alpha} \psi_{t}, e_{t}=\theta t^{-\alpha}$. We solve (6.3.24) using successive approximations

$$
\begin{equation*}
\rho_{t}^{(n+1)}+\frac{\sigma_{2}}{\sigma_{1}} \frac{1}{C(H, 3)} \int_{0}^{t}(t-u)^{\alpha-1} \rho_{u}^{(n)} d u=\frac{e_{t}}{\sigma_{1}} . \tag{6.3.25}
\end{equation*}
$$

Denote for simplicity $C:=\frac{\sigma_{2}}{\sigma_{1} C(H, 3)}$ and start with $\rho_{t}^{(0)}=0, \rho_{t}^{(1)}=\frac{e_{t}}{\sigma_{1}}$. Then we obtain from (6.3.25) that

$$
\rho_{t}^{(2)}=(-1) \frac{C}{\sigma_{1}} \int_{0}^{t}(t-u)^{\alpha-1} e_{u} d u+\frac{e_{t}}{\sigma_{1}} .
$$

It is very simple now to prove by induction that for $n>1$

$$
\rho_{t}^{(n)}=\frac{1}{\sigma_{1}} \sum_{k=1}^{n-1}(-C)^{k} \int_{0}^{t} e_{s}(t-s)^{k \alpha-1} \frac{\Gamma^{k}(\alpha)}{\Gamma(k \alpha)} d s+\frac{e_{t}}{\sigma_{1}}
$$

and the solution $\rho_{t}=\lim _{n \rightarrow \infty} \rho_{t}^{(n)}$ evidently can be represented as a series

$$
\rho_{t}=\frac{1}{\sigma_{1}} \sum_{n=1}^{\infty}(-C)^{n} \int_{0}^{t} e_{s}(t-s)^{n \alpha-1} \frac{\Gamma^{n}(\alpha)}{\Gamma(n \alpha)} d s+\frac{e_{t}}{\sigma_{1}} .
$$

Hence

$$
\begin{align*}
\psi_{t} & =t^{\alpha} \rho_{t}=\frac{t^{\alpha} \theta}{\sigma_{1}} \sum_{n=1}^{\infty}(-C)^{n} \frac{\Gamma^{n}(\alpha)}{\Gamma(n \alpha)} \int_{0}^{t} s^{-\alpha}(t-s)^{n \alpha-1} d s+\frac{\theta}{\sigma_{1}} \\
& =\frac{\theta}{\sigma_{1}} \Gamma(1-\alpha) \sum_{n=1}^{\infty}(-C)^{n} \frac{\Gamma^{n}(\alpha)}{\Gamma((n-1) \alpha+1)} t^{n \alpha}+\frac{\theta}{\sigma_{1}} \tag{6.3.26}
\end{align*}
$$

The series on the right-hand side of (6.3.26) can be expressed in terms of the Mittag-Leffler function $E_{\rho}(z):=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(n / \rho+1)}$ (see, for example, (Po99)),

$$
A_{t}=-C t^{\alpha} \pi(\sin \pi \alpha)^{-1} E_{1 / \alpha}\left(-C \Gamma(\alpha) t^{\alpha}\right)
$$

and in these terms

$$
\psi_{t}=\frac{\theta}{\sigma_{1}}\left(A_{t}+1\right)
$$

Therefore, the likelihood ratio for the mixed fractional Brownian model equals

$$
\begin{gathered}
\frac{d P_{\theta, 1}(t)}{d P_{0,1}(t)}=\exp \left\{\int_{0}^{t} \psi_{s} d B_{s}^{(1)}-\frac{1}{2} \int_{0}^{t} \psi_{s}^{2} d s\right\} \\
=\exp \left\{\frac{\theta}{\sigma_{1}} \int_{0}^{t}\left(A_{s}+1\right) d B_{s}^{(1)}-\frac{1}{2} \frac{\theta^{2}}{\sigma_{1}^{2}} \int_{0}^{t}\left(A_{s}+1\right)^{2} d s\right\},
\end{gathered}
$$

whence the maximum likelihood estimate for $\theta$ equals

$$
\begin{gathered}
\widehat{\theta}_{T}^{1}=\sigma_{1} \frac{\int_{0}^{T}(A(s)+1) d B_{s}^{(1)}}{\int_{0}^{t}(A(s)+1)^{2} d s} \\
=\sigma_{1} \frac{\int_{0}^{T}(A(s)+1) d B_{s}+\frac{\theta}{\sigma_{1}} \int_{0}^{T}(A(s)+1)^{2} d s}{\int_{0}^{t}(A(s)+1)^{2} d s}=\theta+\sigma_{1} \frac{\int_{0}^{t}(A(s)+1) d B_{s}}{\int_{0}^{T}(A(s)+1)^{2} d s} .
\end{gathered}
$$

For the demonstration of the consistency of the estimate $\widehat{\theta}_{T}^{1}$ with probability 1 , it is sufficient to prove the divergence of the integral $\int_{0}^{t}(A(s)+1)^{2} d s$ when $t \rightarrow \infty$. Note that $C<0$ since $\frac{\sigma_{1}}{\sigma_{2}}<0$, and

$$
\begin{gathered}
\sum_{n=1}^{\infty}(-C \Gamma(\alpha))^{n} \frac{t^{n \alpha}}{\Gamma((n-1) \alpha+1)}>\sum_{n=1}^{\infty}(-C \Gamma(\alpha))^{n} \frac{t^{n \alpha}}{\Gamma(n+1)}= \\
=\sum_{n=1}^{\infty}(-C \Gamma(\alpha))^{n} \frac{t^{n \alpha}}{n!}=\exp \left\{-C \Gamma(\alpha) t^{\alpha}\right\} \rightarrow \infty
\end{gathered}
$$

when $t \rightarrow \infty$ because $\alpha>0$ and $-C \Gamma(\alpha)>0$. Note that $\delta_{t}=t^{-\alpha} \psi_{t}$ satisfies conditions (ii)-(vi). So we have proved the following result.

Theorem 6.3.5. The drift parameter maximum likelihood estimate of the linear Brownian-fractional-Brownian model (6.3.16) is consistent with probability 1.

## The Asymptotic Normality of the Maximum Likelihood Estimates

First, consider one of the limit theorems for the stochastic integrals w.r.t. the Wiener process $\left\{W_{t}, \mathcal{F}_{t}, t>0\right\}$. Let $\{h(s), s \geq 0\}$ be an $\mathcal{F}_{s}$-adapted predictable function such that $\mathbb{E} \int_{0}^{t} h^{2}(s) d s$ is finite for any $t>0$ and
$\mathcal{F}_{n}(t)=\sigma\{h(s), W(s), s \leq n t\}$. Consider the sequence $Y_{n}(t):=\int_{0}^{n t} h(s) d W_{s}$. Evidently, $Y_{n}(t)$ are $\mathcal{F}_{n}(t)$-square-integrable martingales, $t \in[0, T]$, and their angle brackets equal $\left\langle Y_{n}\right\rangle(t)=\int_{0}^{n t} h^{2}(s) d s$. Suppose that the following conditions hold:
(vii) there exists an increasing real-valued sequence $\left\{A_{n}, n \geq 1\right\}$ such that $A_{n} \uparrow \infty, n \rightarrow \infty$ and for some constant $c_{0}>0$ we have that

$$
\int_{0}^{n} h^{2}(s) d s \cdot A_{n}^{-2} \xrightarrow{P} c_{0}
$$

Consider the sequence of normalized square-integrable martingales $X_{n}(t):=A_{n}^{-1} \cdot \int_{0}^{n t} h(s) d W_{s}$. Then $\left\langle X_{n}\right\rangle(1)=\int_{0}^{n} h_{2}(s) d s \cdot A_{n}^{-2} \xrightarrow{P} c_{0}$, therefore $X_{n}$ satisfy conditions of Theorem 4.1 (LS86), if we consider the set of convergence points consisting of one point $t=1$. By using this theorem we obtain the following result:
Lemma 6.3.6. Let condition (vii) holds. Then the random variable

$$
Z_{n}:=\int_{0}^{n} h(s) d W_{s} \cdot\left(\int_{0}^{n} h^{2}(s) d s\right)^{-1 / 2}
$$

weakly converges to the random variable $c_{0}^{-1 / 2} N(0,1)$.
Proof. From the Theorem 4.1 (LS86) and the condition (vii) we obtain that $X_{n}(1)$ weakly converges to the value $Z(1)$ of the Gaussian martingale Z with independent increments such that $\langle Z\rangle(t)=c_{0} t$. Evidently, $Z(1) \sim c_{0}^{1 / 2} N(0,1)$. Moreover, from the same condition, the weak convergence holds:

$$
Z_{n}=\frac{A_{n}}{\left(\int_{0}^{n} h^{2}(s) d s\right)^{1 / 2}} \cdot X_{n}(1) \rightarrow c_{0}^{-1 / 2} N(0,1)
$$

Consider the estimate $\widehat{\theta}_{n}^{1}$ satisfying relation (6.3.15). We see that for the pure fractional diffusion model $h(s)=A(s)+1$ and is nonrandom. Therefore we obtain from Lemma 6.3.6 that

$$
\left(\int_{0}^{n}(A(s)+1)^{2} d s\right)^{1 / 2}\left(\widehat{\theta}_{n}^{1}-\theta\right) \rightarrow N(0,1)
$$

Moreover, under the assumption
(viii) there exists an increasing real-valued sequence $\left\{A_{n}, n \geq 1\right\}$ such that $A_{n} \uparrow \infty, n \rightarrow \infty$ and

$$
\int_{0}^{n} s^{2 \alpha}\left(I_{s}^{\prime}\right)^{2} d s \cdot A_{n}^{-2} \xrightarrow{P} \varphi_{0}, n \rightarrow \infty
$$

we have a weak convergence

$$
\varphi_{0}^{1 / 2} A_{n}\left(\widehat{\theta}_{n}-\theta\right) \rightarrow N(0,1) .
$$

In this sense we say that the estimates $\widehat{\theta}_{n}$ and $\widehat{\theta}_{n}^{1}$ are asymptotically normal.

### 6.3.3 The Properties of Maximum Likelihood Estimates in Diffusion Brownian-Fractional-Brownian Models with Independent Components

Now we consider an "opposite" situation when the components of the diffusion model are independent, more exactly, the processes $B^{H}$ and $B$ are independent, where $B^{H}$ is a fBm and $B$ is a Wiener process.

The Estimates of the Drift Parameter in the Mixed Brownian-Fractional-Brownian Diffusion Model Where $B_{t}$ and $B_{t}^{H}$ are Independent

Let the diffusion equation contain stochastic differentials with respect to fBm and the Wiener process,

$$
d X_{t}=\theta X_{t} d t+\sigma_{1} X_{t} d B_{t}+\sigma_{2} X_{t} d B_{t}^{H}
$$

$X_{t=0}=X_{0} \in \mathbb{R}, 0 \leq t \leq T, T>0,\left\{\theta, \sigma_{1}, \sigma_{2}\right\} \subset \mathbb{R} \backslash\{0\}$, where the processes $B_{t}$ and $B_{t}^{H}$ are independent. Evidently, we can rewrite the solution of our simple linear equation as

$$
X_{t}=X_{0} \exp \left\{\theta t+\sigma_{1} B_{t}+\sigma_{2} B_{t}^{H}-1 / 2 \sigma_{1}^{2} t\right\} .
$$

It was mentioned by B.L.S. Prakasa Rao in the private conversation that we cannot prove the equivalence of the observation of the whole process $X_{t}$ and the observation of its two independent components, $B_{t}$ and $B_{t}^{H}$, i.e., we cannot separate these components (note that the measures corresponding to these processes are singular). So, we suppose that we observe both the components. Let, as before, $\theta$ be the parameter to be estimated. We shall try to represent the estimate of $\theta$ via the components $B_{t}$ and $B_{t}^{H}$ because it seems to be impossible to represent it via the whole process $X_{t}$. Let $P_{\theta}$ be the basic probability measure corresponding to the process $X$. We introduce probability measures $P_{0, i}, i=1,2$ and $P_{\theta, i}, i=1,2$ as follows. The probability measures $P_{0,1}(t)$ and $P_{\theta, 1}(t)$ are determined by the following condition:

$$
\frac{d P_{\theta, 1}(t)}{d P_{0,1}(t)}=\exp \left\{\int_{0}^{t} \psi_{s} d B_{s}^{(1)}-\frac{1}{2} \int_{0}^{t} \psi_{s}^{2} d s\right\}
$$

for a nonrandom function $\psi_{s}$ such that $\int_{0}^{t} \psi_{s}^{2} d s<\infty$ and

$$
E \exp \left\{\int_{0}^{t} \psi_{s} d B_{s}^{(1)}-\frac{1}{2} \int_{0}^{t} \psi_{s}^{2} d s\right\}=1
$$

Here the process $B_{t}^{(1)}$ is created according to the Girsanov theorem,

$$
\begin{equation*}
B_{t}^{(1)}:=B_{t}+\int_{0}^{t} \psi_{s} d s \tag{6.3.27}
\end{equation*}
$$

and $B_{t}^{(1)}$ is a standard Wiener process with respect to the probability measure $P_{0,1}(t)$. The probability measures $P_{0,2}$ and $P_{\theta, 2}(t)$ satisfy the relation

$$
\frac{d P_{\theta, 2}(t)}{d P_{0,2}(t)}=\exp \left\{\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}^{(2)}-\frac{1}{2} \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s\right\},
$$

where $\delta_{s}$ satisfies the relation $\int_{0}^{t} l_{H}(t, s)\left|\delta_{s}\right| d s<\infty, t \in[0, T]$, admits the following integral representation:

$$
\begin{equation*}
\int_{0}^{t} l_{H}(t, s) \varphi_{s} d s=\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s \tag{6.3.28}
\end{equation*}
$$

the Wiener process $B_{t}^{(2)}$ is defined from the equation

$$
\int_{0}^{t} l_{H}(t, s) d B_{s}^{H, 2}=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}^{(2)},
$$

and the process

$$
B_{t}^{H, 2}:=B_{t}^{H}+\int_{0}^{t} \varphi_{s} d s
$$

is a fractional Brownian motion on $[0, T]$ with respect to the measure $P_{0,2}(t)$. So, the total drift coefficient equals

$$
\sigma_{1} \int_{0}^{t} \psi_{s} d s+\sigma_{2} \int_{0}^{t} \varphi_{s} d s=\theta t
$$

or, if we suppose that the functions $\psi$ and $\varphi$ are continuous,

$$
\begin{equation*}
\sigma_{1} \psi_{t}+\sigma_{2} \varphi_{t}=\theta \tag{6.3.29}
\end{equation*}
$$

Since $B_{t}$ and $B_{t}^{H}$ are independent, the final probability measure $P_{0}(t)$ is the product of the measures $P_{0,1}(t)$ and $P_{0,2}(t)$. Thus the final likelihood ratio is

$$
\begin{gather*}
\frac{d P_{\theta}(t)}{d P_{0}(t)}=\exp \left[\left\{\int_{0}^{t} \psi_{s} d B_{s}^{(1)}-\frac{1}{2} \int_{0}^{t} \psi_{s}^{2} d s\right\}\right. \\
\left.\times\left\{\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}^{(2)}-\frac{1}{2} \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s\right\}\right] \\
=\exp \left\{\int_{0}^{t} \psi_{s} d B_{s}^{(1)}+\int_{0}^{t} s^{\alpha} \delta_{s} d B_{s}^{(2)}-\frac{1}{2} \int_{0}^{t}\left(\psi_{s}^{2}+s^{2 \alpha} \delta_{s}^{2}\right) d s\right\} \tag{6.3.30}
\end{gather*}
$$

Solving equations (6.3.28) and (6.3.29) with respect to the functions $\psi_{t}$ and $\delta_{t}$, respectively, we obtain

$$
\begin{gather*}
\psi_{t}=\frac{1}{\sigma_{1}}\left(\theta-\sigma_{2} \varphi_{t}\right),  \tag{6.3.31}\\
\delta_{t}=\widehat{\alpha}\left(\int_{0}^{t} l_{H}(t, s) \varphi_{s} d s\right)_{t}^{\prime} \tag{6.3.32}
\end{gather*}
$$

Substituting equalities (6.3.31) and (6.3.32) into likelihood ratio (6.3.30), we get at the point $t=T$ that

$$
\begin{align*}
& \frac{d P_{\theta}(T)}{d P_{0}(T)}=\exp \left\{\frac{1}{\sigma_{1}} \int_{0}^{T}\left(\theta-\sigma_{2} \varphi_{s}\right) d B_{s}^{(1)}+\widehat{\alpha} \int_{0}^{T} s^{\alpha}\left(\int_{0}^{s} l_{H}(s, u) \varphi_{u} d u\right)_{s}^{\prime} d B_{s}^{(2)}\right. \\
& \left.\quad-\frac{1}{2} \int_{0}^{T}\left[\frac{1}{\sigma_{1}^{2}}\left(\theta-\sigma_{2} \varphi_{s}\right)^{2}+s^{2 \alpha} \widehat{\alpha}\left(\left(\int_{0}^{s} l_{H}(s, u) \varphi_{u} d u\right)_{s}^{\prime}\right)^{2}\right] d s\right\} . \tag{6.3.33}
\end{align*}
$$

If follows from (6.3.33) that the maximum likelihood estimate $\widehat{\theta}_{T}^{1}$ of the parameter $\theta$ satisfies the equality

$$
\frac{1}{\sigma_{1}} \int_{0}^{T} d B_{s}^{(1)}-\frac{1}{\sigma_{1}^{2}} \int_{0}^{T}\left(\theta-\sigma_{2} \varphi_{s}\right) d s=0
$$

which can be rewritten as follows:

$$
\sigma_{1} B_{T}^{(1)}+\sigma_{2} \int_{0}^{T} \varphi_{s} d s-\theta T=0
$$

This gives us the following estimate of the parameter $\theta$ :

$$
\begin{equation*}
\widehat{\theta}_{T}^{1}=\frac{\sigma_{1} B_{T}^{(1)}}{T}+\frac{\sigma_{2} \int_{0}^{T} \varphi_{s} d s}{T} \tag{6.3.34}
\end{equation*}
$$

Now we solve equation (6.3.29) with respect to the function $\varphi_{t}$ and substitute it into equation (6.3.34):

$$
\begin{equation*}
\widehat{\theta}_{T}^{1}=\theta+\frac{\sigma_{1}}{T}\left(B_{T}^{(1)}-\int_{0}^{T} \psi_{s} d s\right) \tag{6.3.35}
\end{equation*}
$$

Substituting (6.3.27) into (6.3.35) yields

$$
\begin{equation*}
\widehat{\theta}_{T}^{1}=\theta+\sigma_{1} \frac{B_{T}}{T} \tag{6.3.36}
\end{equation*}
$$

It is evident that the estimate (6.3.36) of parameter $\theta_{T}^{1}$ is strongly consistent.

We can construct another estimate of the parameter $\theta$. The function $\delta_{t}$ is expressed via $\varphi_{t}$ by equality (6.3.28). Denote also $\zeta_{t}:=\left(\int_{0}^{t} l_{H}(t, s) \psi_{s} d s\right)_{t}^{\prime}$. Then

$$
\begin{gather*}
\delta_{t}=\widehat{\alpha}\left(\int_{0}^{t} l_{H}(t, s) \varphi_{s} d s\right)_{t}^{\prime}=\frac{1}{\sigma_{2}} \widehat{\alpha}\left(\int_{0}^{t} l_{H}(t, s)\left(\theta-\sigma_{1} \psi_{s}\right) d s\right)_{t}^{\prime} \\
=\widehat{\alpha}\left(\frac{\theta}{\sigma_{2}}\left(\int_{0}^{t} l_{H}(t, s) d s\right)_{t}^{\prime}-\frac{\sigma_{1}}{\sigma_{2}} \zeta_{t}\right) \\
=\widehat{\alpha}\left(\frac{\theta}{\sigma_{2}} C(H) t^{-2 \alpha}-\frac{\sigma_{1}}{\sigma_{2}} \zeta_{t}\right) \tag{6.3.37}
\end{gather*}
$$

where $C(H)=C_{H}^{(5)}(1-2 \alpha) B_{1} C_{H}^{(5)}, B_{1}=B(1-\alpha, 1-\alpha)$. Using equality (6.3.37) for likelihood ratio (6.3.30), taking the logarithms, differentiating with respect to $\theta$, and equating the derivative to zero, we obtain at the point $t=T$
or

$$
\int_{0}^{T} s^{-\alpha} d B_{s}^{(2)}-\widehat{\alpha} \int_{0}^{T}\left(\frac{\theta C(H)}{\sigma_{2}} s^{-2 \alpha}-\frac{\sigma_{1}}{\sigma_{2}} \zeta_{s}\right) d s=0
$$

$$
\int_{0}^{T} s^{-\alpha} d B_{s}^{(2)}-\widehat{\alpha}^{3} \theta \frac{C(H)}{\sigma_{2}} T^{1-2 \alpha}+\widehat{\alpha} \frac{\sigma_{1}}{\sigma_{2}} \int_{0}^{T} l_{H}(T, s) \psi_{s} d s=0
$$

This implies another estimate for the parameter $\theta$ :

$$
\begin{equation*}
\widehat{\theta}_{T}^{2}=\frac{\sigma_{2} \widetilde{\alpha} \int_{0}^{T} s^{-\alpha} d B_{s}^{(2)}+\sigma_{1} \int_{0}^{T} l_{H}(T, s) \psi_{s} d s}{C_{H}^{(5)} B_{1} T^{1-2 \alpha}} \tag{6.3.38}
\end{equation*}
$$

Now we substitute the expression (6.3.31) for the function $\psi_{t}$ into relation (6.3.38) and obtain with $C(H, 1)=C_{H}^{(5)} B_{1}$ that

$$
\widehat{\theta}_{T}^{2}=\theta-\frac{\sigma_{2}}{C(H, 1) T^{1-2 \alpha}}\left[\int_{0}^{T} l_{H}(T, s) \varphi_{s} d s-\widetilde{\alpha} \int_{0}^{T} s^{-\alpha} d B_{s}^{(2)}\right]
$$

Recall that $\widetilde{\alpha} \int_{0}^{T} s^{-\alpha} d B_{s}^{(2)}=\int_{0}^{T} l_{H}(T, s) d B_{s}^{H, 2}$.
Further,

$$
\int_{0}^{T} l_{H}(T, s) \varphi_{s} d s-\int_{0}^{T} l_{H}(T, s) d B_{s}^{H, 2}=-\int_{0}^{T} l_{H}(T, s) d B_{s}^{H}
$$

So, the second estimate of the parameter $\theta$ is given by

$$
\widehat{\theta}_{T}^{2}=\theta+\frac{\sigma_{2}}{C(H, 1) T^{1-2 \alpha}} \int_{0}^{T} l_{H}(T, s) d B_{s}^{H}
$$

or

$$
\begin{equation*}
\widehat{\theta}_{T}^{2}=\theta+\frac{\sigma_{2} \widetilde{\alpha}}{C(H, 1)} \frac{\int_{0}^{T} s^{-\alpha} d \widetilde{B}_{s}}{T^{1-2 \alpha}} \tag{6.3.39}
\end{equation*}
$$

where $\widetilde{B}_{s}$ is some Wiener process. The strong consistency of the estimate $\widehat{\theta}_{T}^{2}$ is also clear.

Now we compare the estimates $\widehat{\theta}_{T}^{1}$ and $\widehat{\theta}_{T}^{2}$. First we compute the variances of the remainder terms in formulae (6.3.36) and (6.3.39) and compare $\sigma_{1}^{2} T^{-1} \quad$ and $\sigma_{2}^{2} C(H, 1)^{-2} T^{2 \alpha-1}$. Since $H \in\left(\frac{1}{2}, 1\right)$, it is obvious that there exists a number $N$ such that $\sigma_{1}^{2} T^{-1}<\sigma_{2}^{2} C(H, 1)^{-2} T^{2 \alpha-1}$ for all $T>N$. It means that the variance of the deviation between the estimate $\widehat{\theta}_{T}^{1}$ and true value is smaller than that of the corresponding deviation between the estimate $\widehat{\theta}_{T}^{2}$ and the true value. It this sense, the estimate $\widehat{\theta}_{T}^{1}$ is better than $\widehat{\theta}_{T}^{2}$.

Local Asymptotic Normality and Asymptotic Efficiency of the Estimate of the Drift Parameter in a Linear Brownian Diffusion Model

Consider (only for comparison with the fractional case, see below) a pure linear Brownian model
$d X_{t}^{\theta}=\frac{1}{T^{\beta}} \theta X_{t} d t+c X_{t} d B_{t}, X_{t=0}=X_{0}, c \in \mathbb{R} \backslash\{0\}, t \in[0, T], \beta \in\left(\frac{1}{2}, 1\right]$.
Put $\Theta=(0, \infty)$ and let $\theta \in \Theta$. According to Definition 2.1 (IK81), a family of measures $P_{\theta}(t)$ has the property of local asymptotic normality (LAN) at the point $\theta \in \Theta$ as $t \rightarrow \infty$, if

$$
\begin{equation*}
Z_{t, \theta}(u):=\frac{d P_{\theta+A(t, \theta) u}(t)}{d P_{\theta}(t)}=\exp \left\{u \xi_{t, \theta}-\frac{1}{2} u^{2}+\zeta_{t}(u, \theta)\right\} \tag{6.3.40}
\end{equation*}
$$

for some function $A(t, \theta)$ and any number $u \in \mathbb{R}$, where $\xi_{t, \theta} \Rightarrow N(0,1)$ as $t \rightarrow \infty$ with respect to the measure $P_{\theta}(t)$, and $\zeta_{t}(u, \theta) \xrightarrow{P_{\theta}(t)} 0, t \rightarrow \infty$, for all numbers $u \in \mathbb{R}$. We say in this case that the LAN property holds for the family of measures $P_{\theta}(t)$ as $t \rightarrow \infty$ at the point $\theta$.
Theorem 6.3.7. The LAN property holds for the family of measures $P_{\theta}(t)$ as $t \rightarrow \infty$ at any point $\theta \in \Theta$.

Proof. We change the probability measure $P_{\theta}(t)$, which corresponds to the process $X_{t}^{\theta}$ for the measure $P_{0}(t)$. Then the drift $\theta X_{t} d t$ disappears and we obtain

$$
X_{t}^{0}=X_{0}+c \int_{0}^{t} X_{s}^{0} d \widehat{B}_{t}
$$

where $\widehat{B}_{t}=B_{t}+t \theta /\left(c T^{\beta}\right)$ is a Wiener process w.r.t. the measure $P^{0}(t)$.
Consider the likelihood ratio corresponding to this change of measure with $\varphi_{s}=\theta /\left(c T^{\beta}\right):$

$$
\begin{aligned}
\frac{d P_{\theta}(t)}{d P_{0}(t)} & =\exp \left\{\int_{0}^{t} \frac{\theta}{c T^{\beta}} d \widehat{B}_{s}-\frac{1}{2} \int_{0}^{t} \frac{\theta^{2}}{\left(c T^{\beta}\right)^{2}} d s\right\} \\
& =\exp \left\{\frac{\theta}{c T^{\beta}} \widehat{B}_{t}-\frac{1}{2} \frac{\theta^{2}}{\left(c T^{\beta}\right)^{2}} t\right\}
\end{aligned}
$$

Now we consider the linear model with a parameter $\theta$ shifted by $A(t) u$. The likelihood ratio for such a change of measure is of the form

$$
\frac{P_{\theta+A(t) u}(t)}{d P_{0}(t)}=\exp \left\{\frac{1}{c T^{\beta}}(\theta+A(t) u) \widehat{B}_{t}-\frac{1}{2\left(c T^{\beta}\right)^{2}}(\theta+A(t) u)^{2} t\right\}
$$

and

$$
\begin{gathered}
\frac{d P_{\theta+A(t, \theta) u}(t)}{d P_{\theta}(t)}=\frac{d P_{\theta+A(t, \theta) u}(t)}{d P_{0}(t)} \cdot\left(\frac{d P_{\theta}(t)}{d P_{0}(t)}\right)^{-1} \\
=\exp \left\{\frac{1}{c T^{\beta}}(\theta+A(t) u) \widehat{B}_{t}-\frac{1}{2\left(c T^{\beta}\right)^{2}}(\theta+A(t) u)^{2} t-\frac{\theta}{c T^{\beta}} \widehat{B}_{t}-\frac{1}{2} \frac{\theta^{2}}{\left(c T^{\beta}\right)^{2}} t\right\} \\
=\exp \left\{\frac{u A(t)}{c T^{\beta}} \widehat{B}_{t}-\frac{1}{2} u^{2} \frac{A^{2}(t)}{\left(c T^{\beta}\right)^{2}} t-\frac{A(t) u \theta}{\left(c T^{\beta}\right)^{2}} t\right\}
\end{gathered}
$$

Set $A(t):=c T^{\beta} / \sqrt{t}$. Then

$$
\frac{d P_{\theta+A(t, \theta) u}(t)}{d P_{\theta}(t)}=\exp \left\{u \frac{\widehat{B}_{t}}{\sqrt{t}}-\frac{1}{2} u^{2}-\frac{u \theta \sqrt{t}}{c T^{\beta}}\right\}
$$

Since $\widehat{B}_{t} / \sqrt{t} \Rightarrow N(0,1)$ under both the measures $P_{0}(t)$ and $P_{\theta}(t)$ and, in addition, $u \theta \sqrt{t} /\left(c T^{\beta}\right) \rightarrow 0$ as $t \rightarrow \infty$ for $T \geq t$ and $\alpha>\frac{1}{2}$, the above definition implies the LAN property for the family $P_{\theta}(t)$ as $t \rightarrow \infty$ and at any point $\theta \in \Theta$.

Consider now the asymptotic efficiency of the estimate of parameter $\theta$. According to definition (11.3), introduced in the monograph (IK81), an estimate $\left\{\theta_{t}, t>0\right\}$ of a parameter $\theta$ is asymptotically efficient under the LAN property for the cost function $\omega\left(A^{-1}(t, \theta) x\right)$ at the point $\theta$ if

$$
\lim _{\delta \rightarrow 0} \lim _{t \rightarrow \infty} \sup _{\left|\theta^{\prime}-\theta\right|<\delta} E_{P_{\theta^{\prime}}(t)} \omega\left(A^{-1}(t, \theta)\left(\theta_{t}-\theta^{\prime}\right)\right)=E \omega(N(0,1))
$$

Let $\omega \in W$, where $W$ is the class of functions defined on $\Theta$ and satisfying the conditions:

1) $\omega(u) \geq 0, \omega(0)=0, \omega$ is a Borel function, continuous at zero and not identically zero;
2) $\omega(u)=\omega(-u)$,
3) the set $\{u: \omega(u)<c\}$ is convex for any $c>0$.

Further we consider the cost function $\omega\left(A^{-1}(t, \theta) x\right) \in W_{p}$, where $W_{p} \subset W$ is the class of functions of $W$ that have a dominant polynomial.

Consider the maximum likelihood estimate of the parameter $\theta$ in a linear Brownian model

$$
\widehat{\theta}_{t}=\frac{c T^{\beta}}{t} \widehat{B}_{t}=\frac{c T^{\beta}}{t}\left(B_{t}+\frac{1}{c T^{\beta}} \theta t\right)=\theta+\frac{c T^{\beta}}{t} B_{t}
$$

To prove the asymptotic efficiency of the estimate $\widehat{\theta}_{t}$ we use Theorem 1.3 of Chapter III from (IK81). According to this theorem, the estimate $\widehat{\theta}_{t}$ is asymptotically efficient in the sense mentioned above if the following conditions hold:
(a) $\lim _{t \rightarrow \infty} A^{-1}\left(t, \theta_{2}\right) A\left(t, \theta_{1}\right)=B\left(\theta_{1}, \theta_{2}\right)$ exists, the convergence is uniform in $\theta_{i} \in \Theta$ and $B\left(\theta_{1}, \theta_{2}\right)$ is continuous in $\theta_{1}$;
(b) $\zeta_{t}(\theta):=A^{-1}(t, \theta)\left(\widehat{\theta_{t}}-\theta\right) \Rightarrow N(0,1)$ uniformly in $\theta_{i} \in \Theta$ as $t \rightarrow \infty$ with respect to the measure $P_{\theta}(t)$;
(c) for any $N>0$ random variables $\left|A^{-1}(t, \theta)\left(\widehat{\theta}_{t}-\theta\right)\right|^{N}$, are $P_{\theta}(t)$-integrable for any $\theta \in \Theta$ uniformly in $t>t_{0}(N)$.
Condition (a) holds in our case because $A(t)=\frac{c T^{\beta}}{\sqrt{ } t}$ does not depend on $\theta$. Now we check condition (b):

$$
\zeta_{t}(\theta)=A^{-1}(t, \theta)\left(\widehat{\theta}_{t}-\theta\right)=\frac{\sqrt{t}}{c T^{\beta}} \frac{c T^{\beta}}{t} B_{t}=B_{t} \frac{1}{\sqrt{t}} \Rightarrow N(0,1)
$$

under both the measures $P_{0}(t)$ and $P_{\theta}(t)$. Condition (c) now is evident. Thus the estimate $\widehat{\theta}_{t}$ is asymptotically efficient as $t \rightarrow \infty$.

Local Asymptotic Normality and Asymptotic Efficiency of the

## Estimate of the Drift Parameter in a Linear Fractional Brownian

 Diffusion ModelNow consider a pure linear fractional Brownian model

$$
d X_{t}=\frac{1}{T^{\beta}} \theta X_{t} d t+X_{t} d B_{t}^{H}, X_{t=0}=X_{0}, \theta \in \Theta, t \in[0, T], \beta \in(1-H, 1]
$$

It will be clear later that in this model it is sufficient to consider $\beta \in\left(1-H, \frac{1}{2}\right)$. Now $\varphi_{t}=\theta / T^{\beta}$. Then
$\widetilde{\alpha} \int_{0}^{t} \delta_{s} d s=\int_{0}^{t} l_{H}(t, s) \frac{\theta}{T^{\beta}} d s=\frac{\theta}{T^{\beta}} C(H, 1) t^{1-2 \alpha}, \delta_{t}=\left(\theta / T^{\beta}\right) C(H, 1) t^{-2 \alpha} \widetilde{\alpha}$.
Therefore $\widehat{\theta}_{t}=T^{\beta} \widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d \widehat{B}_{s} C(H, 1)^{-1} t^{2 \alpha-1}$, where

$$
\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}=\widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}+\frac{\theta}{T^{\beta}} C(H, 1) t^{1-2 \alpha}
$$

In other words,

$$
\widehat{\theta}_{t}=\theta+\frac{T^{\beta} \widetilde{\alpha} \int_{0}^{t} s^{-\alpha} d B_{s}}{C(H, 1) t^{1-2 \alpha}}
$$

Theorem 6.3.8. The LAN property holds for the family $P_{\theta}(t)$ as $t \rightarrow \infty$ at any point $\theta \in \Theta$.

Proof. We change the probability measure $P_{\theta}(t)$ for the measure $P_{0}(t)$. As a result, the drift $\theta X_{t} d t$ disappears. The corresponding likelihood ratio is given by

$$
\begin{gathered}
\frac{d P_{\theta}(t)}{d P_{0}(t)}=\exp \left\{\int_{0}^{t} s^{\alpha} \delta_{s} d \widehat{B}_{s}-\frac{1}{2} \int_{0}^{t} s^{2 \alpha} \delta_{s}^{2} d s\right\} \\
=\exp \left\{\frac{\theta C(H, 1) \widetilde{\alpha}}{T^{\beta}} \int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}-\frac{1}{2 T^{2 \beta}}(\theta C(H, 1))^{2} t^{1-2 \alpha}\right\} .
\end{gathered}
$$

Now we consider the linear model with parameter $\theta$ shifted by $A(t) u$ and denote for simplicity $K=C(H)$.

$$
\begin{gathered}
\frac{P_{\theta+A(t) u}(t)}{d P_{0}(t)}=\exp \left\{\frac{(\theta+A(t) u) K}{T^{\beta}} \int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}\right. \\
\left.\quad-\frac{1}{2 T^{2 \beta}}((\theta+A(t) u) K)^{2} \frac{t^{1-2 \alpha}}{1-2 \alpha}\right\}
\end{gathered}
$$

The likelihood ratio for this model is of the form

$$
\begin{gathered}
\frac{d P_{\theta+A(t, \theta) u}(t)}{d P_{\theta}(t)}=\frac{d P_{\theta+A(t, \theta) u}(t)}{d P_{0}(t)} \cdot\left(\frac{d P_{\theta}(t)}{d P_{0}(t)}\right)^{-1} \\
=\exp \left\{\frac{K}{T^{\beta}} A(t) u\left(\int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}-\frac{1}{2} A(t) u \frac{K}{T^{\beta}} \frac{t^{1-2 \alpha}}{1-2 \alpha}-\theta \frac{K}{T^{\beta}} \frac{t^{1-2 \alpha}}{1-2 \alpha}\right)\right\} .
\end{gathered}
$$

Set $A(t):=T^{\beta} \widetilde{\alpha} / K t^{1-H}$. Then the likelihood ratio obtains the form

$$
\frac{d P_{\theta+A(t, \theta) u}(t)}{d P_{\theta}(t)}=\exp \left\{\widetilde{\alpha} u \frac{\int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}}{t^{1-H}}-\frac{1}{2} u^{2}-\frac{u \theta K t^{1-H}}{T^{\beta} \widetilde{\alpha}}\right\}
$$

Since

$$
\widetilde{\alpha} \frac{\int_{0}^{t} s^{-\alpha} d \widehat{B}_{s}}{t^{1-H}} \Rightarrow N(0,1)
$$

and

$$
\frac{u \theta K t^{1-H}}{T^{\beta} \widetilde{\alpha}} \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

the LAN property holds for the family $P_{\theta}(t)$ as $t \rightarrow \infty$ at any point $\theta \in \Theta$.
Now we check the asymptotic efficiency of the estimate $\widehat{\theta}_{t}$. Consider conditions (a)-(c). Two of them, (a) and (c), are evident. To check (b) we use the following relations:

$$
\zeta_{t}(\theta)=A^{-1}(t, \theta)\left(\widehat{\theta}_{t}-\theta\right)=\frac{C(H) t^{1-H}}{T^{\beta} \widetilde{\alpha}} \frac{T^{\beta} \int_{0}^{t} s^{-\alpha} d B_{s}}{C(H, 1) t^{1-2 \alpha}}
$$

$$
=\frac{\left(\int_{0}^{t} s^{-\alpha} d B_{s}\right) \widetilde{\alpha}}{t^{1-H}} \Rightarrow N(0,1)
$$

Therefore, the estimate $\widehat{\theta}_{t}$ of the parameter $\theta$ is asymptotically efficient as $t \rightarrow \infty$.
Remark 6.3.9. The maximum likelihood estimators for the drift coefficient in the stochastic differential equations involving fBm were considered also in the paper (TV03), the estimate of the diffusion coefficient for diffusion driven by fBm is contained in the paper (LL00).

## A

## Mandelbrot-van Ness Representation: Some Related Calculations

Now we calculate the constant that appeared in the Mandelbrot-van Ness representation of fBm (see Section 1.3, Theorem 1.3.1).

Lemma A.0.1. The following equalities hold:

$$
C_{H}^{(2)}:=\left(\int_{\mathbb{R}_{+}}\left((1+s)^{\alpha}-s^{\alpha}\right)^{2} d s+\frac{1}{2 H}\right)^{-1}=\frac{(2 H \sin \pi H \Gamma(2 H))^{1 / 2}}{\Gamma(1+\alpha)}
$$

Proof. Recall that the constant $C_{H}^{(2)}$ is chosen to normalize the fBm

$$
\bar{B}_{t}^{H}=C_{H}^{(2)} \int_{\mathbb{R}} k_{H}(t, u) d W_{u}=C_{H}^{(2)} \Gamma(1+\alpha) \int_{\mathbb{R}}\left(I_{-}^{\alpha} \mathbf{1}_{(0, t)}\right)(x) d W_{x}
$$

(see Lemma 1.1.3). Therefore, the first equality is evident, since

$$
\begin{gathered}
\int_{\mathbb{R}}\left(k_{H}(t, u)\right)^{2} d u=\int_{-\infty}^{0}\left((t-x)^{\alpha}-(-x)^{\alpha}\right)^{2} d x+\int_{0}^{t}(t-x)^{2 \alpha} d x \\
=t^{2 H}\left(\int_{0}^{\infty}\left((1+s)^{\alpha}-s^{\alpha}\right)^{2} d s+\frac{1}{2 H}\right)
\end{gathered}
$$

We obtain the second equality if we note that

$$
\int_{\mathbb{R}}\left(I_{-}^{\alpha} \mathbf{1}_{(0, t)}\right)(x)^{2} d x=\frac{1}{2 \pi} \int_{\mathbb{R}}\left(\widehat{\mathcal{F}}\left(I_{-}^{\alpha} \mathbf{1}_{(0, t)}\right)(x)\right)^{2} d x
$$

and according to Theorem 1.1.5

$$
\begin{gathered}
\widehat{\mathcal{F}}\left(I_{-}^{\alpha} \mathbf{1}_{(0, t)}\right)(x)(\lambda)=\widehat{1_{(0, t)}}(\lambda)|\lambda|^{-\alpha} \exp \left\{\frac{\alpha \pi i}{2} \operatorname{sign} \lambda\right\} \\
=\frac{e^{i t \lambda}-1}{i \lambda}|\lambda|^{-\alpha} \exp \left\{\frac{\alpha \pi i}{2} \operatorname{sign} \lambda\right\} .
\end{gathered}
$$
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Therefore,

$$
\begin{gathered}
\int_{\mathbb{R}}\left(I_{-}^{\alpha} \mathbf{1}_{(0, t)}\right)(x)^{2} d x=\frac{1}{2 \pi} \int_{\mathbb{R}}\left|e^{i t \lambda}-1\right|^{2}|\lambda|^{-2 \alpha-2} d \lambda \\
=\frac{1}{2 \pi} \int_{\mathbb{R}}(1-\cos t \lambda)^{2}|\lambda|^{-2 \alpha-2} d \lambda+\frac{1}{2 \pi} \int_{\mathbb{R}} \sin ^{2} t \lambda|\lambda|^{-2 \alpha-2} d \lambda \\
=\frac{1}{\pi} \int_{0}^{\infty} \frac{(1-\cos t \lambda)^{2}}{\lambda^{2 \alpha+2}} d \lambda+\frac{1}{\pi} \int_{0}^{\infty} \frac{\sin ^{2} t \lambda}{\lambda^{2 \alpha+2}} d \lambda \\
=t^{2 H}\left(\frac{1}{\pi} \int_{0}^{\infty} \frac{(1-\cos \lambda)^{2}}{\lambda^{2 \alpha+2}} d \lambda+\frac{1}{\pi} \int_{0}^{\infty} \frac{\sin ^{2} \lambda}{\lambda^{2 \alpha+2}} d \lambda\right)=\frac{t^{2 H}}{2 H \sin \pi H \Gamma(2 H)},
\end{gathered}
$$

whence the proof follows.

## B

## Approximation of Beta Integrals and Estimation of Kernels

These results were obtained by E.Valkeila (KMV05).
Lemma B.0.1. Assume that $-1<\delta<0, \beta>-1$ and $n \geq 2$. Then for $\beta \geq 0$

$$
\begin{equation*}
\left|I(\delta, \beta)-I_{n}(\delta, \beta)\right| \leq C_{1}(\delta, \beta) n^{-\alpha-1} \tag{B.0.1}
\end{equation*}
$$

and with $-1<\beta<0$ we have

$$
\begin{equation*}
\left|I(\alpha, \beta)-I_{n}(\delta, \beta)\right| \leq C_{2}(\delta, \beta) n^{-\alpha-\beta-1} \tag{B.0.2}
\end{equation*}
$$

(for the value of the constants, see the proof).
Proof. We start the proof with

$$
\begin{aligned}
I(\delta, \beta)-I_{n}(\delta, \beta) & =\int_{0}^{\frac{1}{n}} s^{\delta}(1-s)^{\beta} d s-n^{-\delta-1} \\
& +\sum_{k=1}^{n-2} \int_{\frac{k}{n}}^{\frac{k+1}{n}}\left(s^{\delta}(1-s)^{\beta}-\left(\frac{k+1}{n}\right)^{\delta}\left(1-\frac{k}{n}\right)^{\beta}\right) d s \\
& +\int_{1-\frac{1}{n}}^{1} s^{\delta}(1-s)^{\beta} d s-n^{-\beta-1}
\end{aligned}
$$

We work first with the integral on $(0,1 / n)$. We have

$$
\begin{gather*}
\int_{0}^{\frac{1}{n}} s^{\delta}(1-s)^{\beta} d s-n^{-\delta-1}=\int_{0}^{\frac{1}{n}}\left(s^{\delta}-n^{-\delta}\right) d s \\
+\int_{0}^{\frac{1}{n}} s^{\delta}\left((1-s)^{\beta}-1\right) d s \tag{B.0.3}
\end{gather*}
$$

here

$$
0 \leq \int_{0}^{\frac{1}{n}}\left(s^{\delta}-n^{-\delta}\right) d s=-\delta /(\delta+1) n^{-\delta-1}
$$

if $\beta \geq 0$, then

$$
\left|\int_{0}^{\frac{1}{n}} s^{\delta}\left((1-s)^{\beta}-1\right) d s\right| \leq \int_{0}^{\frac{1}{n}} s^{\delta} d s
$$

and if $\beta<0$ and $s \leq 1 / n$, then $0 \leq(1-s)^{\beta}-1 \leq 2^{-\beta}-1$. Use these estimates in (B.0.3) to obtain

$$
\begin{equation*}
\left|\int_{0}^{\frac{1}{n}} s^{\delta}(1-s)^{\beta} d s-n^{-\delta-1}\right| \leq C_{1}(\delta, \beta) n^{-\delta-1} \tag{B.0.4}
\end{equation*}
$$

Next, we work with the integral on $(1-1 / n, 1)$. We have

$$
\begin{aligned}
& \int_{1-\frac{1}{n}}^{1} s^{\delta}(1-s)^{\beta} d s-n^{-\beta-1}=\int_{1-\frac{1}{n}}^{1}\left((1-s)^{\beta}-n^{-\beta}\right) d s \\
& +\int_{1-\frac{1}{n}}^{1}(1-s)^{\beta}\left(s^{\delta}-1\right) d s
\end{aligned}
$$

and this gives

$$
\begin{equation*}
\left|\int_{1-\frac{1}{n}}^{1} s^{\delta}(1-s)^{\beta} d s-n^{-\beta-1}\right| \leq \frac{|\beta|}{1+\beta} n^{-\beta-1}+2^{-\delta} n^{-\beta-1} \tag{B.0.5}
\end{equation*}
$$

We continue with the middle term. We have

$$
\begin{gather*}
\sum_{k=1}^{n-2}\left(\int_{\frac{k}{n}}^{\frac{k+1}{n}} s^{\delta}(1-s)^{\beta} d s-\left(\frac{k+1}{n}\right)^{\delta}\left(1-\frac{k}{n}\right)^{\beta} \frac{1}{n}\right) \\
=\sum_{k=1}^{n-2}\left(\int_{\frac{k}{n}}^{\frac{k+1}{n}}\left(s^{\delta}-\left(\frac{k+1}{n}\right)^{\delta}\right)(1-s)^{\beta} d s\right) \\
+\sum_{k=1}^{n-2}\left(\int_{\frac{k}{n}}^{\frac{k+1}{n}}\left(\frac{k+1}{n}\right)^{\delta}\left((1-s)^{\beta}-\left(1-\frac{k}{n}\right)^{\beta}\right) d s\right) . \tag{B.0.6}
\end{gather*}
$$

The first term on the right-hand side of (B.0.6) is always positive, when $\delta<0$. We use the estimate

$$
s^{\delta}-((k+1) / n)^{\delta} \leq(k / n)^{\delta}-((k+1) / n)^{\delta}
$$

If $\beta \geq 0$, then $(1-s)^{\beta} \leq 1$ and so for the first term on the right-hand side of (B.0.6) we obtain

$$
0 \leq \sum_{k=1}^{n-2}\left(\int_{k / n}^{(k+1) / n}\left(s^{\delta}-((k+1) / n)^{\delta}\right)(1-s)^{\beta} d s\right)
$$

$$
\begin{equation*}
\leq n^{-\delta-1} \sum_{k=1}^{n-2}\left(k^{\delta}-(k+1)^{\delta}\right) \leq n^{-\delta-1} \tag{B.0.7}
\end{equation*}
$$

If $\beta \leq 0$ then

$$
\begin{gathered}
\int_{k / n}^{(k+1) / n}\left(s^{\delta}-((k+1) / n)^{\delta}\right)(1-s)^{\beta} d s \leq \frac{1}{1+\beta} n^{-\delta-\beta-1}\left(k^{\delta}\right. \\
\left.-(k+1)^{\delta}\right)\left((n-k)^{\beta+1}-(n-(k+1))^{\beta+1}\right) \leq n^{-\delta-\beta-1}\left(k^{\delta}-(k+1)^{\delta}\right),
\end{gathered}
$$

and this gives the estimate

$$
\begin{equation*}
0 \leq \sum_{k=1}^{n-2}\left(\int_{k / n}^{(k+1) / n}\left(s^{\alpha}-((k+1) / n)^{\alpha}\right)(1-s)^{\beta} d s\right) \leq n^{-\alpha-\beta-1} \tag{B.0.8}
\end{equation*}
$$

Finally, the second part of the middle term is

$$
J_{n}:=\sum_{k=1}^{n-2}\left(\int_{k / n}^{(k+1) / n}((k+1) / n)^{\delta}\left((1-s)^{\beta}-(1-k / n)^{\beta}\right) d s\right)
$$

If $\beta \geq 0$, then with calculations similar to above

$$
\begin{equation*}
\left|J_{n}\right| \leq n^{-\delta-1} \tag{B.0.9}
\end{equation*}
$$

and if $\beta<0$, then

$$
\begin{equation*}
\left|J_{n}\right| \leq-\frac{1}{\beta} 2^{\beta} n^{-\alpha-\beta-1} \tag{B.0.10}
\end{equation*}
$$

Combining the bounds (B.0.3)-(B.0.7) and (B.0.9) we get $C_{1}(\delta, \beta)$, and combining the bounds (B.0.3)-(B.0.6), (B.0.8) and (B.0.10) we get $C_{2}(\delta, \beta)$.

Lemma B.0.2. Put

$$
\begin{aligned}
& H_{n}:=\sum_{k=0}^{n-1}\left(\left(\frac{k+1}{n}\right)^{1 / 4-H}\left(1-\frac{k}{n}\right)^{3 / 4-H}\left(\left(\frac{k+1}{n}\right)^{2 H}-\left(\frac{k}{n}\right)^{2 H}\right)\right. \\
&\left.-2 H\left(\frac{k+1}{n}\right)^{H-3 / 4}\left(1-\frac{k}{n}\right)^{3 / 4-H} \frac{1}{n}\right)
\end{aligned}
$$

Then

$$
\begin{equation*}
\left|H_{n}\right| \leq C n^{-\min \left(1, \frac{1}{4}+H\right)} \tag{B.0.11}
\end{equation*}
$$

Proof. The proof of Lemma B.0.2 is similar to Lemma B.0.1.
The proof of the following lemma is obvious.

Lemma B.0.3. Consider the expression

$$
\bar{u}_{n}(H):=\frac{1}{n} \sum_{k=0}^{n-1}\left(\left(\frac{k+1}{n}\right)^{2 H}-\left(\frac{k}{n}\right)^{2 H}\right)^{2}
$$

Then

$$
\begin{equation*}
\left|\bar{u}_{n}(H)\right| \leq \frac{C}{n^{2}} \tag{B.0.12}
\end{equation*}
$$
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