
Go beyond developing models that only run in local notebooks. Develop your machine learning operations skills 
in-depth to make a real impact. This 13-month program teaches experienced data scientists and data engineers 
everything they need to know about developing scalable, production-ready machine learning applications. 

Participants learn through classroom lectures, short assignments, hackathons, and collaborative project 
assignments with colleagues from our Data Engineering program. Matthijs, our CTO/machine learning 
engineering lead, chooses the best training approach for the topic, depending on the groups’ needs.

Module 1   Cloud Engineering Essentials

In the cloud engineering module, we’ll cover all the skills 
required to become an AWS certified associate-level 
developer. The training focuses on what it takes to build 
cloud-native applications and how to work with AWS 
services. We’ll go in-depth on topics such as infrastructure 
as code, DevOps, site reliability engineering principles, 
networking, and security.

Module 2   Workflow Scheduling with Apache Airflow

Apache Airflow is one of the most popular data pipeline 
orchestration tools. In this module, we learn how to author, 
schedule, and monitor data pipelines using Airflow’s built-
in operators and how to build custom operators.

First Month: Bootcamp
The program kicks off with a one-month, full-time Machine 
Learning Engineering bootcamp. This intensive training 
focuses on writing deployable code, version control, continuous 
integration, working with Docker, cloud computing, deploying 
model artifacts, and monitoring models in production.

Beyond Bootcamp
After bootcamp, you will work onsite for one of our partner 
companies, four days a week, for a full year. On the fifth day, you 
will return to our Xccelerated office in Amsterdam for more theory 
and practice. During these weekly return days, you gain valuable 
guidance and coaching from our supervising consultants to 
support you in the partner company’s projects. You also dive 
deeper into training topics not covered in the bootcamp.

Module 3   Scaling Applications with Parallelism 
      and Concurrency

Short response times and the ability to scale with demand 
is the new norm for applications developed today. One 
way to achieve both is by replacing a single flow execution 
with multiple flows. We will discuss CPU-bound and IO-
bound operations, which paradigms to use and when, plus 
common pitfalls and how to avoid them.to build cloud-
native applications and how to work with AWS services. 
We’ll go in-depth on topics such as Infrastructure as 
Code, DevOps and Site Reliability Engineering principles, 
Networking and Security,

Module 4   ML System Design

In this module, we’ll learn how to design large-scale 
machine learning systems. We’ll dive into the different 
types of ML deployments, including batch, request/
response, streaming, and embedded. You will learn how 
to track experiments and model versions and deploy with 
confidence using canary and shadow deployments. We will 
cover failure patterns and fallbacks, caching, consistency, 
and availability considerations. This module also looks at 
load balancing and scaling up, asynchronous design with 
message, task queues, and the communication patterns 
that make it all work.custom operators.
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Module 8   SQL & NoSQL Databases

The majority of data used in ML finds its origin in a SQL 
database, either from a production system or a data 
warehouse of some kind. In this module, you practice 
writing "modern SQL," which includes concepts like data 
temporality, recursive queries, CTEs, and window functions. 
You also learn how to use data build tools and others to 
structure data transformations effectively.

A SQL-based solution doesn’t fit all use-cases, so we also 
explore other technologies, like Casandra and ElasticSearch.

Module 5   Streaming Systems

Streaming systems allow you to do more with fewer 
resources in less time than batch systems. However, 
streaming requires that you pay more attention to data 
consistency. How do you handle late data? How do you 
maintain stability? Can you process the same record 
multiple times without an undesirable effect? This module 
covers these questions and more. Participants learn how to 
work with streaming systems for near real-time processing 
and handle telemetry data collected from different IoT 
devices.

Module 6   ML Monitoring

Monitoring your models is critical to avoid performance 
degradation. In this module, we explore the differences 
between ML monitoring and regular application monitoring. 
You will learn how to deal with missing or delayed ground 
truth data, how to account for the feedback loops that your 
model creates, how to find dataset drift, and the importance 
of detecting micro population changes. We’ll go in-depth 
on algorithmic challenges, open-source libraries, and the 
infrastructure available to support these capabilities.

Module 7   Container Orchestration with Kubernetes

In this module, we’ll see how our ML system translates to 
a container-based system in Kubernetes. To do this, we’ll 
cover all topics needed to pass the Certified Kubernetes 
Application Developer exam, including pod design, services 
and networking, config management, observability, and 
persistence.

Module 9   Feature Store

In this module, we’ll build a small feature store on top of 
AWS S3 and Redis. A feature store is a centralized location 
for curated and crowd-sourced features available in an 
organization. The features are registered, discovered, used, 
and monitored in ML pipelines for online applications and 
model training. Features stores make it easier for teams to 
share complex engineered features and help mitigate data 
skew.

Module 10   Model Deployment Hackathon

The hackathon pits small teams of data engineers and 
scientists against each other in a real-life machine- learning 
simulation. All teams compete in the same virtual world. The 
challenge? To quickly determine whether or not to accept 
individual loans. Loan requests come in continuously, and 
only a single team can handle each loan. If a team’s server 
is down or slow, it impedes their ability to accept loans. The 
teams must deal with shifts in data patterns over several 
years of collected loans and make smart choices about 
when and how to retrain their models. In the end, the team 
that earns the most money wins.

www.xccelerated.io
hello@xccelerated.io
+31 (0) 20 76 09 842

Scan QR-code to 
sign-up for the program

"Drawing on an exceptional capacity to innovate. 
Xccelerated helped us deploy several machine 

learning models and provided insight for improving 
my team’s way of working."

Giuseppe D’Alessio - IT Chapter Lead, ING
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