
• Digital image archive: Using 
statistical-caching techniques 

To achieve full Implementation of 
the digital radiology department or 
of picture archive and communica
tion system., an efficient digital 
Image archive mUll be con
structed. This paper dlsculles the 
ule 01 It.lIsUcal-cachlng tech
nique. within an Image archive. In 
addition, the resuUs of computer 
modeling will be used to demon
Itr.t. the advantage. of this 
approach. 

Many radiologists believe that 
picture archive and communi
cation sy!>lems (PACS) and 

therefore the "digital depanment" will 
soon emerge. With Ihe increa.o;c in the 
percentage of digitally formatted imag
ing techniques. namely computed tom
ography, digital subt raction angiogra
phy, magnetic resonance imaging, posi
tron emission tomography, nuclear 
medicine studies, ultrasonography, and 
es pecially digital radiography, it 
becomes naturallo presen llhe acquired 
images at digital workstations for diag
nostic viewing and manipulation. 

With the increased use of medical 
images, severe problems have become 
evident in current film-jacket-based 
image-management systems-mainly 
long delays in obtaini ng old films and 
lost or unavailable films. With a PACS, 
the inherent abililY to electronically 
duplicate an imagc residing in Ihearchive 
and then to transmit it to a workstation 
elegantly solves the<e problems. Images 
are quick ly locat ed through an on-line 
image name-and-a llrih\He · database. 
Images are not losl. since Ihey never 
leave the archive: only copies do. Simul
taneous viewing by more than one phy
sician is achieved through quick and 
efficient image duplication. 

Numerous reasons and arguments 
can be presented for the introduction of 
PACS inlO diagnostic radiology. The 
two reasons presented above. ie. the 
increased production of digital images 
and the problems inherent in film-jacket 
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systems, highlight a major hurdle that 
the designers and implementor'S of IlA CS 
musl solve: thc creat ion of an electronic 
image archive. This archive must be 
capable of storing. findi ng. and convey
ing millions of images quickly and effi
ciently to o ther parts of the PACS. 
Simultaneously, the archive must cata log 
and .~tore new images a~ they are acquired. 

Thc difficulties facing the designer of 
a PACS and its associated archive are 
formidab le. Existingimage-managemenl 
systems, albeit film-based and usually 
manual, are well developed and tuned . 
For example, at the Massac husetts 
General Hospital, cases to be viewed by 
the diagnostic radiologist are placed on 
alternators along with relevant compar
ison images by film librarians, so the 
radiologist need only press a button to 
be presented with the next exam's films 
and comparison films. From the point 
of view of the radiologist. the system is 
quick and efficient. and neither the 
patient's name, current exams, nor com
parison exams need be specified. The 
system and the film librarians have con
spired to keep the radiologists focused 
on their primary task. viewing cases, 
rather than on hunting down films or 
placing the films on light boxes. The 
response time of this system is dramatic: 
numerous images representing mega
bytes of data are displayed in less t ha n a 
second. In addition. the general trend 
toward cost containment and reduction 
imposes a seve re restriction on the cost 
of the PAC'S and its archive. 

Demlnds pllced on I 
digiul image archiwe 

In a teaching hospital such as MG H, 
two di~tinct groups will place demands 
on thedigital image archive: the clinical 
users and the research users. 

Clinical requests are made on It 

patient -by-patient basis and consist of 
the current exam or exams. plus any 
related exams that can be u~ed fo r com
pariso n. In this paper. the collection of a 
curre-nt exam and its compa rison exams 

will be ca lled a viewing-complex . 
Unlike clinical requests, which entail 

a number of images from a particular 
patient. research request s are made 
usually for a collection of images whose 
commonality may be Iype of image. 
pathOlogic condition, and / or type of 
patient . 

It is reasonably assumed that the 
number of retrieved images for research 
will be sma ller than that required for 
clinical needs. Furthermore. it is 
assumed that research requests need not 
be serviced as expediently as clinical 
requests. For these reasons. research 
requests are ignored in th e considera
lions that rollow. 

Clinical demands are characteriled 
by two temporal recall patterns. inpa
lient and outpaticnt: for inpatients. mul
tiple requests (assumed three to six) for 
the viewing-complex will occur within 
the first 24 to 36 hours after the exam. 
Requests originating from a particular 
workstation will usually be serial pro
gressions from the first unread case to 
Ihe last. For exa mple, all spinal cn 
~rformed th.al day may first be read by 
the responsib le resident. Later. these 
cases will be read. still in serial order. by 
a siaff radiologist. The ordering of the 
exams is arbitrarily assigned and may 
be made in the order in which the exams 
were completed or in some other manner 
of priority. After the initial readings of 
viewing-complexes. principally by the 
radiology department, the images will 
be viewed in a nonpredictable fashion 
by others outside the department 
(assumed three to five), such as the 
attending and referring physicians. 
Before an inpatient's discharge. requests 
(assumed one to three) may be made to 
review all viewing-complexes associated 
with the patient. The recall rate for an 
inpatient's images declines rapidly after 
discharge. 
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The temporal reca tl pattern fo r a n 
ou tpatient is similar to that of an inpa
tient in t hat there are intense and highly 
predictable ini tia l reca lls (assumed two 
to four) during the diagnostic period . 
followed by a moderate number in a 
non predi ctable fashion . Then~: will be 
no discharge activity. nor will the long
term activity be as high as that for 
pat ients who req uired hospitalization. 

In summary. the followi ng assum p
tions can be mad e. The number of 
requests for inpatient viewing-complexes 
i ~ assumed to be greater than that for 
out patien ts. a large pro portio n of the 
requests wi ll occur within 1.5 days after 
the exam is comp leted. a nd many of the 
initial requests will be part of a serial 
reading of new exams. 

An:hive components 
The desig ner of an image archive has 

avai lable a wide a rray o f com ponents 
from which to construct the archive. 
Table I lists t he major devices available. 
along with a few significant parameters. 
The optica l disk technology listed is of 
the Write Once Read Ma ny (WORM) 
variety. 

Currently available optical media can
not be erased and reused . unlike con
ventiona l magnetic disks. The VHS dig
ital tape unit listed is currently being 
used in the MGH radiology PACS lab 
and is manufaclUred by Honeywell Inc 
of Denver. 

Ca paci ty refers to the size of the stor
age device in megabytes and renects the 
number of images that may be stored 
within. For example. the pop ular o pti
cal disk drives store 3.000 mega bytes 
per disk (or plauer). A 5 12X512 CT 
Image 12 bits deep requires approx i
mately 0.4 megabytes. Thus. more than 
7.500 CT images ca n be stored on one 
disk. Thi s figure co uld be increased by 
using image compression techniques. 
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By way of co mpariso n. if every radio
logic image acquired by MGH in one 
yea r was stored on digital media. with
out co mpression. it would require 
4.700.000 megabytes (4.7 tera&ytes). 

Cost permegabyte of storage becomes 
of great importance. co nsidering the 
enormous quantities of data. Stored on 
today's optical disks. the media cost for 
4.7 tera bytes. one yea r's storage only. 
would be $235.000. The equiva len t cost 
of sto rage using VHSdigital tapes would 
be S9.400. 

Access time refers to the time elapsed 
from the instruction to fet c h the desired 
data to the availability of the data . 
ACCdS time directly affects how qu ickly 
a workstation d isplays a particular image 
after bei ng imtructed to do so. Data 
rate renects how fa st the device can 
transfer the image. The greater the data 
rate. the faster the transfer. 

The tas k oflhe PA CSsystem designer 
is to construct an archive with fa st 
image access. fast transfer. enormous 
capacity. and low cost using various 
image-storage devices. processing ele
ments (CPUs). and suitable algorithms. 

A,.dliye Irdiitem.re, demlnd driven 
Com mercially avai lable optical ~juke

boxes" capable of stori ng as much as 
one terabyte are being offered for use in 
PACS: such optical archive architec
ture is shown sc hematically in figure I. 
In this arch itect Ui e. images arc trans
ferred on demand from the jukebox to 
the workstations over a Local Area 
Network (LAN). If the image does not 
currently reside within the jukebox. a 
req uest is made to a n operator to place 
the needed disk int o the jukebox from 
off-line storage. 

The archi tecture is acceptable with 
respect to access time. provided the 
image is on the disk curre ntly loaded in 
the disk reader. It is less acceptable if the 

.. 
disk needs to be loaded into the reader 
a nd quilt slow if the disk mUlit be loaded 
into the jukebox by 8 human operator. 

The probability that the expected 
Images will be located on only one 
disk- I he disk in the reader- can be 
increased by placing all new imaBcs on 

.,!)llc disk and copying all comparison 
~ imageulso on Ihis one disk.. However, a 

very high price in dollars must be paid 
for th is repeated copying to new disks 
and trashing of o ld disks, which musl be 
done daily (because of the inabil ity to 
rewrite optical media). 

The transfer ratc: of the optical disk 
reader becomes less than ideal. consid
ering the size of digital radiographic 
images (six to 2S megabytes), As fast 
(100 megabits peT second and higher) 
optical LAN~ co me into wide~pread 
use. the data-transfer speed mismatch 
between them and optical media may 
become bot hersome. 

Archiye In:hitecture, knowledge driven 
As shown in table I. cost increases for 

storage devices with faster access times. 
An archive consisting solely of solid
state memory would have exceptionally 
fast access but astronomic COSI. An 
a rchive based on VHS tapes alone would 
be low-cost but wou ld have unaccepta
bly slow access times. 

Given the sem iprediclable pallern of 
image retrieval within the hospital 
envi ronment and the obvious relation
s hip between storage device cost and 
perform ance. the following ques tion 
becomes conspicuous: Can the image 
archive be constructed so images are 
moved from slow. inexpensive storage 
to faster access storage in anticipation 
of their actua l use. as a means of obtain
ing high performance at an affordable 
cost? 

The key to achieving this goal is the 
implementat ion of algorithms that 
anticipate what images may be requested 
and when. In the process of rendering 
patient care. many events take place 
th3t indicate the future use of radiologic 
images. A few of these events will be 
discussed. 

Scheduling a patient for radiologic 
exams indi cates stro ng probabilit y for 
prior exams to be recalled. Obviously. 
the completion of an exam indicates 
impending. recall oft he viewing-comple.'t . 
If a radiologist is working through a 
stack of exams. then the reading oflhe 
Nth exam indicates. with high probabil
ity. the retrieval of the(N+ I)th viewing-



complex. Viewing of the first image of 
an exam consisting of many images. as 
in CT studies. for instance. is an indica
tion that the others are almost certain to 
be immediately requested. Conversely. 
many events indicate the low rut,ure 
probability ora particular image request 
from the archive: inpalieA( discharge 
and exam-request inactivity are two 
obvious examples. 

Figu re 2 shows an archive segmented 
inlo progressively higher-performance 
elements. Starting on the Icft is inexpen
sive storage. perhaps off-line VH Stapes. 
The middle element may be a jukebox 
that allows some number oflapcs to be 
kepi on-line. The high-speed element on 
the right could be a high-performance 
magnetic disk drive. The events men
tioned in the previous paragraph can be 
used to shufne image data between the 
various elements to achieve fast average 
access times. Specifically. requesl.~ and 
anticipated requests will cause image 
data to move from the slower storage 
elements to the faster. To free up valu
able space needcd in the higher perfor
mance storage elements. inactivity and 
anticipated inactivity will cause image 
data to move back to the slower devices. 
The exact access time of an archive of 
this type obviously cannot be expressed 
as a single number but only in terms of a 
statistical distribution whose moments, 
mean. standard deviation. etc. are a 
complex function of the parameters of 
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the storage elemenu. algorithms used. 
and the pattern of image requests. The 
lower bound on these moments. given 
the image-demand distributions, can be 
set by the characteristics and size of the 
higher performance elements. This tech
nique is usually called statistical cach
ing, and one method of analysis for this 
particular architecture is to model it as a 
so-called Markov process, 

Architecture simulation 
Designing a PACS is difficult in 

itself: designing one using distributed 
statistical caching techniques is more 
difficult because no analyt ic expressions 
describe its behavior. It is well known 
that computer systems. LANs, and 
storage devices exhibit nonlinear 
responses with respect to load. This 

nonlinea rity . coupled with the inac;fvis
ability of expressing the physician's 
demands on the system as simple peri
odic requesu. requires that the entire 
PACS be modeled and simulated on a 
computer. 

NETWOR K II is a simulation pro
gram (CACI Inc, Los Angeles) that 
takes a u;;er-specified description of the 
computer hardware and software. then 
provides measures of hardware utiliza
tion. software utilization. and process 
execution times. Specifically. in NET
WOR K II the various processor ele
ments. along with their instruction rep
ertories. are described. Storage elements 
representing disks. tapes. buffers, etc. 
are specified in terms of access times. 
sizes. and bandwidths. The intercon
necting buses linking processors and 
storage elements are described in terms 
of bandwidths and protocols. The soft
ware modules to be simulated are 
described by using the instructions 
defined for the various processor ele
ments. In addition. the events and con
ditions that cause variou~ ~oftware 

modules to execute are specified. Accur
ate measures of system performance can 
be obtained by allowing the program to 
simulate many transactions. worksta
tion requests. and new-image filings. 
(This program was run on the rad iology 
department's VAX computeL) 

A simulation example 
In distinction from the architecture 

depicted in figure I. where the archive is 
a self·containcd node connected to the 
LAN. figure 3 shows an architecture in 
which the archive starts from off-line 
media stored on shelves and progresses 
to small high-speed solid-state image 
buffers within each workstation. In this 
architecture, ten workstations are con
nected to thc image archive by a high-
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l'~cd oplica l LA'i Each \to ork(lation contains local hlgh
speed solid-~Ialc memory being used as a local image cache, 
The image ,;;('ner COn~i~ l ( of _he following ~ri~ of siorage 
ekments: 
• Off-Ime VII S magnclic t apc~ 
• V H S-13PC Jukcbo\: 
• Medium-performa nce magnetic d isk subs\'slem 
• High-speed. solld-Sla le image cache -

For t his pa rt icular simulation. the" gross allribul es o f the 
va rious d ement,;; arc lis lI::d in labk 2. Note the abi lity to 
express accc~ .. limes in H:rms of sialislical dislribution ... 
Ta ble) dc~cribc .. l h~ load pla« d on th~ syst~m beca us~ of 
users req ue~tlllg \'i~",i ng-complexes. n~w images ~ nt~ ring 
t h~ system a~ I h ~}' ar~ acquir~d . inactive·images moving to 
s lo~' slorag~ (V HS magnetic t a ~). and imag~s moving to 
fa~t~r storag~ ~lem~ nt s in ant ici pat ion of I h ~i r us~. 

The soft ",ar~ model is on~ in which a us~r pe riod ica lly 
r~qu~sts a viewi ng-co mplex. On receiving the r~q u~s t . ~ach 
worksta tion is assumed to be able 10 s~rv ic~ 40% of the 
r~q u~s t s from iu loca l i mag~ cach~. du~ to statistica l cach
ing. For the 60% of r~q uem that cannot be s~rvic~d loca lly. 
Ih~ worksta tion t h~n s~nds a messag~ via t h~ LA N to I h~ 
imag~ s~n ~r requesti ng the vi~wi ng-compl~x. Th~ image 

won:statlon's~::.;; rale = 4 MIPS 
Image server's ii,-t;~Y;;I";,;,le = 5.7 MIPS 
Image &er/er's ... 

Access time to 30 msec (uniform distribution) 
Transfer rate . aMBIMc 

Image server's soIicHtale caChe 
Access time · 0.1 rnaec 
Trans'er rate . 40 MBlsec 

Image lerver's intemal bus rate z:: 40 MBlaec 
LAN data transfer rata · 100 megabits/sec 

MIPS. millions 0' Instructions per second; MB/sec, maga
byte/second; LAN. IOCII area netwon:. 
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contains 1 to 32lm.ges 
eon.ilts 01 '.024 • 1,024 .. 

3.1 ls due to image compression. 

8ecaUHOf~ -
E.ch won:alatlon receives an Image every ten to 15 

seconds. 
Thelm.ga •• rver Ir.nsfers an Image frol'11 the disk to the 

im.ge Clche every one to two seconds. 
The Image .erver transfers an image from tha Image 

cache to the LAN controller every one to two seconds . 
The Im.g ..... rv.r transfers an image from tha disk to 

slower storage every one to two seconds. 

aecaus. ol new Ima,e. tMlng acquired 
IncomIng new images are transferred onto the disk every 

one to two seconds. 

TMJle 3 Slmul.l.d ,!,'em', work loed 

~~rv~ r dete rm ines wh~r~ the:: vi~wing-compkx current ly 
resid~s . It is aSJium~d tha t 30% of the requests will be s~r
viced from the serv~r's imag~ cach~ and the r~malnlOg 70% 
from th~ magne tic disk subsystcm. On loca ting the vi~~,"g
compkx. t he sc rv~r transf~,~ th~ data into the LAN con
tro l1~r and i nitiat~S t h~ir transmis:.ion . via the LAN. to the:: 
requ~~ting workstat ion. 

As a background tas k. t h~ image:: se rver i~ acc~p t ing. 
ca talogi ng. a nd ~tor ing ne::w i mag~s as t h~y are acqui red , 
Last . a lso as a backgro und task. th e:: sc rv~ r is moving images 
from on~ sto rage devic~ to anot h~ r . includ ing th~ worbta
tion~, in an a llempt to a nticipat~ their usc: . 

(This simula tion ill ustra tes on~ of many archi tecture::s 
modcl~d by us. Th~ details of t h~ model gi\'~n h~re a r~ brief 
and simplistic b~ca use to fu lly d~sc rib~ Ih~ details of th~ 
model a nd th~ simulation soft war~. man~ pages would be 
req uired. This pa rt ic ular model alon~ r~qui red more than 40 
pages of si mu lation language to descri be.) 

The liimulation was ru n for 30 mi nutes. in the targe:: t 
sys t ~m's tim~ frame. and yie ldcd t he (ollowing values (~r 
waiting ti me: av~rage 8 1 msec, minimu m )0 msec. maxt
mum 340 msec. and a standard devia tion of 75 msc:c. Thes~ 
limes r~n~c t the to ta l time to display an i mag~. including 
processing, lookup, a nd transmission times. 

Conclusion 
From t h~ r~s ult s of the si mple model r r~s~n t cd. it is 

~vid en t that there is much to be gained (rom litati'aical 
caching. Sta tistica l caching ~nabkli th~ us~ of li~cmillg l } 
slower and significa ntly less ~xpensiv~ s t orag~ dC\ic~s. 
augm~nted with sma ll. high-performance cach~s to achi~\~ 
a high-pcr(ormanc~ imag~ archiv~ a t r~asonabl~ co~ 1. 

Simulation provides a m~thod for checking the d~sign 
and a m~ans by which numuous archit~ctures may be 
r'd pidl\' evalua ted . T his abi lity to "mock up" a propo~~d 
li}'~te~ aids insight and rev~als behaviors and in t~ractions 
wi th in the sys t~m that could not otherwise be pr~d,c l ed . 
T hus. si mulat ion of syste m a rchit~Clur~. softwar~. and algo
rithms is a powerful 1001 for the PACS design~r . AI 
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