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1
Introduction

Questions about the reproducibility of scientific research have been raised in 
numerous settings and have gained visibility through several high-profile journal 
and popular press articles. Quantitative issues contributing to reproducibility chal-
lenges have been considered (including improper data management and analysis, 
inadequate statistical expertise, and incomplete data, among others), but there is 
no clear consensus on how best to approach or to minimize these problems. 

This is an issue across all scientific domains. A recent study found that 65 per-
cent of medical studies were inconsistent when retested, and only 6 percent were 
completely reproducible (Prinz et al., 2011). The following year, a survey published 
in Nature found that 47 out of 53 medical research papers on the subject of cancer 
were irreproducible (Begley and Ellis, 2012). The Begley and Ellis Nature study was 
itself reproduced in the journal PLOS ONE, which confirmed that a majority of 
cancer researchers surveyed had been unable to reproduce a result. 

A lack of reproducibility of scientific results has created some distrust in sci-
entific findings among the general public, scientists, funding agencies, and indus-
tries. For example, the pharmaceutical and biotechnology industries depend on 
the validity of published findings from academic investigators prior to initiating 
programs to develop new diagnostic and therapeutic agents that benefit cancer 
patients. But that validity has come into question recently as investigators from 
companies have noted poor reproducibility of published results from academic 
laboratories, which limits the ability to transfer findings from the laboratory to 
the clinic (Mobley et al., 2013). 
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While studies fail for a variety of reasons, many factors contribute to the lack 
of perfect reproducibility, including insufficient training in experimental design, 
misaligned incentives for publication and the implications for university tenure, 
intentional manipulation, poor data management and analysis, and inadequate 
instances of statistical inference. The workshop summarized in this report was 
designed not to address the social and experimental challenges but instead to focus 
on the latter issues of improper data management and analysis, inadequate statisti-
cal expertise, incomplete data, and difficulties applying sound statistical inference 
to the available data. 

As part of its core support of the Committee on Applied and Theoretical Statistics 
(CATS), the National Science Foundation (NSF) Division of Mathematical Sciences 
requested that CATS hold a workshop on a topic of particular importance to the 
mathematical and statistical community. CATS selected the topic of statistical chal-
lenges in assessing and fostering the reproducibility of scientific results. 

WORkSHOP OvERvIEW

On February 26-27, 2015, the National Academies of Sciences, Engineering, 
and Medicine convened a workshop of experts from diverse communities to ex-
amine this topic. Many efforts have emerged over recent years to draw attention to 
and improve reproducibility of scientific work. This workshop uniquely focused on 
the statistical perspective of three issues: the extent of reproducibility, the causes of 
reproducibility failures, and the potential remedies for these failures. CATS estab-
lished a planning committee (see p. v) to identify specific workshop topics, invite 
speakers, and plan the agenda. A complete statement of task is shown in Box 1.1. 

The workshop, sponsored by NSF, was held at the National Academy of Sci-
ences building in Washington, D.C. Approximately 75 people, including speakers, 
members of the planning committee and CATS, invited guests, and members of 
the public, participated in the 2-day workshop. The workshop was also webcast 
live to nearly 300 online participants. 

This report has been prepared by the workshop rapporteur as a factual sum-
mary of what occurred at the workshop. The planning committee’s role was limited 
to organizing and convening the workshop. The views contained in the report 
are those of individual workshop participants and do not necessarily represent 
the views of all workshop participants, the planning committee, or the National 
Academies of Sciences, Engineering, and Medicine.

In addition to the summary provided here, materials related to the work-
shop can be found online at the website of the Board on Mathematical Sciences 
and Their Applications (http://www.nas.edu/bmsa), including the agenda, speaker 
presentations, archived webcasts of the presentations and discussions, and other 
background materials. 
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BOX 1.1 
Statement of Task

An NRC [National Research Council]-appointed program committee will plan and orga-
nize a workshop to address statistical challenges in assessing and fostering the reproducibility 
of scientific results. To this end, the workshop will examine three issues from a statistical 
perspective: the extent of reproducibility, the causes of reproducibility failures, and potential 
remedies. Specifically,

•	 What	are	appropriate	metrics	and	study	designs	that	can	be	used	to	quantify	reproduc-
ibility of scientific results?

 — Variability across studies is a well-known phenomenon and has given rise to the field 
of research synthesis and meta-analysis. How should this variability be assessed? 
What	degree	of	variability	would	lead	to	concerns	about	lack	of	reproducibility?

•	 How	 can	 the	 choice	 of	 statistical	 methods	 for	 study	 design	 and	 analysis	 affect	 the	
reproducibility of a scientific result?

 — How does routine statistical hypothesis testing with widely used thresholds for test 
significance affect the reproducibility of results? How do standard methods for study 
design and choice of sample size affect reproducibility?

•	 Are	there	analytical	and	infrastructural	approaches	that	can	enhance	reproducibility,	
within disciplines and overall?

 — Do we need new conceptual/theoretical frameworks for assessing the strength of 
evidence from a study? Do we need broad adoption of practices for making study 
protocols and study data available to the scientific community? How can this be 
achieved?

In addressing these three issues, the workshop will

•	 Bring	together	representatives	from	different	disciplines,
•	 Illustrate	case	studies,	and
•	 Include	some	participants	who	are	in	positions	to	affect	the	incentive	systems	in	the	

right direction.

One or more rapporteurs who are not members of the committee will be appointed to 
create a workshop summary report.

WORkSHOP THEMES

Over the course of the workshop, speakers discussed possible reasons as to why 
studies may lack reproducibility. The following topics were discussed repeatedly 
throughout the workshop: clarifying definitions of reproducibility and associated 
terms, improving scientific discovery, increasing the accepted threshold for statis-
tical significance, enhancing and clarifying protocols, uniting the broad scientific 
community in reproducibility efforts, changing research incentives, increasing 
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sharing of research material, and enhancing education and training. The discus-
sions around each of these areas are summarized in this section. 

Clarifying Terminology

Throughout the workshop, presenters (Yoav Benjamini, Ronald Boisvert, 
 Steven Goodman, Xiaoming Huo, Randy LeVeque, Giovanni Parmigiani, Victoria 
Stodden, and Justin Wolfers) and participants referenced the confusion in the 
terminology associated with reproducibility. Below are some of the terms and 
definitions that were offered:

•	 Reproducibility. “The ability of a researcher to duplicate the results of a 
prior study using the same materials . . . as were used by the original inves-
tigator. . . . A second researcher might use the same raw data to build the 
same analysis files and implement the same statistical analysis . . . [in an 
attempt to] yield the same results. . . . If the same results were not obtained, 
the discrepancy could be due to differences in processing of the data, dif-
ferences in the application of statistical tools, differences in the operations 
performed by the statistical tools, accidental errors by an investigator, and 
other factors. . . . Reproducibility is a minimum necessary condition for 
a finding to be believable and informative.” (NSF, 2015 [as identified by 
Steven Goodman])

•	 Repeatability (also referred to as empirical reproducibility). The ability to see 
the data, run the code, and follow the specified steps, protocols, and designs 
as described in a publication. (Steven Goodman and Victoria Stodden) 

•	 Replicability. “The ability of a researcher to duplicate the results of a prior 
study if the same procedures are followed but new data are collected. . . . 
A failure to replicate a scientific finding is commonly thought to occur 
when one study documents [statistically significant] relations between 
two or more variables and a subsequent attempt to implement the same 
operations fails to yield the same [statistically significant] relations.” (NSF, 
2015 [as identified by Steven Goodman])

•	 Robustness. The resistance of the quantitative findings or qualitative con-
clusions to (minor or moderate) changes in the experimental or analytic 
procedures and assumptions. (Steven Goodman)

•	 Statistical reproducibility. The notion of how statistics and statistical  methods 
contribute to the likelihood that a scientific result is reproducible and to the 
study and measurement of reproducibility. (Victoria Stodden)

•	 Computational reproducibility. Any issue arising from having a computer 
involved somewhere in the work process, from researchers who do bench 
work and analyze their data with a spreadsheet, to researchers doing work 
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on large computing systems with an enormous amount of code and soft-
ware. (Victoria Stodden)

Improving Scientific Discovery

Several speakers discussed the importance of enhancing reproducibility to 
improve scientific discovery (Micah Altman, Steven Goodman, Randy LeVeque, 
Giovanni Parmigiani, and Marc Suchard). In order to improve discovery, evidence 
must be generated to help the scientific community reach consensus about a ques-
tion of interest. While it is rare that a single study will provide sufficient evidence to 
yield a consensus, a key step in this process is replication—generating evidence 
under different experimental settings and across different populations. The accu-
mulation and weighing of such evidence informs the process by which the scientific 
community reaches consensus about the question of interest. A central component 
of this process includes the systematic elimination of alternative explanations for 
observed associations and the explicit acknowledgement that as new evidence 
arises, the consensus in the scientific community might change.

Presenter Steven Goodman discussed two additional advantages of strengthen-
ing replication: (1) increased understanding of the robustness of results, including 
their resistance to (minor or moderate) changes in the experimental or analytic 
procedures and assumptions; and (2) increased understanding of the generalizabil-
ity (i.e., transportability) of the results, including the truth of the findings outside 
the experimental frame or in a not-yet-tested situation. Goodman added that the 
border between robustness and generalizability is indistinct because all scientific 
findings must have some degree of generalizability. 

Increasing the Threshold for Scientific Significance

Several speakers (Dennis Boos, Andreas Buja, Steven Goodman, Valen Johnson, 
and Victoria Stodden) and participants discussed the inadequacy of the current 
p-value standard of 0.05 to demonstrate scientific significance. Some alternative 
proposals included reducing the standard p-value (Buja) by at least an order of 
magnitude (Johnson), switching to a p-value range (Boos), or switching to a Bayes 
factor equivalent (Johnson). There was some opposition to changing the standard, 
specifically due to the possibility that additional resources would be needed to meet 
the requirement for larger sample sizes. 

Enhancing and Clarifying Protocols

Multiple speakers (Micah Altman, Andreas Buja, Marcia McNutt, Joelle  Lomax, 
Mark Suchard, and Victoria Stodden) discussed the importance of protocols through-
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out the workshop, including experimental methodology, data analytical actions (e.g., 
model selection and tuning), and coding decisions (e.g., instrumentation design and 
software). 

Uniting the Community in Reproducibility Efforts

The need for a unified, multifaceted approach for dealing with reproduc-
ibility was emphasized by multiple speakers (Chaitan Baru, Philip Bourne, Steven 
 Goodman, Mark Liberman, Marcia McNutt, Victoria Stodden, Irene Qualters, and 
Lawrence Tabak). They argued that this effort must include all stakeholders, includ-
ing funding agencies, journals, universities, industries, and researchers.

Changing Research Incentives

Community incentives for reproducibility are misaligned, according to several 
speakers (Micah Altman, Lida Anestidou, Andreas Buja, Tim Errington, Irene 
 Qualters, Victoria Stodden, Lawrence Tabak, and Justin Wolfers) and participants. 
Some of the concerns regard the conflicting messages given to researchers about 
whether reproducibility research is valued within the community. Researchers are 
often told that the replications are essential to the health of their scientific commu-
nity, but most journals do not publish replication papers, most funding agencies do 
not financially support such work, and many researchers who conduct replication 
studies can face unpleasant and time-consuming resistance from the community. 

Increasing Sharing of Research Material

The increased availability of supplementary research materials, such as data, 
code, and software, and expanded research methodology descriptions, was high-
lighted by several speakers (Micah Altman, Ronald Boisvert, Philip Bourne, Tim 
Errington, Steven Goodman, Randy LeVeque, John Ioannidis, Mark Liberman, 
Gianluca Setti, Courtney Soderberg, Victoria Stodden, and Justin Wolfers) and par-
ticipants as being of significant value to enhancing reproducibility. Some journals 
and funding agencies require data sharing for research publication and funding, 
but many do not. Furthermore, often the material that is provided in response to 
these requirements is incomplete, incorrect, or otherwise unreadable. 

Enhancing Education and Training

Many speakers (Micah Altman, Chaitan Baru, Yoav Benjamini, Philip Bourne, 
Xiaoming Huo, and Rafael Irizarry) called for enhanced data science training for 
people at all levels, including undergraduate and graduate students, beginning 
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and established researchers, and senior policy leaders. While some of these train-
ing courses currently exist and others are being funded by agencies such as the 
 National Institutes of Health, they currently do not sufficiently cover the education 
landscape; more work needs to be done to identify and fill gaps (Bourne).

ORGANIzATION OF THIS REPORT

Subsequent chapters of this report summarize the workshop presentations and 
discussion in sequential order. Chapter 2 provides an overview of the importance 
of reproducibility and discusses two relevant case studies. Chapter 3 focuses on 
conceptualizing, measuring, and studying reproducibility. Chapter 4 discusses the 
way forward by using statistics to achieve reproducibility. Finally, Appendix A lists 
the registered workshop participants, Appendix B shows the workshop agenda, and 
Appendix C defines acronyms used throughout this report.
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2
Overview and Case Studies

The first session of the workshop provided an overview of the importance of 
reproducibility across scientific communities. Constantine Gatsonis (Brown Univer-
sity, co-chair of the workshop planning committee and chair of the Committee on 
Applied and Theoretical Statistics) and Giovanni Parmigiani (Dana-Farber Cancer 
Institute, co-chair of the workshop planning committee) began by introducing the 
workshop. Lawrence Tabak (National Institutes of Health), Irene Qualters (National 
Science Foundation), Justin Esarey (Rice University and The Political Methodologist), 
Gianluca Setti (University of Ferrara, Italy, and Institute for Electrical and Elec-
tronics Engineers), and Joelle Lomax (Science Exchange) provided perspectives from 
stakeholders. Victoria Stodden (University of Illinois, Urbana-Champaign) gave an 
overview of statistical challenges of reproducibility, and Yoav Benjamini (Tel Aviv 
University) and Justin Wolfers (University of  Michigan) discussed reproducibility 
case studies. 

In addition to the references cited throughout this chapter, the workshop 
planning committee identified the following background references: Alogna et al. 
(2014); Doyen et al. (2012); Errington et al. (2014); Esarey et al. (2014); Gelman and 
Loken (2014); Gerber and Green (2000); Harris et al. (2013); Hayes et al. (2006); 
Hothorn and Leisch (2011); Imai (2005); Johnson et al. (2014); Klein et al. (2014); 
Molina et al. (2005); Pashler et al. (2012); Rasko and Power (2015); Simons et al. 
(2014); Stodden et al. (2013a); and Waldron et al. (2014).
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OPENING REMARkS FROM THE WORkSHOP CO-CHAIRS

Constantine Gatsonis and Giovanni Parmigiani opened the workshop with a 
brief overview of the importance of examining reproducibility from a statistical 
perspective. Gatsonis explained that the main goal of the workshop is to address 
statistical challenges in assessing and fostering the reproducibility of scientific re-
sults by examining three issues: the extent of reproducibility (as measured through 
quantitative and qualitative approaches), the methodologic causes of reproducibility 
failures, and the potential methodologic remedies. The methodologic perspective 
emphasized throughout this workshop is unique and has not been a focus of other 
current reproducibility discussions, according to Gatsonis. Three overarching ques-
tions were examined throughout the workshop:

1. What are appropriate metrics and study designs that can be used to quan-
tify reproducibility of scientific results?

2. How can the choice of statistical methods for study design and analysis 
affect the reproducibility of a scientific result?

3. Are there analytical and infrastructural approaches that can enhance re-
producibility within disciplines and overall? 

Gatsonis noted that many researchers believe developing a new conceptual 
framework for reproducibility is necessary instead of simply cataloging examples in 
which reproducibility is weak or nonexistent. He hoped that the workshop would 
start the conversation about such a conceptual framework, as well as how statistical 
thinking broadly impacts it. 

PERSPECTIvES FROM STAkEHOLDERS

Lawrence Tabak, National Institutes of Health

Lawrence Tabak discussed the issue of reproducibility in the biomedical com-
munity, specifically from the perspective of the National Institutes of Health (NIH). 
He stated that reproducibility is a growing challenge, as has been noted by the 
research community and in multiple publications. The issue crosses research areas 
but is especially relevant in preclinical research that uses animal models as a prelude 
to human research, according to Tabak. He noted that science is often viewed as self-
correcting and is therefore assumed to be immune from reproducibility problems. 
In principle, while this remains true in the long term, reproducibility checks in the 
short and medium term are constrained by interrelated factors. 

Insufficient reporting of methodologic approaches is also an issue for a vari-
ety of reasons, spanning from limited space within journal articles to fraudulent 
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claims by researchers, although the latter is the minority. Sena et al. (2007) looked 
at the prevalence of selected quality characteristics in literature, finding that none 
of the 600 papers examined provided information on sample-size calculation, very 
few discussed how randomization was done, and very few blinded the assessment 
of outcome to the researchers. Tabak emphasized that this does not mean these 
studies did not look at these issues, but the reader is unsure based on the published 
record alone.

Another challenge mentioned is the phenomenon of “p-hacking,” where data 
are manipulated (e.g., outliers discarded) until a desired p-value is achieved. The 
process of p-hacking—which many investigators may not recognize as  distorting—
can often lead to unsubstantiated correlations being represented as statistically 
significant. The lack of consideration of sex as a biological variable is also an issue, 
Tabak explained. 

Tabak noted that there are many challenges to ensuring rigor and transparency 
in reporting science, including incentives to publish positive results and to aim for 
high-impact factors, poor training, novelty (no negative data), innovation, and grant 
support. The biomedical research ecosystem should have research integrity at its 
foundation and balance robust research training (including biostatistics, basic scien-
tific coursework, and experimental design fundamentals) with an environment that 
rewards networking, mentoring, career development, and collaboration feasibility. 

Tabak and NIH Director Francis Collins published a commentary describing 
NIH’s plans to enhance reproducibility, emphasizing that all stakeholders need to 
be engaged (Collins and Tabak, 2014). NIH has taken a number of steps to raise 
community awareness, including hosting a June 2014 workshop with journal 
editors to identify common opportunity areas and a July 2014 workshop with 
the pharmaceutical trade organization PhRMA to identify common interest with 
industry; obtaining input from the community on the reagent-related barriers to 
reproducible research; and participating in meetings with professional societies and 
institutions. More than 130 journals endorsed the principles discussed at the June 
2014 workshop, which were broadly shared in November 2014 through editorials 
and other notifications.1 NIH is also engaged in several pilots to address biomedical 
research and funding issues:

•	 Evaluation of scientific premises in grant applications: new funding oppor-
tunities with additional review criteria regarding scientific premises,

•	 Checklist and reporting guidelines: reviewer checklists regarding reporting 
standards and scientific rigor,

1   The full list of journals that endorsed these principles is available at National Institutes of Health, 
2014, “Endorsements—Principles and Guidelines for Reporting Preclinical Research,” http://www.
nih.gov/research-training/rigor-reproducibility/principles-guidelines-reporting-preclinical-research.
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•	 Changes to biosketch: biosketch pilot with focus on accomplishments in-
stead of just publications,

•	 Approaches to reduce “perverse incentives” to publish: exploration of award 
options with a longer period of support for investigators,

•	 Training: development of materials discussing the elements of good experi-
mental design, and

•	 Other efforts: use of prize challenges to encourage reproducibility of results 
and development of a place within PubMed Commons to share and discuss 
concerns.

Irene Qualters, National Science Foundation

Irene Qualters explained that the National Science Foundation (NSF) has a 
broad view of reproducibility. She stated that the issues of reproducibility directly 
impact the credibility and trust afforded to research by both the research com-
munity and the public. Research in science and technology has relied on different 
tools to earn credibility, such as quantification of measurements from experiments, 
a sustained record of success, and a willingness to retract claims that are demon-
strated to be erroneous, limited, or surpassed by new information and data. Thus, 
progress in science and technology requires that the community acknowledge that 
any result is to some degree at risk, no matter how carefully it is supported. New 
evidence, new methods, and new tools always introduce a degree of uncertainty, 
and science progresses in part by rejecting findings that are disproven over time.

Software is becoming an increasingly critical component within and across all 
science disciplines. However, software introduces vulnerabilities that are not always 
appreciated and often challenging to control. Software validation is often employed, 
especially in areas beyond the research enterprise, such as the complex software 
environments of nuclear energy and some clinical trials. However, these validation 
approaches may not be applicable to a foundational research enterprise that often 
relies on dynamic community software, much of which is contributed by graduate 
students and postdoctoral fellows. But these communities are building research on 
the software contributions of others, and their findings need to be credible.

Qualters emphasized the importance of understanding how data are generated 
and what methodologic approaches were used, as well as what tool employed is 
crucial for reproducibility. There are powerful tools available to measure reliability 
and the confidence associated with statistical results, but they are based on assump-
tions about the underlying data and theory about relationships and causality. As 
researchers continue to strive to build software to advance science and engineering, 
an analogous understanding of software tools is needed in order to ensure integrity 
and identify and measure biases. 
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Justin Esarey, Rice University and The Political Methodologist

Justin Esarey discussed current efforts in political science to improve repro-
ducibility and transparency. He explained that political science is at the forefront 
in improving research transparency and access to replication resources in the 
social sciences. For example, many journals require complete replication mate-
rials upon acceptance and have done so for years. Some journals even undertake 
independent verification of results before publication, although the number of 
journals that do this is small because of resource constraints. The Data Access and 
Research Transparency initiative has increased the number of journals committed 
to providing complete, publicly available replication materials for all published 
work, specifically by

•	 Requiring authors to ensure that cited data are available at the time of 
publication through a trusted digital repository (journals may specify 
which trusted digital repository shall be used);

•	 Requiring authors to delineate clearly the analytic procedures upon which 
their published claims rely and, where possible, to provide access to all 
relevant analytic materials;

•	 Maintaining a consistent data citation policy that increases the credit that 
data creators and suppliers receive for their work; and

•	 Ensuring that journal style guides, codes of ethics, publication manuals, 
and other forms of guidance are updated and expanded to include strong 
requirements for data access and research transparency. 

The Political Methodologist, the newsletter of the Political Methodology section 
of the American Political Science Association, recently released an issue2 focused on 
reproducibility and transparency problems facing the political science community. 
One of the tensions identified is that standards for qualitative and quantitative 
methods can be hard to reconcile (e.g., How can confidentiality for interviewees 
be ensured? How does one provide replication data for ethnography or for process 
tracing?). Even defining what replication means and what qualifies as a replica-
tion is challenging. Does replication require using the exact same model with the 
exact same data and the exact same software to generate the same result? Or, does 
replication check for robustness with slightly different specifications in the same 
data? Or, does it require verification with independent data, which are often dif-
ficult or impossible to get for observational studies? There are also questions about 
how replication should be integrated into graduate teaching and training, with the 

2   To read this issue, see The Political Methodologist, Volume 22, Number 1, Fall 2014, https:// 
thepoliticalmethodologist.files.wordpress.com/2015/02/tpm_v22_n1.pdf.
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warning that just requiring the materials necessary for replication materials does 
not prevent errors. Many other questions remain, in Esarey’s view: 

•	 To what extent is proactive error-checking a necessary part of a plan to 
increase transparency and replicability in the social sciences?

•	 How should replication projects be rewarded? Should they be published? 
Should negative replications get more interest?

•	 What constitutes replication in the case of an analysis of a fixed observa-
tional data set for where there exists only one sample (e.g., in time series 
cross sections (TSCSs) of country data)?

•	 Where replication is not an option (e.g., in many qualitative methods or 
observational studies of fixed TSCS data), what would constitute a check 
on the quality of an empirical model? 

Gianluca Setti, University of Ferrara, Italy, and  
Institute of Electrical and Electronics Engineers

Gianluca Setti explained that the Institute of Electrical and Electronics Engi-
neers (IEEE) is the world’s largest professional association dedicated to advancing 
technological innovation and publishes about 169 journals and magazines. While 
serving on the IEEE board of directors through 2014, he also chaired a committee 
on the Future of Information and Convening, which is chartered in part to evalu-
ate the opportunity to promote reproducible research. He emphasized that his 
presentation was based on his experience and represented his personal opinion.

Setti observed that reproducibility is not necessarily based on just a published 
paper; it also relies on the availability of data, algorithms, codes, and details of the 
experimental methods (Buckheit and Donoho, 1995). Because the IEEE deals with 
many different disciplines, it therefore has to take into consideration many facets 
of reproducibility, including expectations for documenting proofs, algorithms, 
and experiments, which may rely on custom-designed equipment (e.g., digital/ 
analog inte grated circuit implementation, microelectromechanical systems, nano-
technology, optical devices, etc.). In spite of these challenges, Setti believes that 
IEEE would have advantages in pursuing improved reproducibility capabilities 
for collaborations and in making information more visible and  directly usable. 
Improvements would allow researchers to advance technology more  easily and 
practitioners to develop new products faster, and they would reduce the amount 
of “noise” in the research literature.

Another possible way in which improving reproducibility could benefit IEEE 
may depend, according to Setti, on making the review process more reliable, mak-
ing it more difficult to plagiarize a paper, and making it easier to discover false 
results and avoid retractions. The IEEE Signal Processing Society (SPS) is probably 
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the most advanced of the IEEE components (Barni and Perez-Gonzalez, 2005; 
Vandewalle et al., 2009; Piwowar et al., 2007), with all SPS publications explicitly 
encouraging reproducible research by both instructing researchers to submit all 
relevant information and providing a digital library that can house supplemental 
information such as data, algorithms, and code. However, these steps have not yet 
made a significant impact on reproducibility, according to Setti. He suggested the 
following steps to improve the situation: 

•	 Create searchable and addressable repositories for data. This would entail 
at least the following steps:

 — A unique identifier is needed for each reference data set (perhaps analo-
gous to the Digital Object Identifier system used for other digital infor-
mation) to facilitate the process of crediting data to authors. 

 — Privacy for sensible data should be guaranteed, which would reduce the 
liability risk.

 — The use of standardized sets of data for specific problems should be 
encouraged.

•	 Create a cloud-based repository for sharing of codes, algorithms, and 
 circuits, in which each of these elements is stored with its “environment.” 

 — Algorithms would run in the cloud using the “original” version of the 
compiler/program (e.g., C, python, Matlab, Mathematica).

 — A public-private partnership may be required (e.g., software companies, 
funding agencies, professional organizations, publishers).

 — Algorithms should be run, but not revealed, to encourage companies to 
invest in new reproducibility tools. 

 — Authors could upload algorithms to be linked to the corresponding 
papers. Metrics need to be developed to track algorithm usage, and 
algorithms and corresponding papers should be cross-linked. 

•	 Reward positive efforts of authors who contribute to the reproducibility 
of research. 

 — A well-prepared reproducibility contribution requires time and  effort, 
which currently may be a disincentive due to “publish or perish” pressure.

 — Publishers could highlight papers that display good practices with regard 
to replication or which attempt to reproduce earlier work.

 — Awards could be given for reproducible papers only.
 — The review of papers with steps that enable replication could be expedited.

Setti noted that there is evidence that papers with reproducibility measures 
(such as shared data) are more frequently downloaded and cited than papers with-
out these measures. With the rise of citation databases and bibliometrics, there is a 
strong emphasis on achieving high visibility for publications and this may stimu-
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late authors to expend additional resources to ensure the results in their papers 
are fully reproducible. He suggested that funding agencies might be able to help 
stimulate reproducibility efforts by requiring reproducibility measures for publicly 
funded research, which is something that may be possible in the future. Enforcing 
such a requirement globally, however, may be difficult. It would be beneficial for 
the reproducibility movement if funding agencies participated in setting up the 
required infrastructure. 

Joelle Lomax, Science Exchange

Joelle Lomax explained that the many systems studied in science, especially in 
biology, are extraordinarily complex and inherently varied. A key to reproducibility 
is to understand what variance can be controlled and what variance will always exist 
in a system. Reproducibility is widely understood to be a problem in both academia 
(Mobley et al., 2013) and industry (Scott et al., 2008; Perrin, 2014; Steward et al., 
2012; Prinz et al., 2011; Begley and Ellis, 2012). However, it is difficult to identify 
which factors are inhibiting reproducibility and how to go about changing them.

Many hypotheses exist for why experiments fail to replicate, including insuf-
ficient reporting of methodology, pressure to withhold negative findings, poor 
experimental design, biased data manipulation or interpretation, unknown factors 
that produce variability, and flawed statistical analysis. Lomax said that empirical 
evidence is needed to determine the basis for this lack of reproducibility. 

She explained that Science Exchange and its partners are trying to better 
understand these challenges as well as how the level of reproducibility (or lack 
thereof) can be diagnosed. She asserted that the keys to understanding reproduc-
ibility are independent replication and transparency. Independent replication is 
important because biases are known to exist, especially when the person perform-
ing the experiment has emotional ties to or economic dependence on the outcome 
of the result. This bias can lead to flawed data analysis and p-hacking (where 
data are collected and analyzed in such a way as to achieve a particular p-value). 
 Transparency, specifically openness about exactly how things are being done (e.g., 
documenting reagents, making all raw and transformed data openly available to 
other  researchers), is also crucial. 

Lomax offered a brief summary of Science Exchange, which is an online 
marketplace and centralized network for more than 1,000 expert providers (both 
academic core facilities and contract research institutions) offering more than 2,000 
experimental services to help perform scientific replications. Science Exchange has 
utilized this network to undertake independent replication of preclinical research. 
She explained that Science Exchange has partnered with the Center for Open 
Science to preregister all experimental designs, protocols, and planned statisti-
cal analyses and to share all raw and analyzed data through the Center for Open 
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Science’s Open Science Framework (an integrated project management and data 
repository). 

Preregistration, according to Lomax, allows experts to review key factors such 
as study design and planned statistical analysis approaches before the data are col-
lected. This is essentially moving the peer-review process to the beginning of the 
study process to deter the researcher from making certain process adjustments that 
would inhibit reproducibility. 

One of Science Exchange’s current projects (partnered with the Center for 
Open Science and sponsored by the Laura and John Arnold Foundation) is the 
Reproducibility Project: Cancer Biology, which aims to gather a large data set 
of replications of preclinical research. The project is replicating the key findings 
of 50 recent high-impact cancer biology papers though a detailed process, includ-
ing obtaining input from the original author(s). The findings and methodologies 
(including protocols and calculations) of these replication studies are prepublished 
and peer reviewed through eLife. Expert independent laboratories that are part of 
the Science Exchange network are utilized to carry out the replication study, and 
all protocols, raw data, and results are deposited to the Open Science Framework. 
 Lomax says that this study clarifies what is needed to perform replications of 
preclinical research and illustrates how difficult it can be to replicate published 
research. 

Lomax concluded by listing some of Science Exchange’s other current projects, 
including partnering with the Prostate Cancer Foundation and PeerJ to look at 
reproducibility of prostate cancer research, participating in the Reproducibility 
Initiative, and partnering with reagent companies to validate antibodies. 

Panel Discussion

Following their individual presentations, Lawrence Tabak, Irene Qualters, 
 Justin Esarey, Gianluca Setti, and Joelle Lomax participated in a panel discussion 
with follow-up questions from the audience. The session began with a participant 
who asked if reproducibility issues were worse today than they were 50 years ago. 
Qualters noted that the complexity of modeling and simulations has increased 
considerably over the past 20 years, and this has led to an increase in reproduc-
ibility issues. Understanding the uncertainty associated with complex software 
is a challenge. Tabak noted that science today is much more interdisciplinary 
than it has been in the past, and this interdisciplinarity makes it more difficult 
for  researchers to truly understand what others are doing. He also noted that the 
number of publications has increased rapidly, which may also be contributing to 
the lack of reproducibility. 

Another participant noted that while the goal of independent reproducibility 
is admirable, it assumes that the method being used in the original study is cor-
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rect; he wondered what types of approaches exist and what directions should be 
explored to account for variation. Lomax said that this is being observed in situ-
ations in which research plans are preregistered because reviewers of those plans 
can criticize the original experimental design. She explained that Science Exchange 
is currently exploring only direct replications to control for as many differences 
as possible, but additional controls are added if they were not obviously included 
initially. However, she emphasized that research communities want reproducibility 
to go even further to encompass the initial variation in results that the participant 
noted. Esarey agreed that this raises important statistical issues. Many models can 
be used to analyze a given data set, and it is hoped that a study’s results do not vary 
significantly if one makes minor adjustments to the analysis. Investigators need 
to understand any such fragility, and statisticians need to develop tools that are 
robust to minor adjustments, according to Esarey. However, he recognized that 
using the right methods is inherent in science, and eventually a preferred method 
is established within a community. Tabak stated that there is a level of practicality 
that needs to be introduced, particularly in the biomedical community. Replica-
tion efforts need to be strategic because resources are limited. NIH is emphasizing 
the importance of rigorous preclinical research that underlies key decisions before 
taking that research to human trials. 

A participant wondered how free software such as R is influencing current 
analysis. Esarey said that these types of free open-source software make it less ex-
pensive to conduct analyses, and more studies are being carried out because of the 
abundance of data and analysis tools. However, this free software gives communities 
more tools to analyze the results from these studies, which is a possible downside 
because, as mentioned above, some research results can be extracted with certain 
methods and not others. Setti commented that it is great for research communities 
that there are free software packages to validate a particular data set, but that often 
more complex tools are needed. He said that there is an opportunity for open-
source developers to partner with software companies to assist the communities.

Another participant asked how funding grants could be used to promote 
transparency and reproducibility. Tabak said that NIH is piloting new ways of 
doing grant review. One of these approaches examines the premise of the applica-
tion, looking at all the work leading up to the application to ensure the research 
is sound. Currently, NIH only does this indirectly if the preliminary data upon 
which the application is based come from the principal investigator and his or her 
team. NIH has also been developing and supporting training modules to stimulate 
a conversation within the community and to help with graduate and postgraduate 
training. He said that NIH is considering new funding opportunities for replica-
tion studies, as well as options to assess whether preclinical findings should be 
replicated. Qualters said that embedding reproducibility awareness into a research 
culture is a big change and it has to take place over time. The many stakeholders 
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(including individual researchers, research institutions, funding agencies, and the 
public) need to come together to discuss the best solutions to their community’s 
issues, and this consensus cannot be built overnight. She noted that there are some 
good resources that discuss incentive issues generally (e.g., Wellcome Trust, 2014). 

OvERvIEW OF THE STATISTICAL CHALLENGES OF REPRODUCIBILITY

victoria Stodden, University of Illinois, Urbana-Champaign

To focus on the framework for the workshop, Victoria Stodden discussed the 
different ways of viewing and understanding reproducibility. She suggested that 
it is useful to use one of three modifiers with the word reproducibility: empirical, 
computational, or statistical. The problems that arise and the remedies for each of 
these areas are very different. She said that parsing out these differences is essential 
because people mean different things when they use the term reproducibility. 

Empirical reproducibility refers to the traditional notion of scientific reproduc-
ibility: the ability to step through the specified physical steps, protocols, and designs 
as described in a publication. Hines et al. (2014) give an example of empirical 
reproducibility by describing the difficulty two laboratories faced when collabora-
tively trying to ensure that both laboratories were producing the same cell signa-
tures in their research from the identical processes. Empirical reproducibility can 
entail its own special constraints. Stodden shared the example of a 2014 workshop 
held by the National Academies of Sciences, Engineering, and Medicine’s Institute 
for Laboratory Animal Research that discussed reproducibility issues in research 
with animals and animal models (NASEM, 2015). That workshop focused mostly 
on empirical reproducibility, and one of the questions that arose was how to define 
reproducibility when true replication may mean killing additional animals. 

Computational reproducibility, Stodden explained, has only become an issue 
over the past 20 years. She defines it as any issue arising from having a computer 
involved somewhere in the work process, from researchers who do bench work 
and analyze their data with a spreadsheet to researchers doing work on large 
computing systems with an enormous amount of code and software. Tradition-
ally, going back hundreds of years, Stodden explained, there were two branches of 
the scientific method: (1) deductive, including mathematics and formal logic, and 
(2) inductive or empirical, including statistical analysis of controlled experiments. 
There is now some discussion that expanded computation and the deluge of data 
are introducing a third (and perhaps a fourth) branch of the scientific method 
(Donoho et al., 2009): computational, including large-scale simulations and data-
driven computational science.

Stodden noted that the scientific community has had hundreds of years to 
think about the first and second branches of the scientific method but only a couple 
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of decades to figure out how to use and assess this new technology. Standards for 
the use of computational modes of inquiry must mature if the technology is to 
reach its full potential.

This abundance of data and the technology to exploit it have revolutionized a 
number of scientific fields, according to Stodden. The first change comes from big 
data and data-driven discovery. High-dimensional data with many more variables 
than observations are also prevalent, and this poses new challenges of analysis (in 
contrast to our long history of using analysis to infer meaning from limited data). 
In Stodden’s view, the availability of so much data, and of data-driven discovery, 
change what it means to carry out inference on the data while still having the 
ability to reproduce results. The second change that comes from computation is 
that powerful machines can carry out much more analysis. Elaborate simulations 
of entire physical systems can be performed, and these calculations can be rerun 
with a range of parameters so as to explore scientific questions and obtain answers. 
This was not possible 50 years ago. The third big change noted by Stodden is that 
deep contributions to science may in some cases only be coded in software, and 
most of the methodology innovations within the code (e.g., R scripts or more 
complicated or customized types of software) largely remain inaccessible in the 
scholarly record. 

With respect to the use of computation in conducting research and what it 
means to be at the standard necessary to establish an acceptable new branch of the 
scientific method, Stodden believes that the community needs deal with reproduc-
ibility issues. She mentioned the following excerpt from Buckheit and Donoho 
(1995), who paraphrase Jon Claerbout: An article about computational science 
in a scientific publication is not the scholarship itself, it is merely advertising of 
the scholarship. The actual scholarship is the complete . . . set of instructions [and 
data] which generated the figures. 

Stodden noted that just reproducing the computational work from a particu-
lar study is not the same as replicating the experiments independently, including 
data collection and software implementation. She stressed that both of these 
steps are required in order to say that the work has been reproduced. An effort to 
recode the software and carry out the experiment independently will rarely result 
in the exact same output; what is most important is being able to tell what was 
different between the two that led to their distinct outputs. To be able to identify 
these differences, the researcher who is trying to reproduce the results will need 
to be able to “step through” the original work and regenerate those results to see 
what has been done. This is a contribution to science. Both reproducibility and 
replicability are needed. 

A number of infrastructure responses have been created within the scientific 
community to address the challenges that reproducibility presents, according to 
Stodden:
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•	 Dissemination platforms. These are tools that enable access to codes and 
data, facilitate statistical verification, and link code data with publica-
tions. Examples include ResearchCompendia.org, MLOSS.org, Open 
 Science Framework, IPOL, thedatahub.org, Madagascar, nanoHUB.org, 
and  RunMyCode.org.

•	 Workflow tracking and research environments. These are tools that make it 
easier for researchers to capture what is important to be communicated, 
both computationally and physically, from their work. Examples include 
Vistrails, Galaxy, Pegasus, Kepler, GenePattern, CDE, Sumatra, Jupyter, and 
Taverna.

•	 Embedded publishing. New modes of publishing go beyond being analogs 
of papers, with the goal of making it easier to explore and visualize in-
formation. Embedded publishing results in more active documents that 
allow a reader to click on a figure and see it regenerate, see the software, 
or go somewhere that has the version data set that generated those results. 
Examples include Verifiable Computational Research, College Authoring 
Environment, SOLE, SHARE, knitR, and Sweave.

Stodden observed that reproducibility is often a by-product of open-source 
software, but challenges still exist in documenting this software. Stodden noted that 
work to strengthen capabilities and practices of computational reproducibility is 
being done by members of the scientific research community, but it is piecemeal 
and largely unrewarded as part of their regular jobs. 

Statistical reproducibility, which Stodden reminded the audience is the focus 
of this workshop, covers a range of ways in which statistics and statistical methods 
influence the degree to which science is reproducible. It includes issues such as the 
following:

•	 False discoveries, p-hacking (Simonsohn, 2012), the file drawer problem, 
overuse and misuse of p-values, and lack of multiple testing adjustments; 

•	 Low power, poor experimental design, and nonrandom sampling; 
•	 Data preparation, treatment of outliers, recombination of data sets, and 

insufficient reporting and tracking practices; 
•	 Inappropriate tests or models and model misspecification; 
•	 Model robustness to parameter changes and data perturbations; and 
•	 Investigator bias toward previous findings, and conflicts of interest.

Stodden noted that not all of these issues are inherently bad (e.g., having small 
samples), but they need to be understood as part of the context of an experiment. 

She commented that building the cyberinfrastructure to support reproduc-
ibility involves bringing together various stakeholders, including researchers, 
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funding agencies, publishers, scientific societies, and institutions to discuss these 
issues. In 2009, a roundtable discussion was held at Yale University to discuss 
pertinent  issues for the community, as well as potential remedies and ambitions 
for the future. The outcome of this workshop was a declaration of reproducible 
research (Yale Roundtable Participants, 2010). The Institute for Computational 
and Experimental Research in Mathematics at Brown University held a 2012 
workshop3 to once again bring together stakeholders and continue the discus-
sions. In 2014, the Extreme Science and Engineering Discovery Environment 
(XSEDE) (an NSF-funded effort that bridges access to high-performance clusters 
and provides an interface that  allows a much broader community to use these 
resources) held a workshop4 about what reproducibility means in the high- 
performance computing context, what the next steps might be, and how we might 
improve reproducibility in that context. 

She summarized three broad reproducibility issues to include the following: 

1. Failure of traditional reporting standards to accommodate changes in the 
research process;

2. Insufficient benchmarking, testing, and validating; and
3. A lack of coordination among research incentives, universities, funding 

agencies, journals, scientific societies, legal experts and policy makers, inter-
nal and ethical pressures, libraries, and the public. She suggested that there 
are many questions yet to be resolved: What am I doing to make sure that I 
have a job? What are universities doing? What are promotional and  tenure 
standards? Are people asking about code data, reproducibility, and the 
robust ness of findings? How does funding impact reproducibility? How 
do legal and policy environments affect the simulations, such as whether 
or not researchers are generating intellectual property when they develop 
codes or collect data? 

Stodden added that research misconduct obviously impacts reproducibility, al-
though she hopes this is limited in scope within the research community. These 
situations are complex, but it is important to examine the external pressures fac-
ing researchers who are working in a system that rewards outputs without strong 
regard to their reproducibility. 

3   Institute for Computational and Experimental Research in Mathematics, “Reproducibility 
in Computational Mathematics: December 10-14, 2012,” https://icerm.brown.edu/tw12-5-rcem/, 
 accessed January 12, 2016.

4   Extreme Science and Engineering Discovery Environment, “An XSEDE Workshop,” https://www.
xsede.org/web/reproducibility, accessed January 12, 2016.
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She concluded by summarizing that the present workshop was designed to 
focus on statistical reproducibility:

•	 Are there metrics that can quantify the reproducibility of scientific results?
•	 How do statistical methods affect the reproducibility of a finding?
•	 How do routine statistical practices, such as hypothesis test significance 

thresholds, affect the reproducibility of results? 
•	 Are there analytical and infrastructural approaches that can enhance 

reproducibility?
•	 Do we need new frameworks for assessing statistical evidence?
•	 Do we need the broad adoption of practices for making study protocols, 

data, code, and workflows openly available?
•	 How can this be achieved? 

She encouraged workshop participants to keep the last question in mind as the 
discussion of reproducibility continues. 

CASE STUDIES

Animal Phenotyping

Yoav Benjamini, Tel Aviv University

Yoav Benjamini began by explaining that while reproducibility and replicability 
have only recently come to the forefront of many scientific disciplines, they have 
been prevalent issues in mouse phenotyping research for several decades (Mann, 
1994; Lehrer, 2010). He noted that NIH, the National Institute of Neurological 
Disorders and Strokes, Nature, Science, and the pharmaceutical industry have rec-
ognized that preclinical studies are prone to be nonreplicable. However, he believes 
there is little agreement about the cause and solution. 

Animal phenotyping measures an animal’s quantitative and qualitative prop-
erties to compare gene strains and mutations and to test drugs and treatments. 
Animal phenotyping, according to Benjamini, is widespread across many fields of 
science. One example of animal phenotyping is quantifying exploratory behavior 
in mice. During drug development, the level of anxiety in mice is documented, 
often by monitoring how a mouse behaves when it enters a circular arena through 
a small entrance. A mouse typically explores the arena by moving a small distance 
into the arena around the perimeter, stopping, and then retreating to the opening. 
As the mouse becomes more familiar with the arena, it goes a small distance farther 
around the perimeter than on the first attempt, stops, and again retreats to the en-
trance. This behavior pattern continues until the mouse eventually makes it all the 
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way around the perimeter and back to the entrance. This behavior can be tracked 
automatically, analyzed statistically, and quantified in a number of ways (e.g., the 
total number of steps the mouse takes, the maximum speed, the percent of time 
spent in the center of the arena, etc.). The percent of time spent in the center of the 
arena is a popular measure of anxiety; however, there is a lack of standardization 
regarding the time, the duration, the arena’s size and shape, and the mouse breed. 
This lack of standardization may cause serious replicability problems (Nature 
Methods, 2012; Funio et al., 2012).

The lack of standardization is a serious problem that scientific communities 
should care about, Benjamini emphasized. He discussed a Crabbe et al. (1999) 
study where an experiment was conducted in three laboratories with strict stan-
dardization variables. This study found there were genotype and laboratory effects 
that may yield results that are idiosyncratic to a particular laboratory. Additional 
studies showed that differences between laboratories could contribute to failures 
to replicate results of genetic experiments (Wahlsten, 2001). 

Later experiments (Richter et al., 2009, 2011; Würbel et al., 2013) compared 
two strains of mice (C57 and CBA) in six commercial and academic laboratories 
across Europe and showed random laboratory and interaction effects. He explained 
that the particular laboratory effect in a new laboratory is unknown but its random 
effect can be eliminated in this case by design by running the two strains in the same 
laboratory. However, the particular genotype x laboratory (GxL) mixed-model 
interaction cannot be eliminated by design. 

Initially, the existence of significant GxL interaction was considered a lack of 
replicability, but Benjamini argued that the existence of GxL interaction cannot 
be avoided in part because the genotyping by laboratory effect is unknown. He 
explained that some aspects can be automated and made more uniform; however, 
some researchers have raised concerns about whether increased uniformity in 
laboratories will heighten the effects of small unimportant differences between 
laboratories, which could harm replicability rather than improve it. 

Benjamini stated that if the GxL variability
 GxL

2σ( )  were known and could 
be estimated, then it could easily be corrected for by subtracting the mean of one 
strain of mice from the mean of another strain and dividing this by the regular t 
test
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Benjamini argued that the interaction size is the correct measure to compare 
genetic difference when examining replicability across laboratories. He emphasized 
that design quality, large sample size, and transparency alone will not solve the 
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issue  of replicability. Increasing the sample size will diminish
 

n n1/ 1/Within
2σ( )( )+ , 

but it will not help with the variability. He stated that many nonreplicable results 
could be screened out if laboratories knew the GxL variability. However, he said 
the proportion of errors committed by falsely rejecting null hypotheses (known as 
the false discovery rate) is still high but could be approached using a false discovery 
rate controlling method (Benjamini and Hochberg, 1995). Therefore Benjamini 
recommends reporting both a p-value and a GxL-adjusted p-value for replicability, 
or perhaps a ratio of the two. 

The GxL variability can be estimated by using batch variability (e.g., litters of 
animals, days the experiment was conducted) as a surrogate for GxL variability or 
by purposely injecting variation into the experiment’s environmental condition 
when conducted in a single laboratory (Richter et al., 2009). The latter hetero-
genizing approach is controversial because it is the opposite of standardizing, but 
Benjamini believes this approach allows researchers to control the known variables. 
To improve estimates of GxL variability, Benjamini proposed making use of large 
publicly available databases of mouse phenotyping results (e.g., the International 
Mouse Phenotyping Consortium5). 

He concluded by reiterating Victoria Stodden’s point that reproducibility of 
computing problems is difficult. He also noted that there is a replicability problem 
with two key statistical sources in animal phenotyping: using an inappropriate 
measure for variability (e.g., ignoring GxL interaction) and failing to adjust for 
selective inference. He stated that transparency, standardization, and large sample 
sizes do not eliminate these problems in single-laboratory experiments, but com-
munity  efforts can help. He believes that replicability can move from a burden 
to an asset by estimating the GxL variability from multilaboratory experiments to 
evaluate newly suggested measurement tools and devices. 

A participant asked about the infrastructure developed to address GxL interac-
tions. Benjamini explained that the infrastructure is not well developed yet, but he 
and others are trying to build a database with the cooperation of the International 
Mouse Phenotyping Consortium, with the hopes of getting scientists to contribute 
results to help enrich the system. 

Another participant asked if interlaboratory variability should be treated as 
variation in bias or whether there is something interesting about anxiety, perhaps 
the genetic source of anxiety in the interlaboratory variability. Moreover, the par-
ticipant wondered if there is something to be learned about anxiety from knowing 
the ways in which laboratories are different. Benjamini said that there have been 
many efforts to try to identify and standardize sources of variability. However, there 
are often far too many sources of variability to standardize everything effectively, 

5   The International Mouse Phenotyping Consortium website is http://www.mousephenotype.org, 
accessed January 8, 2016.
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so effort is taken to standardize the variables that are believed to be important 
and report the other variables. This approach gives researchers an opportunity to 
investigate different variables in follow-up studies and demonstrates why transpar-
ency is an important issue. 

A participant questioned the generalizability of the approach, specifically if the 
approaches to analyzing, modeling, and judging reproducibility of mice data apply 
to other research areas or if a different framework would need to be developed. 
Benjamini responded that this could be generalized by identifying the real uncer-
tainty (Mosteller and Tukey, 1977) because the uncertainty between the animals is 
less relevant than the interaction between genotypes and laboratories. He stressed 
that insisting on the correct relative level of the uncertainty is an important issue 
that can be generalized to other areas and other fields. 

A participant wondered if the laboratories would get the same results if 
they exchanged animals. Even if the mice are genetically identical, Benjamini re-
sponded, they may have diverged because of evolution in the cage, and they could 
be epigenetically different because they may have different methylation statuses 
of the DNA from the different environments. The participant noted it would be 
interesting to know if results were consistent when moving the mice or whether 
the laboratory of origin or the environment had changed it. Benjamini said that 
animal exchanges happen and significant variation has been shown among sup-
posedly genetically identical mice (Kiselycznyk and Holmes, 2011), but a homo-
geneous set of animals is typically used for drug discovery and experimentation. 
He suspects this is not a large problem within the research. 

Another participant commented that attempting to measure many variables 
about the laboratories and enter them into the model first, assuming the treat-
ment is the same and neither bias nor fraudulent behavior is an issue, may be 
more  efficient for recovering results and measuring the source of the variation. 
Benjamini responded that when assessing replicability, the concern is not what 
happened in the current experiment but whether another laboratory would get the 
same results using the described methodology. He cautioned against overspecifying 
properties of the laboratory because the results may end up being more particu-
lar to the laboratory. The goal is to estimate the interaction because it is the best 
assurance of what will happen when the next laboratory tries to replicate these 
results.  Benjamini suggested either using a mixture of the fixed- and mixed-model 
analyses to capitalize on the strengths of both or simply reporting both. This means 
doing the best analysis possible from the two laboratories and then estimating the 
adjusted variability so future researchers know what to expect. 
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Capital Punishment

Justin Wolfers, University of Michigan

Justin Wolfers introduced his case study, which illustrates some of the chal-
lenges of doing empirical research and trying to reassess existing literature. Wolf-
ers’s discussion was based on work he did with John Donohue, a law professor at 
Stanford, which examined the deterrent effect of the death penalty (Donohue and 
Wolfers, 2006). Wolfers noted that because the death penalty is a politically con-
tentious issue, the challenges associated with performing objective social science 
research are amplified. 

The social, legal, economic, and political histories of the death penalty in the 
United States are integrally wrapped up in the evolution of social science, according 
to Wolfers. Figure 2.1 shows the history of executions in the United States. In the 
early 1900s, approximately 150 people were executed each year in the United States. 
From 1907 to 1917, nine states abolished capital punishment, which decreased the 
total number of executions for the country during that time. During the 1950s 
and 1960s, there was further decline in public support of the death penalty. Sellin 
(1959) looked at what happened in a state that had the death penalty versus in an 
adjoining state that did not; his study suggested there was no deterrent effect of 
the death penalty. The laws during this time did not change, but the death penalty 
was rarely used; the total number of executions plummeted to zero between 1967 
and 1971, despite the fact that many states still had it on the books and there were 
still people imprisoned for capital murder. 

In 1972, the Supreme Court deemed all existing death penalty statutes in the 
United States unconstitutional (Furman v. Georgia), which led to a de facto mora-
torium on capital punishment. In contrast to Sellin’s study, Ehrlich published a 
paper in 1975 that analyzed the connection between executions and homicides and 
concluded that for each person executed, eight future homicides were prevented. 
The Supreme Court cited Ehrlich’s paper in its 1976 decision (Gregg v. Georgia) 
that allowed capital punishment to resume. In 1978, the National Research Council 
released a report that assessed the research cited by the Supreme Court and found 
that there was little evidence from social science to suggest that executions deterred 
homicide (NRC, 1978). In spite of the Supreme Court ruling, the death penalty fell 
largely into disuse with just a few executions per year. 

Then in the 1980s, a few large states began to express interest in using the death 
penalty again, and the economic and political debates were reignited. Wolfers said 
that various scholars, many of whom were located in the southern United States, 
started to write research papers looking at the relationship between execution and 
homicide rates and once again claimed that higher execution rates led to lower 
homicide rates. 
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FIGURE 2.1 A century of executions in the United States on an executions-per-homicides basis. 
SOURCE: Courtesy of Justin Wolfers, University of Michigan, presentation to the workshop.

In the late 1990s and early 2000s, most of the economics literature sug-
gested that executions deterred homicide (e.g., Dezhbakhsh and Shepherd, 2006; 
 Dezhbakhsh et al., 2003; Shepherd, 2005; Mocan and Gittings, 2003; Zimmerman, 
2004; Cloninger and Marchesini, 2001). However, Wolfers pointed out that one 
study, conducted by researchers who focused on prison conditions rather than 
the death penalty (Katz et al., 2003), controlled for what was happening with the 
death penalty and found that there was no deterrent factor. Indeed, they inferred 
that there was a slight incentive to commit murder. The deterrent effect shown in 
literature from this time period is outlined in Table 2.1.

Wolfers noted that the broader context is one of robust debate in the pol-
icy world. Texas decided during this time to ramp up use of executions, while 
 California sentenced many people to death row but executed few of them. Several 
state governors, including those in Illinois and New Jersey, instituted moratoriums 
on the death penalty. 

He described some of the strong claims being made, such as Emory University 
law professor Joanna Shepherd’s statement before Congress that there is a “strong 
consensus among economists that capital punishment deters crime,” “the studies 
are unanimous,” and “there may be people on the other side that rely on older 
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TABLE 2.1 The State of the Capital Punishment and Deterrence Literature, circa 2008 

Literature Data Used
Number of Lives  
Saved per Execution

Dezhbakhsh and Shepherd (2006) 1960-2000 state panel  8

Dezhbakhsh et al. (2003) 1977-1996 county panel 18

Shepherd (2005) 1977-1999 monthly state panel  2

Mocan and Gittings (2003) 1984-1997 state panel  4

Zimmerman (2004) 1978-1997 state panel 14

Cloninger and Marchesini (2001) Illinois 2000-2003 moratorium 
Texas April 1996-April 1997 moratorium 

40
18

Katz et al. (2003) 1950-1990 state panel –0.8

SOURCE: Courtesy of Justin Wolfers, University of Michigan, presentation to the workshop.

papers and studies that use outdated statistical techniques or older data, but all 
of the modern economic studies in the past decade have found a deterrent effect. 
So I’m not sure what other people are relying on” (Terrorist Penalties Enhance-
ment Act of 2003). Wolfers added that this issue came up in political debates as 
well. In the 2000 presidential election, George W. Bush supported the use of the 
death penalty because it “saves other people’s lives” (Commission on Presidential 
Debates, 2010), while Barack Obama stated that the death penalty “does little to 
deter crime” (Obama, 2006). 

Wolfers noted that research intending to analyze the deterrent effect of the 
death penalty could be approached by measuring a causal effect of an experiment 
with subjects. The standard error of this analysis would be large or small depending 
on whether the number of subjects considered was small or large, respectively. If 
all experiments are being reported and illustrated using a funnel chart (see Fig-
ure 2.2a), then a relationship is illustrated where the larger the standard error, the 
more variable the estimates across different experiments. The smaller the standard 
error, the less variable the findings should be, with 5 percent falling outside the 
95 percent band of the funnel. If instead scholars choose to report only the results 
that showed statistically significant evidence of a deterrent effect of the death pen-
alty, the literature would be limited to the analyses that fall above the 95 percent 
band of the funnel (see Figure 2.2b). Wolfers explained that this leaves a footprint 
in the data that shows a correlation between how large the estimates of the effect 
of the death penalty are and the standard error of the particular studies. 

He took the key measurements from some of the studies in the death penalty 
literature and graphed their results, where the horizontal axis is the standard error 
and the vertical axis is the effect of each execution on the number of homicides. 
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FIGURE 2.2 Funnel charts showing estimated coefficients and standard error if (a) all hypothetical 
study experiments are being reported and (b) if only statistically significant results are reported. 
SOURCE: Courtesy of Justin Wolfers, University of Michigan, presentation to the workshop.
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2Justin Wolfers, L e s s o n s  f r o m  r e pl ic a t in g de a t h  pe n a lt y  r e s e a r c h
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Figure 2.3 shows the central estimate from each study, which Wolfers explained 
showed a clear, statistically significant relationship with the six observations. He 
noted that imprecise results are reported when they yield extremely large effects. 

In Wolfers’s view, the norm in most social science work is to subject the main 
estimates to a variety of sensitivity testing—for example, to see what happens if a 
slightly different regression specification is used, the functional form is altered, a 
couple of states are left out, or the sample period is changed. He explained that the 
literature shows a robust relationship between the size of the estimate and the size 
of the standard error, with the exception of the Katz et al. (2003) paper. Wolfers 
argued that this implies selective reporting within the literature. This could be a 
type of specification search or file drawer problem where the central estimates are 
not representative of the underlying distribution of estimates that one could find 
from a cleaner look at the data. 

Wolfers explained that when he and Donohue replicated each of these studies, 
they found coding errors and what they believed were fairly substantial judgments 
that could not be supported. They concluded that none of the studies that showed 
large deterrent effects were convincing. He argued that replication research and 

FIGURE 2.3 Reporting bias of estimated effects of executions on homicide. NOTE: H0, No reporting 
bias implies that estimated effects should be unrelated to the standard error; H1, Results are more 
likely to be reported if the effect is at least twice the standard error. SOURCE: Courtesy of Justin 
 Wolfers, University of Michigan, presentation to the workshop.
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sensitivity testing like this work is important because it begins to fill in missing 
pieces and identify unconvincing evidence, essentially finding the information that 
had not been recorded. 

Responding to Isaac Ehrlich’s study (1975) that found each execution deterred 
eight homicides, Wolfers commented that it is hard to find a convincing and reli-
able correlation using the data and statistical technique from that study. The study’s 
data (from 1933 to 1967) showed that both homicides and executions decreased, 
and Wolfers pointed out that time series analysis would thus imply that decreasing 
the number of executions reduces homicides. However, Ehrlich had specified the 
model in terms of the log number of executions and, as the number of executions 
falls, the log number of executions shows a positive correlation with the decrease 
in homicides. However, this analysis does not accurately capture the increases in 
homicides that occurred during some years because using the log smooths the 
results; if data from 1960 to the early 2000s are analyzed instead (as is done by 
Dezhbakhsh and Shepherd, 2006), the small decline of executions in 1960 coincides 
with a huge rise in homicides that lasts throughout the 1980s. Wolfers noted that 
this also coincides with the crack cocaine epidemic. Executions stayed low while 
homicides rose for the next 20 years. As executions began to rise slightly (while re-
maining low overall) around 1990, the data show a massive deterrent effect on the 
homicide rate. However, Wolfers questioned why tiny changes in executions have 
massive effects on homicides but massive changes in executions do not have massive 
effects on homicides. Because the time frame chosen for the analysis resulted in 
vastly different results, he concluded that simple statistical misuse (such as taking 
logs around zero) could dramatically alter findings. 

Wolfers then discussed the natural experiment period between 1972 and 1976 
when the United States no longer had the death penalty. The homicide rate rose 
throughout that time, implying that eliminating the death penalty was to blame. 
However, homicide rate data from Canada closely mirrors the pattern seen in the 
United States during that period (although the Canadian homicide rate is only 
one-third that of the United States). Similarly, Canada eliminated the death penalty 
in 1965, and the homicide rate there rose. However, the rate rose similarly in the 
United States. He also noted that when the Supreme Court eliminated the death 
penalty in 1973, there was obviously no change in the number of executions in the 
10 states that had already abolished the death penalty. However, homicide rates also 
rose in those states. Wolfers stressed the importance of comparison groups when 
doing analyses such as this from observational data. 

Dezbakhsh and Shepherd (2006) analyzed state homicide rate data 3 years 
before and after the death penalty was abolished in each state. They found that 
abolishing the death penalty caused the homicide rate to rise considerably, while its 
reinstatement led to a decline in the rate. However, Wolfers noted that this analysis 
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misses relevant comparisons during these time periods, as well as the fact that rates 
were similar across other states during the years being examined. 

In Wolfers’s view, many of these papers on the death penalty also suffer from 
previously mentioned serious limitations, such as coding errors that eliminate the 
wrong observations (Mocan and Gittings, 2003) and judgment calls that skew 
the findings from the analysis (Dezhbakhsh et al., 2003). 

Wolfers cautioned that unpleasant confrontations are a major disincentive to 
attempting to replicate others’ work. For example, when Donohue and Wolfers 
(2005) were published, several authors of the work that was replicated sharply 
criticized the new paper, though they did not provide the original data to allow 
a more thorough examination of their analysis. Donohue and Wolfers (2005) 
ultimately concluded that there are insufficient data to determine the influence 
of the death penalty while noting that the existing literature reflects problems 
including publication bias; neglect of comparison groups; coding errors; highly 
selected samples, functional forms, regressors, and samples; and overstatements 
about statistical significance.

In 2012, the National Research Council released a report on the evidence of the 
deterrent influence of the death penalty. That report stated, “These studies should 
not be used to inform judgments about the effect of the death penalty on homicide, 
and should not serve as a basis for policy decisions about capital punishment. . . . 
Fundamental flaws in the research we reviewed make it of no use in answering 
the question of whether the death penalty affects homicides rates” (NRC, 2012). 
The broader lessons of this case study, according to Wolfers, are as follows: (1) the 
politically charged nature of this debate may change the discussion and influence 
the analysis; (2) selective reporting is a pervasive problem in many attempts to look 
at funnel plots with respect to social science research; (3) there is a great need for 
sensitivity testing for replication; (4) improved norms and definitions are needed 
in social science research; (5) there is an important role for impartial referees; 
and (6) there are substantial disincentives for researchers getting involved in this 
research. 

In response to a participant’s question, Wolfers suggested that the community 
work together to lay out a set of definitions about replication so it is clear what was 
done when someone claims to have replicated research. At present, “replication” 
can mean anything from simply making the code work on a different computer to 
thoroughly evaluating and validating the underlying analysis. He suspects one of 
the difficulties will be coming up with a set of definitions across disciplines.

Another participant stated that social science literature, especially when it gets 
into the newspapers, often has confounders and flawed results that can be attrib-
uted to poor data analysis or fitting models without thinking about the available 
data. This participant wondered if there are policies that could be implemented 
to improve the data analysis. Wolfers responded that although review is imper-
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fect, a better system is not currently available. The flaws he identified could have 
been spotted during peer review, but mistakes happen even in reputable journals. 
For example, because codes are often not shared, coding errors cannot be found. 
Wolfers suggested that the scientific process could be improved by requiring that 
every published paper include the archived data, but this does not address the 
possibility that an archived code might fail to run or deliver the expected results. 
Some journals employ a research assistant to run the code to make sure that the 
numbers came out one time on one machine, but this is expensive. Wolfers also 
commented that in some top-tier newspapers, the refereeing criteria are sometimes 
more rigorous than those used in peer review. 

Often, scientific reporting is skewed by university press offices that draft press 
releases in more absolute and less nuanced ways than researchers would. Andrew 
Gelman (2015) has suggested that researchers should be held accountable for exag-
gerations in press releases about their work; Wolfers agrees that this would improve 
the accuracy of these releases. Another participant commented that the mis portrayal 
of science in the media is not unique to the social sciences. This participant sent a 
note to a top-tier journal pointing out that the results of a paper being used to guide 
ovarian cancer treatment were based on confounding experimental design. Stating 
that this letter was too technical for their readership, the journal refused to publish 
it; however, The New York Times published the letter two weeks later. 

Wolfers noted that in economics, and in the social sciences more broadly, there 
is very little demand for replication work. Donohue and Wolfers (2005) overcame 
this by examining several major papers in the existing literature and systematically 
proving the results to be false. He believes that if they instead had examined only 
one paper it would not have been publishable. He suggested that there is actually 
a disincentive for journals to publish replicability research because it requires time 
and energy to be as careful as they need to be; good replication is incredibly valu-
able, but bad replication is destructive. 

In response to a question by a participant regarding the benefit of occasionally 
calling out severe mistakes as fraud, Wolfers claimed he tends to avoid using this 
word because even researchers doing indefensible work can change their ways and 
adopt better practices in the future. In response to another participant, he clarified 
that having flawed analysis and making up data require a different level of response, 
and often the former does not rise to the level of fraud. 

Another participant asked what could be done when the data cannot be shared 
due to data use agreement, as is often the case with social science settings (e.g., 
health policy). Wolfers noted that journals often confront this issue, and some have 
instituted a policy requiring researchers to submit all the code needed to replicate 
the analysis with the restricted data. Since access to the data is rarely granted, the 
editors have to trust that this code would actually replicate the work. This approach 
makes it clear how the researcher approached the analysis.
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A participant posed a final question about what the scientific community 
could do to communicate its concerns and possible solutions to policy makers and 
stakeholders. Wolfers offered that in the case of the death penalty analysis, he was 
relieved that the Academies used its role as a highly respected independent referee 
while examining the literature. However, he noted that this might not be the best 
use of resources in all cases. He said that the social sciences are moving toward 
 being more open through blogs that discuss the research process, which foster more 
public and transparent discussion of reproducibility issues. The success of this 
approach depends on the culture of each discipline. Institutionally, Wolfers noted 
that many funders are excited about developing a replicability standard, and much 
of the movement in the natural sciences is coming from the funders insisting that 
data be in the public domain.
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The second session of the workshop provided an overview of how to con-
ceptualize, measure, and study reproducibility. Steven Goodman (Stanford Uni-
versity School of Medicine) and Yoav Benjamini (Tel Aviv University) discussed 
definitions and measures of reproducibility. Dennis Boos (North Carolina State 
University), Andrea Buja (Wharton School of the University of Pennsylvania), 
and Valen  Johnson (Texas A&M University) discussed reproducibility and statisti-
cal significance. Marc Suchard (University of California, Los Angeles), Courtney 
Soderberg (Center for Open Science), and John Ioannidis (Stanford University) 
discussed assessment of factors affecting reproducibility. Mark Liberman (Univer-
sity of Pennsylvania) and Micah Altman (Massachusetts Institute of Technology) 
discussed reproducibility from the informatics perspective.

In addition to the references cited in this chapter, the planning committee 
would like to highlight the following background references: Altman et al. (2004); 
Begley (2013); Bernau et al. (2014); Berry (2012); Clayton and Collins (2014); 
Colquhoun (2014); Cossins (2014); Donoho (2010); Goodman et al. (1998); Jager 
and Leek (2014); Li et al. (2011); Liberati et al. (2009); Nosek et al. (2012); Peers 
et al. (2012); Rekdal (2014); Schooler (2014); Spence (2014); and Stodden (2013).

3
Conceptualizing, Measuring, 

and Studying Reproducibility
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DEFINITIONS AND MEASURES OF REPRODUCIBILITY

Steven Goodman, Stanford University School of Medicine

Steven Goodman began his presentation by explaining that defining and mea-
suring reproducibility is difficult; thus, his goal was not to list every measure but 
rather to provide an ontology of ways to think about reproducibility and to identify 
some challenges going forward. When trying to define reproducibility, Goodman 
noted, one needs to distinguish among reproducibility, replicability, repeatability, 
reliability, robustness, and generalizability because these terms are often used in 
widely different ways. Similarly, related issues such as open science, transparency, 
and truth are often ill defined. He noted that although the word “reproducibility” 
is often used in place of “truth,” this association is often inaccurate. 

Goodman mentioned a 2015 Academy Award acceptance speech in which 
 Julianne Moore said, “I read an article that said that winning an Oscar could lead 
to living five years longer. If that’s true, I’d really like to thank the Academy because 
my husband is younger than me.” According to Goodman, the article that Moore 
referenced (Redelmeier and Singh, 2001) had analysis and data access issues. He 
noted that an examination of some of these issues was later added to the discus-
sion section of the paper and when the study was repeated (Sylvestre et al., 2006), 
no statistically significant added life expectancy was found for Oscar winners. 
In spite of the flawed original analysis, it is repeatedly referenced as fact in news 
 stories. Goodman said this is a testament to how difficult it is to rectify the impact 
of nonreproducible findings. 

Many philosophers and researchers have thought about the essence of truth 
over the past 100 years. William Whewell, Goodman noted, was one of the most 
important philosophers of science of the 19th century. He coined many common 
words such as scientist, physicist, ion, anode, cathode, and dielectric. He was an 
influential thinker who inspired Darwin, Faraday, Babbage, and John Stuart Mill. 
Goodman explained that Whewell also came up with the notion of consilience: 
that when a phenomenon is observed through multiple independent means, 
its validity may be greater than could be ascribed to any one of the individual 
inferences. This notion is used in the Bradford Hill criteria for causation1 (Hill, 
1965) and in a range of scientific teaching. Edwin Wilson reenergized the no-
tion of consilience in the late 1990s (Wilson, 1998). Goodman explained that the 
consilience discussions are in many ways a precursor to the current discussions 
of what kind of reproducibility can be designed and what actually gets science 
closer to the truth. 

1   A group of minimal conditions is necessary to provide adequate evidence of a causal relationship 
between an incidence and a possible consequence.
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Ronald Aylmer Fisher, Goodman explained, is one of the most important 
statisticians of the 20th century. Fisher wrote, “Personally, the writer prefers to set 
a low standard of significance at the 5 percent point. . . . A scientific fact should 
be regarded as experimentally established only if a properly designed experiment 
rarely fails to give this level of significance” (1926). Goodman stated that if this 
were how science was practiced by even by a small percentage of researchers, there 
would be significant progress in the realm of reproducibility. 

Goodman noted that it is challenging to discuss reproducibility across the dis-
ciplines because there are both definitional and procedural differences among the 
various branches of science. He suggested that disciplines may cluster somewhat 
into groups with similar cultures as follows:

•	 Clinical and population-based sciences (e.g., epidemiology, clinical re-
search, social science),

•	 Laboratory science (e.g., chemistry, physics, biology),
•	 Natural world-based science (e.g., astronomy, ecology),
•	 Computational sciences (e.g., statistics, applied mathematics, computer 

science, informatics), and
•	 Psychology.

Statistics, however, works in all sciences, and most statisticians cross multiple 
domain boundaries. This makes them ideal ambassadors of methods and carriers 
of ideas across disciplines, giving them the scope to see commonalities where other 
people might not. 

Goodman noted that while some mergers are occurring—such as among 
genomics, proteomics, and economics—a few key differences exist between these 
communities of disciplines: 

•	 Signal-measurement error ratio. When dealing with human beings, it is 
difficult to increase or decrease the error simply by increasing the sample 
size. In physics, however, engineering a device better can often reduce error. 
The calibration is different across fields and it results in a big difference in 
terms of what replication or reproducibility means. 

•	 Statistical methods and standards for claims. 
•	 Complexity of designs/measurement tools.
•	 Closeness of fit between a hypothesis and experimental design/data. In psy-

chology, if a researcher is studying the influence of patriotic symbols on 
election choices, there are many different kinds of experiments that would 
fit that broad hypothesis. In contrast, a biomedical researcher studying the 
acceptable dose of aspirin to prevent heart attacks is faced with a much 
narrower range of experimental design. The closeness of fit has tremendous 
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bearing on what is considered a meaningful replication. While in many dis-
ciplines a language of direct replication, close replication, and conceptual 
replication exists, that language does not exist in biomedicine.

•	 Culture of replication, transparency, and cumulative knowledge. In clinical 
research and trials, it is routine to do studies and add their results. If one 
study is significant but the next one is not, neither is disconfirmed; rather, 
all the findings are added and analyzed together. However, in other fields it 
would be seen as a crisis if one study shows no effect while another study 
shows a significant effect. 

•	 Purpose to which findings will be put (consequences of false claims). This is 
something that lurks in the background, especially with high-stakes re-
search where lives are at risk. The bar has to be very high, as it is in clinical 
trials (Lash, 2015). 

Goodman highlighted some of the literature that describes how reproduc-
ible research and replications are defined. Peng et al. (2006) defined criteria for 
reproducible epidemiology research (see Table 3.1), which state that replication 
of results requires that the analytical data set, the methods of the computer code, 
and all of the necessary metadata in the documentation necessary to run that 
code be available and that standard methods for distribution be used. Goodman 
explained that, in this case, reproducible research was research where you could see 
the data, run the code, and go from there to see if you could replicate the results 
or make adjustments. These criteria were applied to computational science a few 
years later (Peng, 2011), as shown in Figure 3.1. In this figure, the reproducibility 
spectrum progresses from code only, to code and data, to link and executable code 
and data. Goodman noted that this spectrum stops short of “full replication,” and 
Peng stated that “the fact that an analysis is reproducible does not guarantee the 
quality, correctness, or validity of the published results” (2011). 

Goodman gave several examples to illustrate difficulties in reproducibility, in-
cluding missing or misrepresented data in an analytical data set and limited access 
to important information not typically published or shared (such as case study 
reports in the case of Doshi et al. [2012]). 

The National Science Foundation’s Subcommittee on Robust Research defined 
the following terms in their 2015 report on reproducibility, replicability, and gen-
eralization in the social, behavioral, and economic sciences: 

•	 Reproducibility. “The ability of a researcher to duplicate the results of a 
prior study using the same materials . . . as were used by the original inves-
tigator. . . . A second researcher might use the same raw data to build the 
same analysis files and implement the same statistical analysis . . . [in an 
attempt to] yield the same results. . . . If the same results were not obtained, 
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TABLE 3.1 Criteria for Reproducible Epidemiologic Research

Research 
Component Requirement

Data Analytical data set is available.

Methods Computer code underlying figures, tables, and other principal results is made available 
in a human-readable form. In addition, the software environment necessary to execute 
that code is available.

Documentation Adequate documentation of the computer code, software environment, and analytical 
data set is available to enable others to repeat the analyses and to conduct other 
similar ones. 

Distribution Standard methods of distribution are used for others to access the software, data, and 
documentation. 

SOURCE: Peng et al. (2006).

Reproducibility Spectrum

Not reproducible Gold standard

Full 
replication

Publication 
only

Publication +

Code
Code 
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R02798
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FIGURE 3.1 Spectrum of reproducibility in computational research. SOURCE: Republished with per-
mission of Science magazine, from Roger D. Peng, Reproducible research in computational science, 
Science 334(6060), 2011; permission conveyed through Copyright Clearance Center, Inc.

the discrepancy could be due to differences in processing of the data, dif-
ferences in the application of statistical tools, differences in the operations 
performed by the statistical tools, accidental errors by an investigator, and 
other factors. . . . Reproducibility is a minimum necessary condition for a 
finding to be believable and informative” (NSF, 2015).

•	 Replicability. “The ability of a researcher to duplicate the results of a prior 
study if the same procedures are followed but new data are collected . . . a 
failure to replicate a scientific finding is commonly thought to occur when 
one study documents [statistically significant] relations between two or 
more variables and a subsequent attempt to implement the same opera-
tions fails to yield the same [statistically significant] relations” (NSF, 2015). 
Failure to replicate can occur when methods from either study are flawed 



Copyright © National Academy of Sciences. All rights reserved.

Statistical Challenges in Assessing and Fostering the Reproducibility of Scientific Results:  Summary of a Workshop

s t a t i s t i C a l  C h a l l e n g e s  i n  t h e  R e p R o d u C i b i l i t y  o f  s C i e n t i f i C  R e s u l t s40

or sufficiently different or when results are in fact statistically compatible 
in spite of differences in significance. Goodman questioned if this is an 
appropriate and sufficient definition. 

Goodman referenced several recent and current reproducibility efforts, includ-
ing the Many Labs Replication Project,2 aimed at replicating important findings 
in social psychology. He noted that replication in this context means repeating 
the experiment to see if the findings are the same. He also discussed the work of 
researchers from Bayer who are trying to replicate important findings in basic sci-
ence for oncology; Prinz et al. stated the following: 

To	substantiate	our	incidental	observations	that	published	reports	are	frequently	not	
reproducible	with	quantitative	data,	we	performed	an	analysis	of	our	early	(target	
identification and validation) in-house projects in our strategic research fields of 
oncology, women’s health and cardiovascular diseases that were performed over 
the past 4 years. . . . In almost two-thirds of the projects, there were inconsistencies 
between published data and in-house data that either considerably prolonged the 
duration of the target validation process or, in most cases resulted in termination of 
the projects because the evidence that was generated for the therapeutic hypothesis 
was	insufficient	to	justify	further	investment	in	these	projects.	(2011)

Goodman pointed out that “reproducible” in this context denotes repeating the 
experiment again. C. Glenn Begley and Lee Ellis found that only 6 of 53 landmark 
experiments in preclinical research were reproducible: “When findings could not 
be reproduced, an attempt was made to contact the original authors, discuss the 
discrepant findings, exchange reagents and repeat experiments under the author’s 
direction, occasionally even in the laboratory of the original investigator” (2012). 
Sharon Begley wrote about C. Glenn Begley’s experiences in a later Reuters article: 
[C. Glenn] Begley met for breakfast at a cancer conference with the lead scientist 
of one of the problematic studies. “We went through the paper line by line, figure 
by figure,” said [C. Glenn] Begley. “I explained that we re-did their experiment 
50 times and never got their results.” He said they’d done it six times and got this 
result once, but put it in the paper because it made the best story” (2012).

Goodman noted that the approach taken by Begley and Ellis is a valuable at-
tempt to uncover the truth. He stressed that they did not just do a one-off attempt 

2   The Many Labs Replication Project was a 36-site, 12-country, 6,344-subject effort to try to repli-
cate a variety of important findings in social psychology (Klein et al., 2014; Nosek, 2014; Nauts et al., 
2014; Wesselmann et al., 2014; Sinclair et al., 2014; Vermeulen et al., 2014; Müller and Rothermund, 
2014; Gibson et al., 2014; Moon and Roeder, 2014; IJzerman et al., 2014; Johnson et al., 2014; Lynott 
et al., 2014; Žeželj and Jokić, 2014; Blanken et al., 2014; Calin-Jageman and Caldwell, 2014; Brandt et 
al., 2014). More information is available at Open Science Framework, “Investigating Variation in Rep-
licability: A “Many Labs” Replication Project,” last updated September 24, 2015, https://osf.io/wx7ck/. 
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to replicate and compare the results; they tried every way possible to try to dem-
onstrate the underlying phenomenon, even if that took attempting an experiment 
50 times. This goes beyond replication and aims to reveal the true phenomenon; 
however, he noted that the same language is being used. 

There is also no clear consensus about what constitutes reproducibility, accord-
ing to Goodman. He quoted from a paper by C. Glenn Begley and John Ioannidis:

This has been highlighted empirically in preclinical research by the inability to rep-
licate the majority of findings presented in high-profile journals. The estimates for 
irreproducibility	based	on	these	empirical	observations	range	from	75%	to	90%.	.	.	.	
There is no clear consensus at to what constitutes a reproducible study. The inherent 
variability in biological systems means there is no expectation that results will neces-
sarily be precisely replicated. So it is not reasonable to expect that each component 
of a research report will be replicated in perfect detail. However, it seems completely 
reasonable that the one or two big ideas or major conclusions that emerge from a 
scientific	report	should	be	validated	and	withstand	close	interrogation.	(2015)	

Goodman observed that in this text the terms “inability to replicate” and “irrepro-
ducibility” are used synonymously, and the words “reproducible,” “replicable,” and 
“validated” all relate to the process of getting at the truth of the claims. 

Goodman also mentioned an article from Francis Collins and Larry Tabak 
(2014) on the importance of reproducibility:

A complex array of other factors seems to have contributed to the lack of reproduc-
ibility. Factors include poor training of researchers in experimental design; increased 
emphasis on making provocative statements rather than presenting technical details; 
and publications that do not report basic elements of experimental design. . . . Some 
irreproducible reports are probably the result of coincidental findings that happened 
to reach statistical significance, coupled with publication bias. Another pitfall is the 
overinterpretation of creative “hypothesis-generating” experiments, which are de-
signed	to	uncover	new	avenues	of	inquiry	rather	than	to	provide	definitive	proof	for	
any	single	question.	Still,	there	remains	a	troubling	frequency	of	published	reports	
that claim a significant result, but fail to be reproducible. 

Goodman summarized the three meanings of “reproducibility” as follows:

1. Reproducing the processes of investigations: looking at what a study did and 
determining if it is clear enough to know how to interpret results, which 
is particularly relevant in computational domains. These processes include 
factors such as transparency and reporting, and key design elements (e.g., 
blinding and control groups).

2. Reproducing the results of investigations: finding the same evidence or data, 
with the same strength. 
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3. Reproducing the interpretation of results: reaching the same conclusions or 
inferences based on the results. Goodman noted that there are many cases 
in epidemiology and clinical research in which an investigation leads to a 
significant finding, but no associated claims or interpretations are stated, 
other than to assert that the finding is interesting and should be examined 
further. He does not think this is necessarily a false finding, and it may be 
a proper conclusion. 

Goodman offered a related parsing of the goals of replication from Bayarri 
and Mayoral (2002):

•	 Goal 1: Reduction of random error. Conclusions are based on a combined 
analysis of (original and replicated) experiments. 

•	 Goal 2: Validation (confirmation) of conclusions. Original conclusions are 
validated through reproduction of similar conclusions by independent 
replications.

•	 Goal 3: Extension of conclusions. The extent to which the conclusions are 
still valid is investigated when slight (or moderate) changes in the co-
variables, experimental conditions, and so on, are introduced.

•	 Goal 4: Detection of bias. Bias is suspected of having been introduced in 
the original experiment. This is an interesting (although not always clearly 
stated) goal in some replications. 

Goodman offered two additional goals that may be achieved through replication: 

•	 Learning about the robustness of results: resistance to (minor or moderate) 
changes in the experimental or analytic procedures and assumptions, and 

•	 Learning about the generalizability (also known as transportability) of the 
results: true findings outside the experimental frame or in a not-yet-tested 
situation. Goodman added that the border between robustness and gener-
alizability is indistinct because all scientific findings must have some degree 
of generalizability; otherwise, the findings are not actually science. 

Measuring reproducibility is challenging, in Goodman’s view, because different 
conceptions of reproducibility have different measures. However, many measures 
fall generally into the following four categories: (1) process (including key design 
elements), (2) replicability, (3) evidence, and (4) truth. 

When discussing process, the key question is whether the research adhered 
to reproducible research-sharing standards. More specifically, did it provide code, 
data, and metadata (including research plan), and was it registered (for many clini-
cal research designs)? Did it adhere to reporting (transparency) standards (e.g., 
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CONSORT,3 STROBE,4 QUADAS,5 QUORUM,6 CAMARADES,7 REMARK8)? Did 
it adhere to various design and conduct standards, such as validation, selection 
thresholds, blinding, and controls? Can the work be evaluated using quality scores 
(e.g., GRADE9)? Did the researchers assess meta-biases that are hard to detect 
except through meta-research? Goodman noted that in terms of assessing meta-
biases, one of the most important factors is selective reporting in publication. This 
is captured by multiple terms and often varies by discipline: 

•	 Multiple comparisons (1950s, most statisticians),
•	 File drawer problem (Rosenthal, 1979),
•	 Significance questing (Rothman and Boice, 1979),
•	 Data mining, dredging, torturing (Mills, 1993),
•	 Data snooping (White, 2000),
•	 Selective outcome reporting (Chan et al., 2004),
•	 Bias (Ioannidis, 2005),
•	 Hidden multiplicity (Berry, 2007),
•	 Specification searching (Leamer, 1978), and
•	 p-hacking (Simmons et al., 2011).

Goodman observed that all of these terms refer to essentially the same phenomenon 
in different fields, which underscores the importance of clarifying the language. 

In terms of results, Goodman explained, the methods used to assess replica-
tion are not clear. He noted some methods that are agreed upon within different 
disciplinary cultures include contrasting statistical significance, assessing statistical 

3   The Consolidated Standards of Reporting Trials website is http://www.consort-statement.org, 
accessed January 6, 2016.

4   The Strengthening the Reporting of Observational Studies in Epidemiology website is http://
www.strobe-statement.org, accessed January 12, 2016.

5   The Quality Assessment of Diagnostic Accuracy Studies website is http://www.bris.ac.uk/ quadas/, 
accessed January 12, 2016.

6   See, for example, the Quality of Reporting of Meta-Analyses checklist for K.B. Filion, F.E. Khoury, 
M. Bielinski, I. Schiller, N. Dendukuri, and J.M. Brophy, “Omega-3 fatty acids in high-risk cardio-
vascular patients: A meta-analysis of randomized controlled trials,” BMC Cardiovascular Disorders 
10:24, 2010, electronic supplementary material, Additional file 1: QUORUM Checklist, http://www.
biomedcentral.com/content/supplementary/1471-2261-10-24-s1.pdf.

7   The Collaborative Approach to Meta-Analysis and Review of Animal Data from Experimental 
Studies website is http://www.dcn.ed.ac.uk/camarades/, accessed January 12, 2016.

8   The REporting recommendations for tumour MARKer prognostic studies website is http://www.
ncbi.nlm.nih.gov/pmc/articles/PMC2361579/, accessed January 12, 2016.

9   The Grading of Recommendations, Assessment, Development and Evaluations website is http://
www.gradeworkinggroup.org/, accessed January 12, 2016.
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compatibility, improving estimation and precision, and assessing contributors to 
bias/variability. 

Assessing replicability from individual studies can be approached using prob-
ability of replication, weight of evidence (e.g., p-values, traditional meta-analysis 
and estimation, Bayes factors, likelihood curves, and the probability of replication 
as a substitute evidential measure), probability of truth (e.g., Bayesian posteriors, 
false discovery rate), and inference/knowledge claims. Goodman noted that there 
are many ways to determine the probability of replication, many of which include 
accounting for predictive power and resampling statistics internally. 

Goodman discussed some simple ways to connect evidence to truth and to 
replicability, as shown in Table 3.1. However, he noted that very few scientists are 
even aware that these measures can show how replication is directly related to 
strength of evidence and prior probability. A participant questioned shifting the 
conversation from reproducibility to truth and how to quantify uncertainty in 
truth. Specifically, since so much of the reproducibility discussion is fundamentally 
about error, is truth a specific target number in the analysis or is it a construct for 
which there is a range that would be acceptable? Goodman explained that repli-
cability and reproducibility is a critical operational step on the road to increasing 
certainty about anything. Ultimately the goal is to accumulate enough certainty to 
declare something as established. He explained that the reproducibility in and of 
itself is not the goal; rather, it is the calculus that leads a community to agree after 
a certain number of experiments or different confirmations of the calculations that 
the result is true. This is why, according to Goodman, a hierarchy of evidence ex-
ists, and the results from an observational study are not treated in quite the same 
way as a clinical trial even though the numbers might look exactly the same in the 
standard errors. Some baseline level of uncertainty might be associated with the 
phenomenon under study, and additional uncertainties arise from measurement is-
sues and covariance. To evaluate the strength of evidence, quantitative and qualita-
tive assessments need to be combined. Goodman noted that some measures directly 
put a probability statement on truth as opposed to using operational surrogates. 
Only through that focus can we understand exactly how reproducibility, additional 
experiments, or increased precision raises the probability that we have a true re-
sult. However, he commented that there are no formal equations that incorporate 
all of the qualitative dimensions of assessing experimental quality and covariant 
inclusion or exclusion. To some extent, this can be captured through sensitivity 
analyses, which can be incorporated into that calculus. While the uncertainty can 
be captured in a Bayesian posterior through Bayesian model averaging, this is not 
always done and it is unclear if this is even the best way to proceed. 

Goodman mentioned a highly discussed editorial (Trafimow and Marks, 2015) 
in Basic and Applied Social Psychology whose authors banned the use of indices 
related to null hypothesis significance testing procedures in that journal (including 
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p-values, t-values, F-values, statements about significant difference, and confidence 
intervals). Goodman concluded that reproducibility does not have a single agreed-
upon definition, but there is a widely accepted belief that being able to demonstrate 
a physical phenomenon in repeated independent contexts is an indispensable and 
essential component of scientific truth. This requires, at minimum, a complete 
knowledge of both experimental and analytic procedures (both process-related 
reproducibility and the strength of evidence). He speculated that reproducibility is 
the focus instead of truth, per se, because frequentist logic, language, and measures 
do not provide proper evidential or probabilistic measures of truth. The statistical 
measures related to reproducibility depend on the criteria by which truth or true 
claims are established in a given discipline. Goodman stated that in some ways, 
addressing the problems would be a discipline-by-discipline reformation effort 
where statisticians have a special role. 

Goodman reiterated that statisticians are in a position to see the commonalities 
of problems and solutions across disciplines and to help harmonize and improve the 
methods that we use to enhance reproducibility on the journey to truth. Statisticians 
communicate through papers, teaching, and development of curricula, but the cur-
ricula to cross many disciplines do not currently exist. He noted that these curricula 
have to cover the foundation of inference, threats to validity, and the calculus of 
uncertainty. Statisticians can also develop software that incorporates measures and 
methods that contribute to the understanding and maximization of reproducibility.

Goodman concluded his presentation by noting that enhancing reproducibil-
ity is a problem of collective action that requires journals, funders, and academic 
communities to develop and enforce the standards. No one entity can do it alone. 
In response to a participant question about why a journal could not force authors 
to release their data and methods without the collaboration of other journals, 
 Goodman explained that many journals are in direct competition and no one 
journal wants to create more impediments for the contributors than necessary. 
Data sharing is still uncommon in many fields, and a journal may hesitate to 
require something of authors that other competitive journals do not. However, 
Goodman noted that many journals are starting to move in this direction. The 
National Insti tutes of Health and other funders are beginning to mandate data 
sharing. The analogous movement toward clinical trial registration worked only 
when the top journals declared they would not publish clinical trials that were not 
pre registered. While any one journal could stand up and be the first to similarly 
require data sharing, Goodman stressed that this is unlikely given the highly com-
petitive publishing environment. 

Another participant stated that even if all data were available, the basic ques-
tions about what constitutes reproducible research remain because there is not 
a clear conceptual framework. Goodman observed that there may be more op-
portunity for agreement about the underlying constructs than about language 
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because language seems to differ by field. Mapping out the underlying conceptual 
framework, however, and pointing out that while these words are applied here or 
there in different ways and cultures, everyone is clear about the underlying issues 
(e.g., the repeatability of the experiment versus the calculations versus the adjust-
ments). If the broader community can agree on that conceptual understanding, and 
specific disciplines can map onto that conceptualization, Goodman is optimistic. 

A participant questioned the data-sharing obligation in the case of a large data 
set that a researcher plans to use to produce many papers. Goodman suggested the 
community envision a new world where researchers mutually benefit from people 
making their data more available. Many data-sharing disciplines are already real-
izing this benefit. 

Yoav Benjamini, Tel Aviv University

Yoav Benjamini began his presentation by discussing the underlying effort 
of reproducibility: to discover the truth. From a historical perspective, the main 
principle protecting scientific discoveries is a constant subjection to scrutiny by 
other scientists. Replicability became the gold standard of science during the 
17th century, as illustrated by the debate associated with the air pump vacuum. 
That air pump was complicated and expensive to build, with only two existing in 
England. When the Dutch mathematician and scientist Christiaan Huygens ob-
served unique properties within a vacuum, he traveled to England to demonstrate 
the phenomenon to scientists such as Robert Boyle (whom Benjamini cited as the 
first to introduce the methods section into scientific papers) and Thomas Hobbes. 
Huygens did not believe the phenomenon would be believed unless he could dem-
onstrate it on a vacuum in England. 

According to Fisher (1935), Benjamini explained, “We may say that a phenom-
enon is experimentally demonstrable when we know how to conduct an experiment 
which will rarely fail to give us statistically significant results.” Benjamini noted that 
this is the p-value, but since the p-value cannot be replicated a threshold is needed. 
However, there has been little in the literature about quantifying what it means to 
be replicable (Wolfinger, 2013) until recently with the introduction of the r-value.

Benjamini offered the following definitions to differentiate between reproduc-
ibility and replicability: 

•	 Reproducibility of the study. Subject the study’s raw data to the same analysis 
used in the study, and arrive at the same outputs and conclusions.

•	 Replicability of results. Replicate the entire study, from enlisting subjects 
through collecting data, analyze the results in a similar but not  necessarily 
identical way, and obtain results that are essentially the same as those  reported 
in the original study (Peng, 2009; Nature Neuroscience, 2013; NSF, 2014).
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He noted that this is not merely terminology because reproducibility is a prop-
erty of a study, and replicability is a property of a result that can be proved only by 
inspecting other results of similar experiments. Therefore, the reproducibility of 
a result from a single study can be assured, and improving the statistical analysis 
can enhance its replicability. 

Replicability assessment, Benjamini asserted, requires multiple studies, so it can 
usually be done within a meta-analysis. However, meta-analysis and replicability 
assessment are not the same. Meta-analysis answers the following question: Is there 
evidence for effects in at least one study? In contrast, a quantitative replicability 
assessment should answer this question: Is there evidence for effect in at least two 
(or more) studies? This is not in order to buy power but in order to buy a stronger 
scientific statement. 

An assessment establishes replicability in a precise statistical sense, according to 
Benjamini. If two studies identify the same finding as statistically significant (with 
p-values P1 and P2), replicability is established if the union hypothesis H01 ∪ H02 
is rejected in favor of the conjunction of alternatives

r-value = max(P1; P2)

The r-value is therefore the level of the test according to which the alternate is 
true in at least two studies. Similar findings in at least two studies are a minimal 
requirement, but the strength of the replicability argument increases as the number 
of studies with findings in agreement increases. When screening many potential 
findings, the r-value is the smallest false discovery rate at which the finding will be 
among those where the alternate is true in at least two studies.

Benjamini concluded his presentation with several comments:

•	 Different designs need different methods. For example, an empirical Bayes 
approach can be used for genome-wide association studies (Heller and 
Yekutieli, 2014).

•	 The mixed-model analysis can be used as evidence for replicability.10 It 
has the advantage of being useful for enhancing replicability in single-
laboratory experiments. The relation between the strength of evidence and 
power needs to be explored, perhaps through the use of r-values.

•	 Selective inference and uncertainty need to be introduced into basic 
statistical education (e.g., the Bonferroni correction method, false dis-
covery rate, selective confidence intervals, post-selection inference, and 
data splitting).

10   See Chapter 2 for Benjamini’s previous discussion of this topic.
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REPRODUCIBILITY AND STATISTICAL SIGNIFICANCE

Dennis Boos, North Carolina State University

Dennis Boos began his workshop presentation by explaining that variability 
refers to how results differ when an experiment is repeated, which naturally relates 
to reproducibility of results. The subject of his presentation was the variability of 
p-values (Boos and Stefanski, 2011); he asserted that p-values are valuable indicators, 
but their use needs to be recalibrated to account for replication in future experiments. 

To Boos, reproducibility can be thought of in terms of two identical experi-
ments producing similar conclusions. Assume summary measures T1 and T2 (such 
as p-values) are continuous and exchangeable. 

(T1, T2)=
d(T2,T1)

then 

P(T2 > T1) = P(T1 < T2) = 1/2

Thus, before the two experiments are performed, there is a 50 percent chance that 
T2 > T1. Boos noted that for p-values, it is not unusual for weak effects that produce 
a p1 near, but less than, 0.05 to be followed by p2 larger than 0.05, which indicates 
that the first experiment is not reproducible. Boos commented that this is not 
limited to p-values; regardless of what measure is used, if the results are near the 
threshold of what is declared significant, there is a good chance that that standard 
will not be met in the subsequent experiment. 

Boos paused to provide some background on standard errors. If a sample 
mean Y is being reported, the standard deviation s divided by the square root of 
the sample n is usually reported as the standard error, s n/ , although this is not 
always meaningful (Miller, 1986). If regression coefficients

 β̂  are reported, the 
standard error is easy to produce unless model selection is used. However, standard 
errors are not typically included when using Monte Carlo estimates, p-values, or R2, 
all of which can have high variability (Lambert and Hall, 1982; Boos and Stefanski, 
2011). He noted that the log scale of p-values is more reliable. 

Boos argued that only the orders of magnitude of p-values, as opposed to their 
exact values, are accurate enough to be reported, with three rough ranges being 
of interest:

0.01 < p ≤ 0.05 (often denoted as *)
0.001 < p ≤ 0.01 (often denoted as **)

p ≤ 0.001 (often denoted as ***)



Copyright © National Academy of Sciences. All rights reserved.

Statistical Challenges in Assessing and Fostering the Reproducibility of Scientific Results:  Summary of a Workshop

49C o n C e p t u a l i z i n g ,  M e a s u R i n g ,  a n d  s t u d y i n g  R e p R o d u C i b i l i t y

He suggested that some alternate methodologies could be useful in reducing 
variability: 

•	 Bootstrap and jackknife standard errors for log10 (p-value), as suggested 
by Shao and Tu (1996);

•	 Bootstrap prediction intervals and bounds for pnew of a replicated experi-
ment, as suggested by Mojirsheibani and Tibshirani (1996); and

•	 Estimate of the reproducibility probability P (pnew ≤ 0.05), which assesses 
the probability that a repeated experiment will produce a statistically sig-
nificant result (Goodman, 1992; Shao and Chow, 2002). 

Using the reproducibility probability, Boos argued that p-values of p ≤ 0.01 are 
necessary if the reported results are to an acceptable degree of reproducibility. 
However, the reproducibility probability has a large variance itself, so the standard 
error is large. Boos suggested using the reproducibility probability as a calibration 
but remaining aware of its limitations. 

Boos also discussed Bayes calculations in the one-sided normal test (Casella 
and Berger, 1987). He gave an example of looking at the posterior probability over 
a class of priors. Using the Bayes factor, which is the posterior probability of the 
alternative over the null hypothesis, he illustrated that Bayes factors show similar 
repeatability problems as p-values when the values are near the threshold. 

To conclude, Boos summarized that under the null hypothesis, p-values have 
large variability. The implications for reproducibility (in terms of the reproduc-
ibility probabilities RP ) are as follows:

p = 0.01 RP  ≈ 0.73
p = 0.001 RP  ≈ 0.91

p = 0.0001 RP  ≈ 0.97
p = 0.00001 RP  ≈ 0.99

Reporting p-values in terms of ranges (specifically *, **, or ***) may be a reason-
able approach for the broader community, he suggested. 

Andreas Buja, Wharton School of the University of Pennsylvania

Andreas Buja stated that the research from Boos and Stefanski (2011) made 
many significant contributions to the scientific community’s awareness of sampling 
variability in p-values and showed that this variability can be quantified. That 
awareness led to a fundamental question: When seeing a p-value, is it believable 
that something similar would appear again under replication? Because a positive 
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answer is not a given, Buja argues that more stringent cutoffs than p = 0.05 are 
important to achieve replicability. 

There are two basic pedagogical problems, according to Buja: (1) p-values are 
random variables; while they appear to be probabilities, they are transformed and 
inverted test statistics. (2) The p-value random variables exhibit sampling vari-
ability, but the depth of this understanding is limited and should be more broadly 
stated as data set–to–data set variability. Moving from p-value variability to bias, 
Buja suggested that multiple studies might be more advantageous than a single 
study with a larger sample because interstudy correlation can be significant. 

Buja argued that statistics and economics need to work together to tackle 
reproducibility. Statistical thinking, he explained, views statistics as a quantitative 
epistemology and the science that creates protocols for the acquisition of quali-
fied knowledge. The absence of protocols is damaging, and important distinctions 
are made between replicability and reproducibility in empirical, computational, 
and statistical respects. Economic thinking situates research within the economic 
system where incentives must be set right to solve the reproducibility problem. 
Buja argued that economic incentives (e.g., journals and their policies) should to 
be approached in conjunction with the statistical protocols. 

Journals need to fight the file drawer problem, Buja said, by stopping the chase 
of “breakthrough science” and publishing, soliciting, and favorably treating repli-
cated results and negative outcomes. He argued that institutions and researchers are 
lacking suitable incentives. Researchers will self-censor if journals treat replicated 
results and negative outcomes even slightly less favorably. Also, researchers will lose 
interest as soon as negative outcomes are apparent. In Buja’s view, negative results 
are important but often are not viewed as such by researchers because publishing 
them is challenging. Following the example of Young and Karr (2011), Buja argued 
that journals should accept or reject a paper based on the merit and interest of the 
research problem, the study design, and the quality of researcher, without knowing 
the outcomes of the study.

Statistical methods should take into account all data analytic activity, according 
to Buja. This includes the following: 

•	 Revealing all exploratory data analysis, in particular visualizations; 
•	 Revealing all model searching (e.g., lasso, forward/backward/all-subsets, 

Bayesian, cross validated, Akaike information criterion, Bayesian informa-
tion criterion, residual information criterion); 

•	 Revealing all model diagnostics and actions resulting from them; and
•	 Inferencing steps that attempt to account for all of the above.
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In principle, Buja stated that any data-analytic action that could result in a differ-
ent outcome in another data set should be documented, and the complete set of 
data-analysis inference should be undertaken in an integrated fashion.

While these objectives are not yet attained, Buja identified some work that is 
contributing to these goals. Post-selection inference, for example, is a method for 
statistical inference that is valid after model selection in linear models (Berk et al., 
2013). Buja explained that this helps secure against attempts at model selection, in-
cluding p-hacking. Inference for data visualization is also progressing, according to 
Buja. In principle, synthetic data can be plotted with and compared to actual data. 
Sources of synthetic data include permutations for independence tests, parametric 
bootstrap for model diagnostics, and sampling conditional data distributions given 
sufficient statistics. If the actual data plot can be differentiated from the synthetic 
plots, significance can be demonstrated (Buja et al., 2009). 

valen Johnson, Texas A&M University 

Valen Johnson began by noting that the nature of p-values does not answer 
the question of whether a test statistic is bigger than it would be if the experiments 
were repeated; it does prove whether the null hypothesis is true. 

Johnson offered the following review of the Bayesian approach to hypothesis 
testing: The Bayes theorem provides the posterior odds between two hypotheses  after 
seeing the data. This demonstrates that the posterior probability of each hypothesis 
is equal to the Bayes factor times the prior odds between the two hypotheses. 
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( ) ( )= ×

or
posterior odds = Bayes factor × prior odds

where the Bayes factor is the integral of the sampling density with respect to the 
prior distribution under that hypothesis: 

f x H f x H H d, ,i i i i∫ θ π θ θ( ) ( ) ( )=

and when doing null hypothesis significant testing, the prior distribution for 
the parameter under the null hypothesis is just a point mass p0(θ,H0). Bayesian 
 methods are not used frequently because they make it difficult to specify what the 
prior distribution of the parameter is under an alternative hypothesis. 

Recently there has been some methodology developed called uniformly most 
powerful Bayesian tests (UMPBTs) that provides a default specification of the prior 
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p1(θ,H1) under the alternative hypothesis (Johnson, 2013a). Johnson explained that 
the rejection region for UMPBT can often be matched to the rejection regions of 
classical uniformly most powerful tests. Interestingly, the UMPBT alternative places 
its prior mass at the boundary of the rejection region, which can be interpreted 
as the implicit alternative hypothesis that is tested by researchers in the classical 
paradigm. This methodology provides a direct correspondence among p-values, 
Bayes factors, and the posterior probability. Johnson noted that the prior distribu-
tion under the alternative is selected such that it will maximize the probability that 
the Bayes factor exceeds the threshold against all other possible prior distributions. 
He commented that it is surprising that such a prior distribution exists because it 
has to sustain for every data-generating value of the parameter. 

For single-parameter exponential family models, Johnson explained that speci-
fying the significance level of the classical uniformly most powerful test is equiva-
lent to specifying the threshold that a Bayes factor must exceed to reject the null 
hypothesis in the Bayesian tests. So, the UMPBT has the same rejection region as 
the classical test. If one assumes that equal prior probability is assigned to the null 
hypothesis and the alternative hypothesis, then there is equivalence between the 
p-value and the posterior value and the null hypothesis is true. 

Under this assumption and using UMPBT to calculate posterior probabilities 
and prior odds, a p-value of 0.05 leads to the posterior probability of the null 
hypothesis of 20 percent. Johnson stressed that the UMPBT was selected to give a 
high probability to rejecting the null at the threshold so the posterior probability 
would be greater than 20 percent if another prior were used. Johnson speculated 
that the widespread acceptance of a p-value of 0.05 reduces reproducibility in 
scientific studies. To get to a posterior probability that the null hypothesis is true 
with 0.05, he asserted that one really needs a p-value of about 0.005. 

The next question Johnson posed was whether the assumed prior probability 
of the null hypothesis of only 0.5 is correct. He noted that when researchers do 
experiments, they do multiple experiments with the same data in multiple testing, 
conduct subgroup analysis, and have file drawer biases, among other issues. Given 
all these potential concerns, he speculated that the prior probability that should 
be assigned to the null should be much greater than 0.5. Assuming a higher prior 
probability of the null hypothesis would result in an even higher posterior prob-
ability. That is, a p-value of 0.05 would be associated with a posterior probability 
of the null hypothesis that was much greater than 20 percent.

In conclusion, Johnson recommends that minimum p-values of 0.005 and 
0.001 should be designated as standards for significant and highly significant re-
sults, respectively (Johnson, 2013b). 
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Panel Discussion

After their presentations, Dennis Boos, Andreas Buja, and Valen Johnson par-
ticipated in a panel discussion. During this session, two key themes emerged: the 
value of raising the bar for demonstrating statistical significance (be it through 
p-values, Bayes factors, or another measure) and the importance of protocols that 
contribute to the replicability of research. 

Statistical Significance 

A participant asked how individuals and communities could convince clini-
cal researchers of the benefits of smaller p-values. Johnson agreed that there has 
been pushback from scientists about the proposal to raise the bar for statistical 
significance. But he noted that the evidence against a false null hypothesis grows 
exponentially fast, so even reducing the p-value threshold by a factor of 10 may 
require only a 60 percent increase in an experiment’s sample size. This is in contrast 
to the argument that massively larger sample sizes would be needed to get smaller 
p-values. He also noted that modern statistical methodology provides many ways 
to perform sequential hypothesis tests, and it is not necessary to conduct every test 
with the full sample size. Instead, Johnson said that a preliminary analysis could 
be done to see if there appears to be an effect and, if the results look promising, 
sample size could be increased. Buja commented that, from an economic perspec-
tive, fixed thresholds do not work. He argued that there should be a gradual kind 
of decision making to avoid the intrinsic problems of thresholds. 

A participant wondered if the most effective approach might be to try to move 
people away from p-values to Bayes factors because the Bayes factor of 0.05 is more 
statistically significant than a p-value of 0.05. Since most researchers are only famil-
iar with the operational meaning of the p-value, the participant argued that keeping 
the 0.05 value but changing the calculation leading to it may be easier. Johnson 
noted the challenge of bringing a Bayesian perspective into introductory courses, 
so educating researchers on Bayes factors is going to be difficult. Because of this 
challenge, he asserted that changing the p-value threshold to 0.005 might be easier. 

A participant proposed an alternative way to measure reproducibility: tracking 
the ratio of the number of papers that attempted to verify the main conclusion of 
the report to the number that succeeded (Nicholson and Lazebnik, 2014). Another 
workshop participant questioned how well such a counting measure would work 
because many replication studies are underpowered and not truly conclusive on 
their own. Johnson explained that Bayes factors between experiments multiply 
together naturally so they serve as an easy way to combine information across 
multiple experiments. 
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In response to a participant’s question about how much reproducibility might 
improve if Bayes factors were used rather than p-values, Buja commented that 
many factors other than statistical methodology could play bigger roles. Boos 
added that both frequentist and Bayesian analyses will generally come to the same 
conclusions if done correctly. Johnson agreed that there are many sources of irre-
producibility in scientific studies and statistics, and the use of elevated significance 
thresholds is just one of many factors. 

A participant summarized that the level of evidence needs to be much higher 
than the current standard, be it through Bayes factors or p-values. The participant 
wondered how to get a higher standard codified in a situation where a variety of 
models and approaches are being used to analyze a set of data and come up with 
a conclusion. While a more stringent p-value or higher Bayes factor will help, it 
may be that neither will provide as much value as single hypothesis tests. But the 
prior probabilities of various kinds of hypotheses may matter, and that is more dif-
ficult to model. Johnson agreed that it is more difficult when working with more 
complicated models that have high-dimensional parameters. He agreed that the 
Bayesian principles are in place, but that implementing and specifying the priors 
is a much more difficult task. 

A participant noted that whenever a threshold is used, regardless of what 
method, approach, process, or philosophy is in place, a result near the threshold 
would have more uncertainty than a finding within the threshold. Boos agreed 
that the threshold is just a placeholder and it is up to the community to realize 
that anything close to it may not reproduce. Johnson disagreed, stating that there 
needs to be a point at which a journal editor has to decide whether to publish a 
result or whether a physicist can claim a new discovery. The important takeaway, 
in Johnson’s view, is that this bar needs to be higher.

Protocols 

A participant observed that although there are many suggested alternatives 
to p-values, none of them have been widely accepted by researchers. Johnson re-
sponded that UMPBT cannot be computed on all models and that p-values may 
be a reasonable methodology to use as long as the standards are tightened. Buja 
reinforced the notion that protocols are important even if they are suboptimal; 
reporting a suboptimal p-value, in other words, is an important standard. 

A participant noted that Buja called for “accounting for all data analytical 
 actions,” including all kinds of model selection and tuning; however, the participant 
would instead encourage scientists to work with an initial data set and figure out 
how to replicate the study in an interesting way. Buja agreed that replication is the 
goal, but protocols are essential to make a study fully reproducible by someone else. 
With good reporting, it may be possible to follow the research path taken by a re-
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searcher, but it is difficult to know why particular paths were not taken when those 
results are not reported. He stressed that there is no substitute for real replication. 

ASSESSMENT OF FACTORS AFFECTING REPRODUCIBILITY

Marc Suchard, University of California, Los Angeles

Marc Suchard began his presentation by discussing some recent cases of con-
flicting observational studies using nationwide electronic health records. The first 
example given was the case of assessing the exposure to oral bisphosphonates and 
the risk of esophageal cancer. In this case, Cardwell et al. (2010) and Green et al. 
(2010) had different analyses of the same data set to show “no significant associa-
tion” and “a significantly increased risk,” respectively. Another example evaluated 
oral fluoroquinolones and the risk of retinal detachment; Etminan et al. (2012) 
and Pasternak et al. (2013) used different data sources and analytical methods to 
infer “a higher risk” and “not associated with increased risk,” respectively. Suchard’s 
final example was the case of pioglitazone and bladder cancer, as examined by Wei 
et al. (2013) and Azoulay et al. (2012), which “[do] not appear to be significantly 
associated” and “[have] an increased risk,” respectively, using the same population 
but different analytical methods. 

Suchard explained that he is interested in what he terms subjective reproduc-
ibility to gain as much useful information from a reproducibility study as possible 
by utilizing other available data and methods. In particular, he is interested in 
quantitatively investigating how research choices in data and analysis might gener-
ate an answer that is going to be more reproducible, or more likely to get the same 
answer, if the same type of experiment were to be repeated. 

For example, when examining associations between adverse drug events and dif-
ferent pharmaceutical agents using large-scale observational studies, several studies 
can be implemented using different methods and design choices to help identify the 
true operating characteristics of these methods and design choices. This could help 
guide the choice of what type of design to use in terms of reliability or reproduc-
ibility and better establish a ground truth of the positive and negative associations. 
Another advantage of this approach, Suchard explained, is to better identify the 
type I error rate and establish the 95 percent confidence  interval. He stressed that 
reproducibility of large-scale observational studies needs to be improved. 

As an empirical approach toward improving reproducibility, Suchard and oth-
ers set up a 3-year study called the Observational Medical Outcomes Partnership 
(OMOP)11 to develop an analysis platform for conducting reproducible obser-

11   The Observational Medical Outcomes Partnership website is http://omop.org, accessed Janu-
ary 12, 2016. 
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vational studies. The first difficulty with looking at observational data across the 
world, he explained, is that observational data from electronic health records are 
stored in many different formats. Addressing this requires a universal set of tools 
and a common data model that can store all this information, so that every one is 
extracting it in the same way when specifying particular inclusion and exclusion 
criteria. To do this, the data from multiple sources need to be translated into a 
common data model without losing any information. Then one of many study 
methods is specified and the associated design decisions are made. Currently, 
Suchard noted that very few of these choices are documented in the manuscripts 
that report the work or in the protocols that were set up to initially approve the 
studies, even though the information might exist somewhere in a database that 
is specialized for the data researchers were using. If everything is on a common 
platform, the choices can be streamlined and reported. 

Through the OMOP experiment, Suchard and others developed a cross- 
platform analysis base to run thousands of studies using open-source methods. 
The results of these studies are fully integrated with vignettes, from the first step 
of data extraction all the way to publication. He noted that doing this makes every-
thing reproducible both objectively (can the study be reproduced exactly?) and 
subjectively (can a researcher make minor changes to the study?). 

Subject-matter experts were then asked to provide their best understanding of 
known associations and nonassociations between drugs and adverse events. The 
experiment now has about 500 such statements about “ground truth,” which pro-
vide some information on the null distribution of any statistic under any method. 
Suchard noted that this is important to counter some of the confounders that 
cannot be controlled in observational studies. 

Database heterogeneity can be a problem for reproducible results even when 
everything else can be held constant, according to Suchard. He explained that 
looking at different data sets could result in very different answers using the same 
methodology. Of the first 53 outcomes examined in the OMOP experiment, about 
half of them had so much heterogeneity that it would not be advisable to combine 
them, and 20 percent of them had at least one data source with a significant positive 
effect and one with a significant negative effect. 

Suchard then discussed what happens to study results when the data and de-
sign are held constant but design choices are varied. He explained that just a small 
change in a design choice could have a large impact on results. 

Another issue is that most observational methods do not have nominal sta-
tistical operating characteristics for estimates, according to Suchard. Using the 
example of point estimates of the relative risk for a large number of negative con-
trols (Ryan et al., 2013), he explained that if the process is modeled correctly and 
the confidence intervals are constructed using asymptotic normality assumptions, 
the estimates should have 95 percent coverage over the true value. However, this 
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proved not to be the case and the estimated coverage was only about 50 percent 
with both negatively and positively biased estimates. He explained that there needs 
to be a way to control for the many factors affecting bias so that the point estimates 
at the end are believable. 

When assessing which types of study designs tend to perform best in the real 
world, Suchard suggested one way to look at the overall performance of the method 
is to think of it as a binary classifier (Ryan et al., 2013). If a given data source and 
an open black box analyzer produced either a positive or negative association, 
the result could be compared with the current set of ground truths and, if these 
estimates appear to be true, the area under the operator-receiver curve for that 
binary classification gives the probability of being able to identify a positive result 
as having a higher value than a negative result. Suchard noted that a group of self-
controlled methods that compare the rate of adverse events when an individual 
is and is not taking a drug tend to perform better in these data with this ground 
truth than the cohort methods. 

Suchard also noted that empirical calibration could help restore interpretation 
of study findings, specifically by constructing a Bayesian model to estimate what 
the distribution of the normal values might be using a normal mixture model 
(Schuemie et al., 2013). The p-value can then be computed as the error under the 
predicted distribution under the null hypothesis for the observed relative risk. The 
relative risk versus standard error can then be computed. 

To address the findings that observational data are heterogeneous and methods 
are not reliable (Madigan et al., 2014), the public-private partnership Observa-
tional Health Data Sciences and Informatics12 group was established to construct 
reproducible tools for large-scale observational studies in health care. This group 
consists of more than 80 collaborators across 10 countries and has a shared, open 
data model (tracking more than 600 million people) with open analysis tools. 

A participant wondered if medical research could be partitioned into catego-
ries, such as randomized clinical trials and observational studies, to assess which is 
making the most advances in medicine. Suchard pointed out that both randomized 
control trials and observational studies have limitations; the former is expensive 
and can put patients at risk, but the latter can provide misinformation. Balancing 
the two will be important in the future. 

Courtney Soderberg, Center for Open Science

Courtney Soderberg began her presentation by giving an overview of the 
Center for Open Science’s recent work to assess the level of reproducibility in 

12   The Observational Health Data Sciences and Informatics website is http://www.ohdsi.org/, 
 accessed January 12, 2016.
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experimental research, predict reproducibility rates, and change behaviors to im-
prove reproducibility. The Many Labs project brought together 36 laboratories to 
perform direct replication experiments of 13 studies. While 10 out of 13 studies 
were ultimately replicable, Soderberg noted a high level of heterogeneity among 
the replication attempts. There are different ways to measure reproducibility, she 
explained, such as through p-value or effect sizes, but if there is a high level of 
heterogeneity in the chosen measure, it may indicate a problem in the analysis such 
as a missed variable or an overgeneralization of the theory. This knowledge of the 
heterogeneity can in itself move science forward and help identify new hypotheses 
to test. However, Soderberg noted that irreproducibility caused by false positives 
does not advance science, and the rate of these must be reduced. In addition, 
research needs to be more transparent so exploratory research is not disguised as 
confirmatory research. As noted by Simmons et al. (2011), the likelihood of obtain-
ing a false-positive result when a researcher has multiple degrees of freedom can 
be as high as 60 percent. A large population of researchers admits to engaging in 
questionable research behavior, but many define it as research degrees of freedom 
and not as problematic (John et al., 2012).

Soderberg explained that a good way to assess reproducibility rates across disci-
plines is through a large-scale reproducibility project, such as the Center for Open 
Science’s two reproducibility projects in psychology13 and cancer biology.14 The idea 
behind both reproducibility projects is to better understand reproducibility rates in 
these two disciplines. In the case of Reproducibility Project: Psychology, 100 direct 
replications are conducted to determine the reproducibility rate of papers from 
2008 and analyze findings to understand what factors can predict whether a study 
is likely to replicate (Open Science Collaboration, 2015).15 Moving forward, the 
project aims to look at initiatives, mandates, and tools to change behaviors. For ex-
ample, Soderberg explained that open data sharing and study preregistration are not 
traditional practices in psychology, but the proportion of studies engaging in both 
has been increasing in recent years. Conducting future reproducibility projects can 
determine whether behavior change has resulted in higher levels of reproducibility. 

John Ioannidis, Stanford University

In his presentation, John Ioannidis noted that a lack of reproducibility could 
often be attributed to the typical flaws of research:

13   The Center for Open Science’s reproducibility project in psychology website is https://osf.io/
ezcuj/wiki/home/, accessed January 12, 2016.

14   The Center for Open Science’s reproducibility project in cancer biology website is https://osf.
io/e81xl/wiki/home/, accessed January 12, 2016.

15   Results reported subsequent to the time of the February 2015 workshop. 
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•	 Solo, siloed investigator;
•	 Suboptimal power due either to using small sample sizes or to looking at 

small effect sizes;
•	 Extreme multiplicity, with many factors that can be analyzed but often not 

taken fully into account;
•	 Cherry-picking, choosing the best hypothesis, and using post-hoc selec-

tions to present a result that is exciting and appears to be significant; 
•	 p-values of p < 0.05 being accepted in many fields, even though that 

 threshold is often insufficient;
•	 Lack of registration;
•	 Lack of replication; and
•	 Lack of data sharing.

He explained that empirical studies in fields where replication practices are com-
mon suggest that most effects that are initially claimed to be statistically significant 
turn out to be false positives or substantially exaggerated (Ioannidis et al., 2011; 
Fanelli and Ioannidis, 2013). Another factor that complicates reproducibility is 
that large effects, while desired, are not common in repeated experiments (Pereira 
et al., 2012).

Ioannidis explained that a problem in making discoveries is searching for 
causality among correlation; the existence of large data sets is making this even 
more difficult (Patel and Ioannidis, 2014). He proposed that instead of focusing 
on a measure of statistical inference, such as a p-value, adjusted p-value, normal-
ized p-value, or a base factor equivalent, it may be useful to see where an effect size 
falls in the distribution of the effect size seen across a field in typical situations. 

Another possibility with large databases is to think about how all available data 
can be analyzed using large consortia and conglomerates of data sets. This would 
allow for an analysis of effects and correlations to see if a specific association or 
correlation is more or less than average. However, Ioannidis cautioned that even 
if a particular correlation is shown, it is difficult to tell if the effect is real. Another 
approach to the problem is trying to understand the variability of the results 
researchers want to get when using different analytical approaches (Patel et al., 
2015). Ioannidis suggested that instead of focusing on a single result, communities 
should reach a consensus on which essential choices enter into one analysis and 
then identify the distribution of results that one could obtain once these analytical 
choices are taken into account. 

He concluded by discussing the potential for changing the paradigms that con-
tribute to irreproducibility problems. He asserted that funding agencies, journals, 
reviewers, researchers, and others in the community need to identify what goals 
should be given highest priority (e.g., productivity, quality, reporting quality, re-
producibility, sharing data and resources, translational impact of applied research) 
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and reward those goals appropriately. However, Ioannidis admitted that it is an 
open question how such goals can be operationalized.

Q&A

A participant congratulated Suchard on his important work in quantifying 
uncertainty associated with different designs in pharmacoepidemology appli-
cations but wondered to what extent the methodology is extendable to other 
applications, including to studies that are not dependent on databases. Suchard 
explained that it is difficult to know how to transfer the methodology to studies 
that are not easy to replicate, but there may be some similarities in applying it to 
observational studies with respect to comparative effectiveness research. He noted 
that the framework was not specifically designed for pharmacoepidemology; it 
was just the first problem to which it was applied. 

A participant asked Ioannidis whether—if one accepts that the false discovery 
rate is 26 percent using a p-value of 0.05—a result with a p-value of 0.05 should be 
described in papers as “worth another look” instead of “significant”? Ioannidis re-
sponded that it would depend on the field and what the performance characteristics 
of that field would look like, although most fields should be skeptical of a p-value 
close to 0.05. Recently, he and his colleagues started analyzing data from a national 
database in Sweden that includes information on 9 million people. Using this data-
base, they are able to get associations with p-values of 10−100; however, he speculates 
that most are false associations, with such small p-values being possible due to the 
size of the data set. Similarly for pharmacoepidemology, he stated that almost all 
drugs could be associated with almost any disease if a large enough data set is used. 

A participant asked if there are data about the increase in the number of prob-
lematic research papers. Soderberg observed that Simmons et al. (2011) ran simula-
tions looking at how researcher degrees of freedom and flexibility in the analytic 
choice can cause false positives to go as high as 61 percent. She explained that it is 
difficult to tell if the real literature has such a high false-positive rate because it 
is unclear how many degrees of freedom, and how much analytic flexibility, are 
faced by researchers. However, surveys suggest that it is quite common to make 
such choices while executing research, and she believes the false-positive rates are 
higher than the 5 percent that a p-value of 0.05 would suggest. She noted that it is 
difficult to tell how behavior has evolved over time, so it is hard to measure how 
widespread reproducibility issues have been in the past. 

A participant noted that much of Ioannidis’s work is centered on studies with 
a relatively small sample size, while Suchard’s work deals with tens of millions or 
hundreds of millions of patients, and wondered if there needs to be a fundamental 
rethinking on how to interpret statistics in the context of data sets where sampling 
variability is effectively converging to epsilon but bias is still persistent in the 
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analyses. Ioannidis agreed that with huge sample sizes, power is no longer an issue 
but bias is a major determinant. He suggested that many potential confounders 
be examined. 

REPRODUCIBILITY FROM THE INFORMATICS PERSPECTIvE

Mark Liberman, University of Pennsylvania 

Mark Liberman began his presentation by giving an overview of a replicability 
experiment using the “common task method,” which is a research paradigm from 
experimental computational science that involves shared training and testing data; 
a well-defined evaluation metric typically implemented by a computer program 
managed by some responsible third party; and a variety of techniques to avoid 
overfitting, including holding test data until after the bulk of the research is done. 
He explained that the setting for this experiment is an algorithmic analysis of the 
natural world, which often falls within the discipline of engineering rather than 
science, although many areas of science have a similar structure. 

There are dozens of current examples of the common task method applied 
in the context of natural language research. Some involve shared task workshops 
(such as the Conference on Natural Language Learning,16 Open Keyword Search 
Evaluation,17 Open Machine Translation Evaluation,18 Reconnaissance de  Personnes 
dans les Émissions Audiovisuelles,19 Speaker Recognition Evaluation,20 Text  REtrieval 
Conference,21 TREC Video Retrieval Evaluation,22 and Text Analysis Conference23) 
where all participants utilize a given data set or evaluation metrics to produce a result 
and report on it. There are also available data sets, such as the Street View House 
Numbers,24 for developing machine-learning and object-recognition algorithms 

16   The Conference on Natural Language Learning website is http://ifarm.nl/signll/conll/, accessed 
January 12, 2016.

17   The Open Keyword Search Evaluation website is http://www.nist.gov/itl/iad/mig/openkws.cfm, 
accessed January 12, 2016.

18   The Open Machine Translation Evaluation website is http://www.nist.gov/itl/iad/mig/openmt.
cfm, accessed January 12, 2016.

19   The Reconnaissance de Personnes dans les Émissions Audiovisuelles website is https://tel.
archives-ouvertes.fr/tel-01114399v1, accessed January 12, 2016.

20   The Speaker Recognition Evaluation website is http://www.itl.nist.gov/iad/mig/tests/spk/, ac-
cessed January 12, 2016.

21   The Text REtrieval Conference website is http://trec.nist.gov, accessed January 12, 2016.
22   The TREC Video Retrieval Evaluation website is http://trecvid.nist.gov, accessed January 12, 

2016.
23   The Text Analysis Conference website is http://www.nist.gov/tac/, accessed January 12, 2016.
24   The Street View House Numbers website is http://ufldl.stanford.edu/housenumbers/, accessed 

January 12, 2016.
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with minimal requirement on data preprocessing and formatting. In the Street View 
House Numbers case, there has been significant improvement in the performance, 
especially in terms of reducing the error rate using different methods (Netzer et al., 
2011; Goodfellow et al., 2013; Lee et al., 2015). 

Liberman pointed out that while the common task method is part of the cul-
ture today, it was not so 30 years ago. In the 1960s, he explained, there was strong 
resistance to such group approaches to natural language research, the implication 
being that basic scientific work was needed first. For example, Liberman cited 
Languages and Machines: Computers in Translation and Linguistics, which recom-
mended that machine translational funding “should be spent hardheadedly toward 
important, realistic, and relatively short-range goals” (NRC, 1966). Following the 
release of that report, U.S. funding for machine translational research decreased 
essentially to zero for more than 20 years. The committee felt that science should 
precede engineering in such cases. 

Bell Laboratories’ John Pierce, the chair of that National Research Council 
study, added his personal opinions a few years later in a letter to the Journal of the 
Acoustical Society of America: 

A general phonetic typewriter is simply impossible unless the typewriter has an intel-
ligence and a knowledge of language comparable to those of the native speaker of 
English. . . . Most recognizers behave, not like scientists, but like mad inventors or 
untrustworthy engineers. The typical recognizer gets into his head that he can solve 
“the	problem.”	The	basis	for	this	is	either	individual	inspiration	(the	mad	“inventor”	
source	of	knowledge)	or	acceptance	of	untested	rules,	schemes,	or	information	(the	
untrustworthy engineer approach) . . . The typical recognizer . . . builds or programs 
an elaborate system that either does very little or flops in an obscure way. A lot of 
money and time are spent. No simple, clear, sure knowledge is gained. The work 
has	been	an	experience,	not	an	experiment.	(Pierce,	1969)

While Pierce was not referring to p-values or replicability, Liberman pointed out 
that he was talking about whether scientific progress was being made toward a 
reasonable goal. 

The Defense Advanced Research Projects Agency (DARPA) conducted its 
Speech Understanding Research Project from 1972 through 1975, which used 
classical artificial intelligence to improve speech understanding. According to 
 Liberman, this project was viewed as a failure, and funding ceased after 3 years. 
After this, there was no U.S. research funding for machine translation or automatic 
speech recognition until 1986.

Liberman noted that Pierce was not the only person to be skeptical of re-
search and development investment in the area of human language technology. 
By the 1980s, many informed American research managers were equally skeptical 
about the prospects, and relatively few companies worked in this area. However, 
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there were people who thought various sorts of human language technology were 
needed and that the principle ought to be feasible. In the mid-1980s, according to 
Liberman, the Department of Defense (DoD) began discussing whether it should 
restart research in this area. 

Charles Wayne, a DoD program manager at the time, proposed to design a 
speech recognition research program with a well-defined objective evaluation 
metric that would be applied by a neutral agent, the National Institute of  Standards 
and Technology (NIST), on shared data sets. Liberman explained that this approach 
would ensure that “simple, clear, sure knowledge” was gained because it would 
require the participants to reveal their methods at the time the evaluation was 
revealed. The program was set up accordingly in 1985 (Pallett, 1985). 

From this experiment the common task structure was born, in which a detailed 
evaluation plan is developed in consultation with researchers and published as 
a first step in the project. Automatic evaluation software (originally written and 
maintained by NIST but developed more widely now) was published at the start 
of the project to share data and withhold evaluation test data. Liberman noted 
that not everyone liked this idea, and many people were skeptical that the research 
would lead anywhere. Others were disgruntled because the task and evaluation 
metrics were too explicit, leading some to declare this type of research undignified 
and untrustworthy. 

However, in spite of this resistance and skepticism, Liberman reported that 
the plan worked. And because funders could measure progress over time, this 
model for research funding facilitated the resumption of funding for the field. 
The mechanism also allowed the community to methodically surmount research 
challenges, in Liberman’s view, because the evaluation metrics were automatic and 
the evaluation code was public. The same researchers who had objected to being 
tested twice a year began testing themselves hour by hour to try algorithms and 
see what worked best. He also credited the common task method with creating a 
new culture where researchers exchanged methods and results on shared data with 
a common metric. This participation in the culture became so valuable that many 
research groups joined without funding. 

As an example of a project that used the common task method, Liberman 
described a text retrieval program in 1990 in which four contractors were given 
money for working on a project. Because of the community engagement across the 
field, 40 groups from all around the world participated in the evaluation workshop 
because it offered them an opportunity to access research results for free. 

An additional benefit of the common task method is that it creates a positive 
feedback loop. Liberman explained that when every program has to interpret the 
same ambiguous evidence, ambiguity resolution becomes a gambling game that 
rewards the use of statistical methods. That, in turn, led to what has become known 
as machine learning. Liberman noted that, given the nature of speech and language, 
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statistical methods need large training sets, which reinforces the value of shared 
data. He also asserted that researchers appreciated iterative training cycles because 
they seem to create simple, clear, and sure knowledge, which motivated participa-
tion in the common-task culture. 

Over the past 30 years, variants of this method have been applied to many 
other problems, according to Liberman, including machine translation, speaker 
identification, language identification, parsing, sense disambiguation, information 
retrieval, information extraction, summarization, question answering, optical char-
acter recognition, sentiment analysis, image analysis, and video analysis. Liberman 
said that the general experience is that error rates decline by a fixed percentage each 
year to an asymptote, depending on task and data quality. He noted that progress 
usually comes from many small improvements and that shared data play a crucial 
role because they can be reused in unexpected ways. 

Liberman concluded by stating that while science and engineering cultures 
vary, sharing data and problems lowers the cost of the data entry, creates intellectual 
communities, and speeds up replication and extension. 

A participant commented that there is a debate about whether subject matter 
experts can cooperate with computational scientists and statisticians, particularly 
at this point in time when some statistical methods are outperforming expert rule-
based systems. Liberman observed that DARPA essentially forced these communi-
ties to work together and managed to change the culture of both fields. 

Micah Altman, Massachusetts Institute of Technology

To begin his presentation, Micah Altman surmised how informatics could 
improve reproducibility. He partitioned these thoughts into two categories: for-
mal properties and systems properties. Formal properties, Altman explained, are 
properties of information flows and their management that tend to support repro-
ducibility-related inferences. These include transparency, auditability, provenance, 
fixity, identification, durability, integrity, repeatability, self-documentation, and 
nonrepudiation. These properties can be applied to different stages and entities, 
as well as to components of the information system. Systems properties describe 
how the system interacts with users and what incentives and culture they engender. 
They include factors such as barriers to entry, ease of use, support for intellectual 
communities, speed and performance, security, access control, personalization, 
credit and attribution, and incentives for well-founded trust among actors. There 
is also the larger question of how the system integrates into the research ecosystem, 
which includes issues such as sustainability, cost, and the capability for inducing 
well-founded trust in the system and its outputs.

Altman noted that reproducibility claims are not formulated as direct claims 
about the world. Instead, they are formulated as questions such as the following:



Copyright © National Academy of Sciences. All rights reserved.

Statistical Challenges in Assessing and Fostering the Reproducibility of Scientific Results:  Summary of a Workshop

65C o n C e p t u a l i z i n g ,  M e a s u R i n g ,  a n d  s t u d y i n g  R e p R o d u C i b i l i t y

•	 What claims about information are implied by reproducibility claims or 
issues?

•	 What properties of information and information flow are related to those 
claims?

•	 What would possible changes to information processing and flow yield? 
How much would they cost? 

He noted that many elements of the system might be targeted to improve 
today’s situation. People are at the root of the ecosystem, where they affect deci-
sions of theory; select and apply methods; observe and edit data; select, design, 
and perform analyses; and create and apply documents. The methods also interact, 
intervene, and simulate in the real world. The researcher’s information flow over 
time ranges among creation/collection, storage/ingest, processing, internal shar-
ing, analysis, external dissemination/publication, reuse (scientific, educational, 
 scientometric, and institutional), and long-term access. Altman reiterated the 
point made by many of the workshop’s speakers that there are many operational 
reproducibility claims and interventions, such as those outlined in Table 3.2, that 
are often referred to by the same or inverted names in different communities. 

There is an overlap between social science, empirical methods, and statistical 
computation, according to Altman. In all cases there is a theory guiding the choice 
of how to conceptualize the world or conceptualize the approach, which leads to al-
gorithms and protocols for solving a particular inference problem. Those protocols 
or algorithms are implemented in particular coding rules (e.g., instrumentation 
design and software) and are executed to produce details and context. Informat-
ics tools can be used in a number of environments to deal with information flow, 
depending on what properties and reproducibility claims are being examined. 

TABLE 3.2 Some Types of Reproducibility Issues and Use Cases

Common Labels Reproducibility Related Issue Example Interventions

Misconduct, bit rot, author 
responsibility

Data were fabricated, corrupted, 
or radically misinterpreted prior to 
analysis

Discipline/community data archives.  
NIH genomic data sharing policy 
 
RetractionWatch; collaborative data 
collection projects

Misconduct, negligence, 
confusion, typo, proofreader 
error, dynamic data problem, 
versioning problem

Data (referenced by identifier, 
provided as an instance, described 
by method) have nontrivial set of 
semantic differences from that 
used as input to the publication

Dat, DataHub, DataVerse 
(versioning)

continued
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Common Labels Reproducibility Related Issue Example Interventions

Misconduct, negligence, 
harmless error 

Published analysis algorithm does 
not correspond to implemented 
analysis

S/Weave; Compendia; Vistrails

Reproducibility [NSF, 2014; 
Buckheit and Donoho, 1995] 
 
Replicability [King, 1995]

Variance of estimates given 
data instance and analysis 
implementation

Journal replication data and code 
archives.  
 
Virtual machine archiving

Replication [NSF, 2014] 
 
Reproducibility [King, 1995] 
independent replication

Variance of estimates given 
method algorithm and analysis 
algorithm

Protocol archive, Journal of Visual 
Experiments

Result validation, fact 
checking

Variance of estimates given data 
identifier and analysis algorithm

Data citation standards

Calibration, extension, reuse Produce new analysis given data 
identifier 

Data archives

File drawer problem Publisher bias toward significant 
(or expected) results

APS preregistration badge, Journal 
of Null Results

Underreporting (adverse 
events); data dredging 
(multiple comparisons)

Author bias toward publishing 
favored outcomes

Clinical trial preregistration

Data dredging: multiple 
comparisons; p-hacking

Author bias to creating significant 
results resulting in difference 
between stated method/analysis 
and actual (complete) method/
analysis

Holdout data escrow

Sensitivity, robustness Variance of support for claims 
across specification change

Sensitivity analysis

Reliability Variance of support for claims 
across repeated measures, 
samples

Meta-analysis; 
Cochrane review 
 
Data integration

Generalizability Variance of support for claims 
across different frames

Cochrane review

Laws, truth Variance of support for claims to 
other populations

Grand challenge?

SOURCE: Courtesy of Micah Altman, Massachusetts Institute of Technology, presentation to the workshop. 

TABLE 3.2 Continued
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To conclude, Altman posed the following questions about how to better sup-
port reproducibility with information infrastructure:

•	 How can we better identify the inferential claims implied by a specific set 
of (non)reproducibility claims and issues?

•	 Which information flows and systems are most closely associated with 
these inferential claims?

•	 Which properties of information systems support generating these infer-
ential claims?

Altman also thanked his collaborators, namely Kobbi Nissim, Michael Bar-
Sinai, Salil Vadhan, Jeff Gill, and Michael P. McDonald, and provided the following 
references to related work: Allen et al. (2014); Altman and Crosas (2013); Garnett 
et al. (2013); Altman et al. (2001, 2011); Altman (2002, 2008); Altman and King 
(2007); Altman et al. (2004); and Altman and McDonald (2001, 2003). 
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The third session of the workshop consisted of three panels discussing how to 
move forward using statistics to improve reproducibility. The first panel on open 
problems, needs, and opportunities for methodologic research was moderated by 
Giovanni Parmigiani (Dana-Farber Cancer Institute and workshop planning com-
mittee co-chair) and included Lida Anestidou (National Academies of Sciences, 
Engineering, and Medicine), Tim Errington (Center for Open Science), Xiaoming 
Huo (National Science Foundation), and Roger Peng (Johns Hopkins Bloomberg 
School of Public Health). The second panel on reporting scientific results and 
sharing scientific study data was moderated by Victoria Stodden (University of 
Illinois, Urbana-Champaign) and included the following panelists: Keith Baggerly 
(MD Anderson Cancer Center), Ronald Boisvert (Association for Computing 
Machinery and National Institute of Standards and Technology), Randy LeVeque 
(Society for Industrial and Applied Mathematics and University of Washington), 
and Marcia McNutt (Science magazine). The final panel discussion on research as 
the way forward from the data sciences perspective was moderated by Constantine 
Gatsonis (Brown University, planning committee co-chair, and chair of the Com-
mittee on Applied and Theoretical Statistics) and included Chaitan Baru (National 
Science Foundation), Philip Bourne (National Institutes of Health), Rafael Irizarry 
(Harvard University), and Jeff Leek (Johns Hopkins University). 

In addition to the references cited in this chapter, the planning committee would 
like to highlight the following background references: Bossuyt et al. (2003); Couzin-
Frankel (2015); Donoho and Huo (2004); Heller et al. (2014); Karr (2014); Laine et 
al. (2007); Leek and Peng (2015a); LeVeque et al. (2012); Motulsky (2014); Nosek 

4
The Way Forward:  
Using Statistics to  

Improve Reproducibility 
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and Lakens (2014); Political Science Journal Editors (2014); Reiter and  Kinney 
(2011); Stodden (2009a,b); and Stodden et al. (2013b, 2014, 2015).

OPEN PROBLEMS, NEEDS, AND OPPORTUNITIES 
FOR METHODOLOGIC RESEARCH

Giovanni Parmigiani began the first panel discussion by noting that there 
should be a more integrated approach to several issues, beginning with termi-
nology. While he commented that many believe the confusion and reversal of 
 terminology across fields is too established to correct at this point, Goodman stated 
that the underlying conceptual construct behind the terms is shared. Parmigiani 
sees room to build upon this commonality and identify some construct everyone 
should refer to in trying to devise reproducibility solutions. He observed that Yoav 
Benjamini’s definitions of and distinction between single-study and multistudy 
problems reemerges in various attempts at defining terminologies. The distinc-
tion between meta-analysis and problems of reproducibility is related to the issue 
of how to accumulate evidence as it accrues versus how to quantify the extent to 
which it disagrees. Parmigiani speculated that building on this type of concept is 
a step that could help the terminology to converge and thus be more useful and 
conducive to scientific discourse. 

He also noted several recurring themes of statistical issues that emerge across 
fields. He, as well as many other researchers, believes that selection bias is one of 
the most important of these issues. One aspect of selection bias is hunting for 
models that provide the desired answer. He suggested a systematic exploration of 
robustness both in models and experiments as an approach to make headway in 
this area across fields. He also noted that the ongoing frequentist versus Bayesian 
debate seems to be dissolving, which may imply that the community is reaching a 
compromise that could be useful for further progress. A place to start may be an 
agreement on how to report results (either Bayesian or frequentist) and how to 
better assess the meaning and significance of a study’s results. 

Some steps can be taken immediately to identify areas of future work that could 
benefit multiple fields, according to Parmigiani. He said the statistics community 
should pay more attention to the issue of reproducibility of prediction across 
studies, contexts, and data sources. This would allow the scientific community 
to shift from an abstract definition of truth to a paradigm that can be measured 
more practically and objectively and tied more directly to the decision- and policy-
making consequences of studies. For example, pharmacoeconomics, as discussed by 
Marc Suchard, highlights an arena where it would be possible to have competitions 
in which research groups, working with given data sets, would be challenged to 
identify significant associations and interactions, predicting the number of people 
who have adverse effects over a certain period of time if they take a certain drug. 
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This exemplifies a prediction question within the context of which reproducibility 
could be quantified and monitored over time. 

Parmigiani noted that this is only one aspect of going beyond statistics’ some-
what overused approach of defining tools framed in terms of hypothesis testing. 
However, he admitted that the community has a lot of work to do to develop tools 
that are as effective for more complex problems. He also commented that export-
ing this understanding of reproducibility across sources and subsets of data to the 
world of Big Data, where data sets are so large that the p-values become meaning-
less, can be fruitful. 

Lida Anestidou, National Academies of Sciences, Engineering, and Medicine

In June 2014, the National Academies of Sciences, Engineering, and Medicine’s 
Institute for Laboratory Animal Research (ILAR), which offers guidance on the use 
of laboratory animals both in the United States and around the world, convened 
a workshop on science and welfare in laboratory animal use (NASEM, 2015). 
 Anestidou, who directs ILAR and coordinated that workshop, explained that the 
purpose of ILAR is to bring the diverse voices in laboratory animal fields together, 
including members of the public, researchers, veterinarians, laboratory animal 
facility staff, and committees who have oversight about animal use protocols. 

She noted that the use of statistics within the animal research community is 
 diverse and each community member’s unique understanding of statistics plays 
a role in the way reproducibility and other methodologic issues are understood 
and can be improved. The 2014 workshop discussed fundamental aspects of 
experimental design of research using animals and animal models, with the goal 
of improving reproducibility. According to Anestidou, four key themes arose at 
that workshop:

•	 Transformation of the research enterprise, specifically systemic issues, sci-
entific training and culture, public perceptions, and incentives for research 
integrity;

•	 Interactive assessment of published research;
•	 Improvement in the reliability of published results; and
•	 Enhanced understanding of animals and animal models, specifically from 

clinical research, and proactive planning in preclinical research. This in-
cludes reproducibility and the “3Rs” (reduce the number of animals used, 
refine the methodology, and replace animal models with in vitro and in 
silico approaches), as well as animal welfare considerations.

An irreproducible study violates the community’s notion of ethics and animal 
welfare, Anestidou explained, because animals are affected and time and money are 
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wasted. More animals may be needed to repeat a study and animals may not be used 
appropriately. These are important issues to the laboratory animal community. 

She summarized some key points identified by speakers during the ILAR 
workshop: 

•	 A lack of reproducibility is generally not intentional fraud, and many 
 issues can be linked to flawed experimental design, including statistics and 
experimental planning. 

•	 C. Glenn Begley defined the following criteria to evaluate journal papers: 
 — Is the study blinded? Is a complete set of results shown?
 — Can experiments be replicated?
 — Are positive and negative controls shown? Are statistical tests used (in)

appropriately?
 — Are reagents validated?
•	 Animal models are not poor predictors, and the use of such models does 

not a priori contribute to reproducibility problems. Rather, speakers at 
the 2014 workshop identified issues such as small sample sizes, genetic 
variation among species, and inbred versus outbred strains as leading to 
reproducibility issues.

Anestidou suggested the following steps to address these issues within the 
animal models community:

•	 Educate Institutional Animal Care and Use Committees (IACUCs) so they 
are able to (re)train investigators on the basics of proper experimental 
design for animal protocols;

•	 Design and track metrics of reproducibility involving animal experiments 
 — To compare outcomes and trends (i.e., evidence) in association with 

specific interventions (what about the systemic issues?), and
 — To identify those interventions that appear to be more effective and 

understand how they may be applied and taught broadly; and
•	 Energize and interest the broader U.S. research community and involve the 

laboratory animal veterinary community in the reproducibility conversation. 

Tim Errington, Center for Open Science

Tim Errington began by describing some reproducibility issues that arise from 
researchers’ degrees of freedom and explaining how they can essentially short-
circuit the scientific process, including a lack of replication (Makel et al., 2012). 
He also described studies that were designed with low statistical power (Cohen, 
1962; Sedlmeier and Gigerenzer, 1989; Bezeau and Graves, 2001); p-hacking (John 
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et al., 2012); publication bias (Fanelli, 2010); lack of data sharing (Wicherts et al., 
2006); and hypothesizing after the results are known (John et al., 2012; Kerr, 1998). 

Errington said the research community could take several steps to address these 
problems. The first is changing the publication process so that review occurs prior 
to the data collection; this would shift the incentive structure by emphasizing the 
importance of a study’s questions and the quality of its research plans, while less-
ening pressure to find highly significant or surprising results. The second is study 
preregistration, which would distinguish between exploratory and confirmatory 
analysis by requiring information about what data are going to be collected, how 
the data will be collected, and how the analysis is going to be done. These steps 
would lead to increased accuracy of reporting, expanded publication of negative 
results, improved replication research, and enhanced peer review that would focus 
on the methods and approaches instead of the final result. A handful of journals 
have already adopted this approach, Errington noted, and the Many Labs and 
 Science Exchange project offers examples of what can be done.1 

However, Errington explained that adjusting incentives in this way is not 
enough. He said more tools and technology are needed to couple with the underly-
ing data and methods. Better training is also important, specifically on methodolo-
gies that strengthen reproducible statistical analysis and reproducible practices in 
general, as is increased transparency. In conclusion, he summarized that to improve 
the scientific ecosystem, technology should enable change, training should enact 
change, and incentives should embrace change.

Xiaoming Huo, National Science Foundation

Xiaoming Huo began by speaking about the WaveLab project at Stanford Uni-
versity, which began more than 20 years ago and aimed to develop a toolbox to 
reproduce most of the algorithms available at that time for working with wavelets 
(Buckheit and Donoho, 1995). He noted that this project showed how important 
reproducibility is while also providing meaningful workforce development, es-
pecially with regard to graduate student training. He emphasized that a focus on 
reproducibility is a good way to drive stronger methodologic research. For example, 
he suggested that publications that partially explain how to reproduce software or 
previously published analysis methods significantly lower the barrier for others 
to use those methods. However, conducting research into the reproducibility of 
published work is often viewed as time intensive and outmoded. Because of this, 
reproducibility work is often not rewarded and may be harmful to those develop-
ing academic careers. 

1   The Open Science Framework and the Many Labs and Science Exchange website is https://osf.
io/8mpji/, accessed January 12, 2016.
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Huo stressed that reproducibility is not only about confirming the work that 
has been done by someone else; it can also contribute to readability and compre-
hensibility, especially helping to improve the accessibility of software and methods. 
Ultimately, Huo explained that the goal of disseminating knowledge is more likely 
achieved with the use of common terminology. 

Huo discussed some National Science Foundation (NSF) programs that help 
to improve reproducibility. The Advanced Cyberinfrastructure (ACI) Division2 
supports and coordinates the development, acquisition, and provision of state-of-
the-art cyberinfrastructure resources, tools, and services essential to the advance-
ment and transformation of science and engineering. In pursuit of this mission, 
ACI supports a wide range of cyberinfrastructure technologies. In these efforts, ACI 
collaborates with all NSF Offices and Directorates to develop models, prototypes, 
and common approaches to cyberinfrastructure.

The Computational and Data-Enabled Science and Engineering program3 aims 
to identify and capitalize on opportunities for new computational and data analy-
sis approaches that could enable major scientific and engineering breakthroughs. 
Research funded under this program relies on the development, adaption, and 
utilization of one or more of the capabilities offered by advancing research or infra-
structure in computation and data, either through cross-cutting or disciplinary 
programs. Huo noted that the effort’s focus on computation and data has a strong 
connection with reproducibility. 

The NSF solicitation for Critical Techniques and Technologies for Advancing 
Foundations and Applications of Big Data Science and Engineering (BIGDATA) 
was released in February 2015.4 According to Huo, this program seeks to fund novel 
approaches in computer science, statistics, computational science, and mathemat-
ics, along with innovative applications in the scientific domain of science, which 
will enrich the future development of the interdisciplinary field of data science. 
In conclusion, Huo noted that NSF program officers are always open to hearing 
new ideas, and he encouraged researchers to reach out directly to discuss potential 
proposals. 

Roger Peng, Johns Hopkins Bloomberg School of Public Health

Roger Peng began by discussing a National Research Council workshop on the 
Future of Statistical Software (NRC, 1991). At that workshop, Daryl Pregibon set 

2   The NSF’s Advanced Cyberinfrastructure Division website is http://www.nsf.gov/div/index.
jsp?div=ACI, accessed January 12, 2016.

3   The NSF’s Computational and Data-Enabled Science and Engineering program website is 
https://www.nsf.gov/funding/pgm_summ.jsp?pims_id=504813, accessed January 12, 2016.

4   The NSF’s BIGDATA website is http://www.nsf.gov/funding/pgm_summ.jsp?pims_id=504767, 
accessed January 12, 2016.
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the stage with the observation that data analysis is a combination of many things 
that are put together, but that the process as a whole is poorly understood. 

Peng noted that he has been writing about reproducibility for about 10 years, 
and that over this time there has been a tremendous amount of progress in this 
area, both in the cultures of various communities and in the tools available. For 
example, he observed that many journals now require data and code(s) when 
papers are published, and there are entire fields where it has become standard to 
make code and data available. Tools such as IPython Notebook5 and Galaxy6 have 
been developed to facilitate reproducibility work. 

While Peng is encouraged by the developments over recent years, they often do 
not address the primary hope of researchers that data analysis be more trustworthy 
and be executed properly. Making data and code available is a good step, according 
to Peng, because other researchers are then able to correct a broken analysis, but 
that degree of reproducibility does not prevent incorrect analysis. He said this is 
analogous to telling someone not to worry if he develops asthma because there are 
great drugs to control it. What if the asthma could be prevented in the first place? 

There are many mistakes in the literature (such as poor experimental design) 
for which researchers know the solutions, according to Peng. He emphasized 
the need to better disseminate knowledge that is already available. Many of the 
reproducibility issues that have arisen over the last couple of years would be best 
addressed using preventative measures (Leek and Peng, 2015b). In terms of the 
opportunities for statisticians in particular, Peng suggested that poor data analysis 
should be proactively prevented, as opposed to something caught after the fact. It is 
not enough to do peer review or reproducibility work after a bad analysis has been 
done. Instead, he encourages statisticians to think of the data analysis process more 
broadly and consider all of it—not just the development of a model—to be a part 
of statistics. He elaborated that, while experimental design and model development 
are typically thought of as statistics, the part between has grown massively over the 
last 10 years. While there is not uniform agreement among statisticians over what 
part of the process they should be involved in, Peng urges statisticians to be involved 
in all of it. He asserted that statisticians need to study the process more carefully 
so they can make recommendations and develop guidelines for how to analyze 
data appropriately in certain situations, domains, and disciplines. He argued that 
to take on this new role, the statistics toolbox might need to expand to delve into 
the realm of experimentation process (i.e., how people do data analysis and what 
works robustly). 

An important step in disseminating information and best practices relates to 
teaching these techniques and ideas in the simplest possible way. Peng said that 

5   The IPython Notebook website is http://ipython.org/notebook.html, accessed January 12, 2016.
6   The Galaxy website is https://galaxyproject.org, accessed January 12, 2016.
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most researchers need to understand statistics because they are analyzing data, and 
improving their understanding can help curb some of the poor analyses. He com-
mented that this is a big opportunity for statisticians to embrace the analytic and 
scientific pipeline and uncover ways to prevent the same reproducibility problems 
from recurring. 

Panel Discussion

A participant noted that in the life sciences, Internal Review Boards (IRBs) 
in many academic institutions are currently reviewing research proposals before 
or after funding is received and these IRBs typically have statistical committees. 
Instead of creating new structures, could IRBs and funding agencies develop a 
framework for reducing errors in research, which in turn helps increase reproduc-
ibility? Errington suggested that having more of the processes tied together would 
increase the understanding of what the research will be and could lead to improved 
reproducibility. 

Anestidou noted that the animal care and use committees could incorporate 
statistical subpanels, but there is discussion within the research community about 
increased regulatory burden, oversight, and paperwork. She wondered how this 
additional step would fit within the current paradigm. She suggested that the solu-
tions should come from the community instead of being pushed as a top-down 
regulation. 

A participant suggested that government agencies interested in national secu-
rity analysis know if their analyses are reliable, consistent, and repeatable across 
analysts. Perhaps reproducibility needs a new framework of analytic engineering 
to be able to describe how an analysis could be performed and explained to others. 
Huo noted that in the broader scientific community, the issue of being able to trust 
an analysis (as Roger Peng described) is important. There are several approaches to 
this, including increased government regulations or required review, but perhaps a 
community-based free market model similar to what has been done in some com-
putational communities would be helpful. In such a community, once a method is 
developed, a paper and the software used are both published. Another approach, 
Huo noted, is to employ search engines to identify software (using associated com-
ments and reviews) that could potentially be used for a comparison. He suggested 
that the community could do this sort of work, and those researchers who put 
more emphasis on reproducibility are more likely to see their papers receive high 
impact and high citation ratings. He stated that this model is more efficient than 
having someone else try to impose regulations on the research work. 

A participant asked how free statistical consulting relates to the prevention of 
poor analysis. Errington explained that this type of consulting does not typically 
carry out a statistical analysis for a researcher; rather, it fosters training and helps 
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identify methods that would work for a particular research question. He explained 
that these sorts of interactions aim to help researchers understand that the entire 
research process, from the way an experiment is designed all the way through to 
the analysis, is linked and that the entire process needs to be considered holistically. 
Such services offer advice to help researchers understand what approaches can be 
used and what resources can help understand the context. The advisors are both 
in-house and community-driven. 

A participant echoed Peng’s comment that the scientific community seems 
not to have absorbed many of the things that statisticians and other designers of 
research have known for a long time. For example, good scientific practices (such as 
having a control group or a larger sample size) are well known but not always used. 
The participant questioned why behavior that researchers know is not optimal is 
allowed to continue within many communities. The participant then suggested that 
statisticians play a role here, but they have to partner with people within the dis-
ciplines because each culture can only reform itself. The cultures of the disciplines 
need to change their value systems and understand that every choice made in an 
analysis is fundamentally an issue of scientific norms and integrity, as opposed to 
simply moving the dial up or down on the error rate. 

Peng agreed that many scientists in many areas know the basics, but his view is 
that data analysis can quickly get complicated. He also agreed that there is a cultural 
resistance to accepting this knowledge. However, he suggested that statisticians 
should bear much of the responsibility to take on this problem and work in the 
communities to do what is necessary to get them to change. Anestidou agreed that 
this is an issue of integrity and how to “do” science; she noted that the American 
Statistical Association has had guidelines about how to “do” statistics for more than 
a decade. She recalled a statistics professor in her first year of graduate school saying 
that the methods of statistical analysis need to be chosen before the methodology 
is set up and work begins. However, she does not see that happening in most cases, 
which is leading to flawed results. The prevention should start with training because 
doing better and more reliable analysis is a much larger issue than focusing on the 
analysis of data that are already collected. Errington commented that a solution to 
this requires all of the stakeholders to get involved because training and the incen-
tive structure need to be aligned. 

A participant noted that the International Initiative for Impact Evaluation7 
funds impact evaluation and systematic reviews that generate high-quality evidence 
on what works and why. The participant noted that research transparency and 
better training are almost uniformly agreed upon, but what about all the studies 
that have already been published? How can incentives truly be changed? How can 

7   The International Initiative for Impact Evaluation website is http://www.3ieimpact.org, accessed 
January 12, 2016.
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researchers be encouraged to do replication studies? Errington agreed that there is 
value and knowledge to be gained from doing replication research but reiterated 
that the incentive structure needs to promote it. 

A participant suggested that many problems relating to reproducibility could 
be addressed by adding requirements in the government grant and contracting 
process. Huo said NSF has been considering how to enhance or impose reproduc-
ibility. However, he noted that the funding reality is such that supporting work 
that attempts to reproduce existing results directly competes with funding other 
research; this decision, then, has the potential to impact the nation’s other science 
and engineering goals negatively. 

A participant then asked how communities might pursue and incentivize im-
provements to data analysis. Peng said that, at Johns Hopkins, staff members are 
trying to teach statistics to as many people as possible. And on an individual basis, 
statisticians there work closely with scientists in their laboratories and environ-
ments to improve quality across the board. 

A participant stated that prereview of research plans, as would occur with 
Errington’s proposal to revise the publication process, does not allow science to 
innovate freely. However, the existing IRB and IACUC systems are places where 
the improvements to analysis could be identified. These committees should include 
statisticians to evaluate the design of the experiment. The participant also stated 
that replicability studies might conflict with the 3Rs outlined by Anestidou. Repli-
cation is needed as the first step in continued research and should be publishable, 
but there are ethical concerns of replicating research that may not be of interest 
to future researchers. 

A participant commented that it is encouraging that there is a strong voice 
emerging from the statistical and data processing community with respect to stan-
dards of replicability and improved methodology. However, the funding structure 
limits what can be accomplished because most investigators are under enormous 
pressure to get results out quickly in order to demonstrate their productivity and 
thus qualify for the next increment of funding. There are many instances in which 
analyses are done prematurely against the advice of statisticians, and researchers 
shift outcomes or fail to define outcomes adequately at the onset so as to look for 
an outcome that produces a significant result. The participant noted that it is hard 
to resist the pressure because statisticians usually work for the investigator and an 
investigator can look for other statisticians whose recommended adjustments are 
less burdensome. One possible solution that would address some of these prob-
lems is to expand the scope of clinicaltrials.gov, which requires a declaration of the 
methodology, and to expand this approach to observational studies. 
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REPORTING SCIENTIFIC RESULTS AND 
SHARING SCIENTIFIC STUDY DATA

Victoria Stodden began the second panel of the day by noting that the topic 
of reporting scientific results and sharing scientific data should include sharing 
scientific code as well. She noted that the topic of dissemination had already come 
up repeatedly during the workshop, including a discussion of the deliverables that 
are important when publishing scientific results and the implications this has for 
dissemination, as well as the methods used to complete studies and report results. 
She also commented that it is important for the community to consider the public 
perception of reproducibility. 

keith Baggerly, MD Anderson Cancer Center

Keith Baggerly explained that he has been associated with reproducibility 
efforts for a few years, motivated by a number of cases where he encountered 
process failures. This, at times, has led him to explore the development of forensic 
bioinformatics, which is the art of taking reported results and raw data and infer-
ring what methods were used. He commented that, while this is a useful and often 
informative art, it does not scale and cannot be used system-wide. 

He offered the following as a summary of major takeaway messages he had 
heard in the workshop: 

•	 The statistical community needs to figure out specific steps that it could 
contribute to the reproducibility effort. 

•	 The strength of the evidence for a claim presented goes from (a) same  results 
from same source data to (b) same results from new data to (c) aggre-
gate results from lots of data. Baggerly noted that the latter is the goal but 
that merely getting the same results from the same data can be immensely 
complicated. 

•	 Research communities need a clearer understanding of the significance 
cutoff that is acceptable. 

Baggerly noted that the case studies discussed during the workshop highlight 
some notable issues affecting reproducibility, particularly the complications in 
drawing inferences from large-scale data sets. When utilizing large-scale data sets, 
Baggerly warns that it is important not to focus on small variation that can be caused 
by the batch effects that are present, and he reminded the audience that Benjamini 
had discussed some ways to account for this. A related idea is to look for big effects, 
particularly in genomics (Zilliox and Irizarry, 2007). Large databases allow for the 
scale of data noise to be estimated, and that can be used to identify large effects. 
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Baggerly commented that the community is fortunate to have these large data 
sets in part because they make it easier to identify real results. In the case of the 
Cancer Genome Atlas,8 he explained that the 10,000 samples across 30 different 
tissues could be viewed as different replications with different disease types, which 
can help identify where defects are or which tissues have extremely high expression 
of a gene. He cautioned that it is important not to focus solely on p-values for large 
data sets, because those values tend to be small. Rather, he suggested that the effect 
size also be quantified to see if it is big enough to be of practical relevance. Baggerly 
cautioned that there are still flaws in data processing that come up in the case ex-
amples, and these highlighted some of the reasons statisticians need to be involved. 

He explained that his main recommendation in terms of reporting is to include 
sanity checks because multidisciplinary big data studies magnify the chances for 
inadvertent errors. He elaborated that there are some ways to avoid this, in part 
through the process of pointing out this possibility to collaborators and soliciting 
their explanations, plotting by run date, and prespecifying positive and negative 
controls. As an example, he encourages genomics researchers to write down, before 
analyzing their data, a short list of the genes that they expect will be changed in 
response to treatment and the directions in which they should change. This step 
forces researchers to think about what the results should be before the analysis 
is performed, thus giving both the analysis team and the data suppliers a way of 
checking and calibrating results. The positive and negative controls come down to 
considering (1) what should be seen after the analysis, and (2) what results would 
indicate that the treatment resulted in no significant differences. 

Ronald Boisvert, Association for Computing Machinery and  
National Institute of Standards and Technology

Ronald Boisvert discussed some of the efforts he has been involved with in 
the course of his position as a member and former co-chair of the Association 
for Computing Machinery (ACM) Publications Board, where issues related to 
reproducibility and data sharing are currently being considered. The ACM is the 
world’s largest scientific and educational society in computing with a substantial 
publication program (45 research journals, 8 magazines, 26 newsletters, and ap-
proximately 450 annual conference proceedings) and an extensive digital library 
(with more than 430,000 full-text articles and more than 2,300,000 bibliographic 
records covering the entire computing field).

He explained that publishers could support reproducibility through journal 
policy mandates as well as by establishing incentives that encourage investigators 

8   The Cancer Genome Atlas website is http://cancergenome.nih.gov, accessed January 12, 2016.
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to give greater attention to reproducibility. Publishers can also provide platforms 
for archiving supplementary material such as data and codes. 

Boisvert commented that, on the surface, reproducibility in computing re-
search should be easier than other areas of science because studies are typically car-
ried out computationally, and computational experiments are more easily portable 
than physical experiments. He noted, though, that this is less so when the research 
is in areas such as hardware and human-computer interaction.

An early success for the computing community in evaluation and distribu-
tion of research software was the ACM Transactions on Mathematical Software 
(TOMS), which publishes research on the implementation of algorithms for solving 
standard mathematical problems such as systems of linear equations and partial 
differential equations. These implementations are packaged into reusable software 
bundles, which are refereed at the same time that the text of the paper is refereed. 
The referee gets the software, tries to run it, inspects it, and decides whether it is 
a useful contribution. Evaluation criteria include aspects such as code structure, 
usability, documentation, efficiency, and portability. TOMS has published more 
than 450 such papers since 1975, representing about one-third of the papers pub-
lished in the journal. The software is made available in the ACM Digital Library 
as supplementary material associated with the paper. The capability of archiving 
such supplementary material has been available to all ACM publications since 
1998, although it is not well promoted and the uptake of data is relatively small. 
Nevertheless, within the smaller mathematical software community, the desire 
of researchers to have their code used by others, along with the seal of approval 
coming from the refereeing process, has sustained the flow of ACM’s “Collected 
Algorithms” for 40 years.

Boisvert noted that other ACM journals have tried without success to replicate 
what TOMS has done. These other journals include the Journal of Experimental 
Algorithms, which has since morphed into a traditional publication, and the Journal 
of Educational Resources in Computing, which is now defunct. 

ACM currently encourages pilot efforts to strengthen the reproducibility of 
papers in its journals and conferences. For example, since 2008 the Special Interest 
Group on the Management of Data’s (SIGMOD’s) main conference for database 
research has had a voluntary process for accepted papers to undergo reproduc-
ibility reviews by a committee. Authors submit the software and execution instruc-
tions, and these materials are judged on criteria such as sharability, coverage, and 
flexibility. Papers that pass the review get a “reproducible label”9 to indicate that 
the paper was carefully done in a certain sense. Over the years, the standards and 
procedures for doing the review and the terminologies have changed as the com-

9   The SIGMOD Reproducibility website is http://db-reproducibility.seas.harvard.edu, accessed 
January 12, 2016.



Copyright © National Academy of Sciences. All rights reserved.

Statistical Challenges in Assessing and Fostering the Reproducibility of Scientific Results:  Summary of a Workshop

81t h e  w a y  f o R w a R d :  u s i n g  s t a t i s t i C s  t o  i M p R o v e  R e p R o d u C i b i l i t y

munity has gained experience in this practice. The acceptance of this certification 
process has been fairly high. For example, 35 of the 88 papers accepted in 2011 
participated and 24 were confirmed “repeatable” based on a number of criteria 
(Freire et al., 2012).

Within the programming languages and software engineering community, the 
issue of reproducibility has been taken on directly, according to Boisvert. There 
are 11 major conferences on programming language and software engineering that 
carry out a process known as artifact evaluation,10 with more than 13 conference 
sessions participating since 2011. He noted that the optimal committee-based 
evaluation process for accepted papers has two evaluators per artifact, typically 
graduate students and postdoctoral fellows. The criteria are similar to those used 
by SIGMOD in that they look at the packaging, reproducibility, implementation, 
and usability. This step is beginning to take off in the community: for one particular 
conference in 2014, 20 out of 52 accepted papers volunteered for this evaluation and 
12 passed. While not a requirement, in many cases the artifacts are subsequently 
made available for download. 

The ACM Transactions on Mathematical Software recently extended its rep-
licability review process to the two-thirds of its papers in which software is not 
submitted for review and distribution.11 Papers in this journal typically present new 
algorithms and compare them to existing methods via some form of computational 
experiment, according to Boisvert. Authors of papers that have been accepted 
subject to minor revisions can opt for an additional “replicability review.” In that 
process, a single reviewer works collaboratively with the authors to replicate the 
computational results that contribute to the main conclusions of the paper. The 
reviewer then writes a short paper on the experience, which is published along 
with the original paper. Authors are incentivized by having the label “Replicated 
Computational Result” affixed to their papers, while reviewers are incentivized by 
having a publication of their own.

Boisvert emphasized that while the ACM Publications Board would like to 
propagate these practices throughout all of its publications, the society under-
stands that success depends on subcommunity acceptance. And before each sub- 
community can develop its own procedures for the review process, uniform termi-
nology tied to baseline review standards needs to be developed in order to enable 
meaningful labeling of papers that have undergone some form of replicability 
review. 

10   The Artifact Evaluation website is http://www.artifact-eval.org, accessed January 12, 2016.
11   ACM Digital Library, “Editorial: ACM TOMS Replicated Computational Results Initiative,” 

http://dl.acm.org/citation.cfm?doid=2786970.2743015, accessed January 12, 2016.
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Randy Leveque, Society for Industrial and Applied Mathematics and  
University of Washington

Randy LeVeque provided some examples of reproducibility work he has been 
doing over the last 20 years. For example, he co-developed an open-source software 
package for solving wave propagation problems through his numerical analysis 
and scientific computing research, studied software applications such as tsunami 
modeling and hazard assessment, and—as chair of the Society for Industrial and 
Applied Mathematics (SIAM) Journals Committee—advised the SIAM vice presi-
dent for publications on issues related to journals. LeVeque also discussed his 
involvement with the eScience Institute at the University of Washington through 
the Reproducibility and Open Science Working Group, which aims to change the 
culture and the way data science is done. This group has regular monthly seminars 
on reproducibility and other open science issues. This effort began as a single-
campus reproducibility effort, where researchers could submit something that 
they planned to publish and ask other people to download it, run the code, and 
evaluate the clarity of the instructions. The current goal is to increase the scale of 
this resource. 

The SIAM Journal program has 15 high-impact research journals in applied 
mathematics. Traditionally, LeVeque explained, supplementary materials had not 
been published with these journals, but beginning in 2013, editorial boards could 
determine whether or not they wanted to support additional materials. He em-
phasized that the idea of supplementary materials was foreign to many researchers 
in applied mathematics. For example, of the approximately 1,500 articles SIAM 
publishes each year, only 38 articles have published unrefereed supplementary 
materials. Two SIAM journals have a longer history of having refereed materials 
associated with them: the Journal of Dynamical Systems uses the DSWeb12 and the 
Journal on Imaging Science partners with Image Processing On Line.13

Several other SIAM journals focus on publishing software,14 and LeVeque is 
interested in ensuring people get credit for working on software because it often 
requires a large investment of time and represents an encapsulation of algorithms 
and knowledge. He observed, though, that publishing research code for process-
ing, analyzing, and visualizing data; for testing new methods or algorithms; and 
for computational science or engineering problems is rare in applied mathematics 
and computation science and engineering.

12   The DSWeb website is http://www.dynamicalsystems.org/hp/hp/, accessed January 12, 2016.
13   The Image Processing On Line website is http://www.ipol.im, accessed January 12, 2016.
14   Other journals focused on publishing software include the ACM Transactions on Mathematical 

Software, SIAM Journal on Scientific Computing (Software Section), Journal of Open Research Software, 
Open Research Computation, Journal of Statistical Software, Geoscientific Model Development, and 
PeerJ Computer Science, among others.
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Making supplementary materials more widely available, both online as well as 
permanently archived, would advance the field, according to LeVeque. He men-
tioned two sites, Zenodo15 and Figshare,16 that archive material, assign it a digital 
object identifier, and allow it to link automatically to GitHub.17 LeVeque recom-
mends that researchers be encouraged to use one of these options for sharing the 
code that goes along with their research papers. 

The culture needs to change, according to LeVeque, and there are still questions 
about incentives versus requirements. From his perspective, journal publications 
continue to be valued more highly than software and data sets, and writing another 
paper is rewarded more than making existing code more reliable and sharable. 
In LeVeque’s view, code and data need to be “first-class objects” in research; he 
suggested that the broader scientific community needs to imagine a new world in 
which all data is freely available online and the incentive to hoard data is eliminated. 

LeVeque noted that institutional roles concerning code and data sharing are 
important, particularly regarding whether the institution or the researcher owns 
the software developed at a given university and what that means for making code 
open source. He also commented that some curricular changes are needed in com-
putational science, starting at a very basic level with early programming, statistics, 
and numerical analysis courses. He argued that topics such as version control, code 
review, and general data hygiene (such as management, metadata, and posting) 
should be taught early.

He commented that computational mathematicians write papers about nu-
merical methods, often containing a new algorithm, and spend weeks cleaning up 
the theorems in the paper, but they do not want to spend any time at all cleaning 
up the code and making it available to others. Traditional mathematics does not 
struggle as much with reproducibility, according to LeVeque, because proofs are 
required to publish a theorem. According to David Hume (1738): “There is no . . . 
mathematician so expert in his sciences, as to place entire confidence in any truth 
immediately upon his discovery of it. . . . Every time he runs over his proofs, his 
confidence increases; but still more by the approbation of his friends; and is raised 
to its utmost perfection by the universal assent and applauses of the learned world.” 
LeVeque argued that computational mathematics should embrace this approach 
more because it is difficult to evaluate the accuracy of the programs if they have 
not been cleaned up, published, and peer reviewed. 

In conclusion, he noted that many of the arguments against publishing code 
seem ludicrous when applied to proofs (LeVeque, 2013): 

15   The Zenodo website is http://zenodo.org, accessed January 12, 2016.
16   The Figshare website is http://figshare.com, accessed January 12, 2016.
17   The GitHub website is https://github.com, accessed January 12, 2016.
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•	 The proof is too ugly to show anyone else. 
•	 I didn’t work out all the details. 
•	 I didn’t actually prove the theorem—my student did. 
•	 Giving the proof to my competitors would be unfair to me. 
•	 The proof is valuable intellectual property. 
•	 Including proofs would make math papers much longer. 
•	 Referees would never agree to check proofs. 
•	 The proof uses sophisticated mathematical machinery that most readers/

referees don’t know. 
•	 My proof invokes other theorems with unpublished (proprietary) proofs. 

So it won’t help to publish my proof—readers still will not be able to fully 
verify its correctness.

•	 Readers who have access to my proof will want user support. 

He hopes that 300 years from now, people will look back and see this as a transition 
time when science moved into doing things very differently. 

Marcia McNutt, Science Magazine

Marcia McNutt began by noting that the scientific community is embracing the 
concept of reproducibility quickly. She believes that, in the future, the past couple 
of years will be identified as the period of time in which the community (i.e., 
funding agencies, journals, universities, and researchers) recognized it had to take 
reproducibility seriously and come up with better practices and solutions across 
all disciplines for the sake of the reputation and quality of science. 

She noted that the spectrum of reproducibility (Ioannidis and Khoury, 2011) 
includes the low end (minimum standard) of repeatability—where another group 
can access the data, analyze it using the same methodology, and obtain the same re-
sult—and the high end (gold standard) of replication—where the study is repeated 
start to finish, including new data collection and analysis, using fresh materials and 
reagents, and obtains the same result. For some fields of science, McNutt noted that 
true replication is not possible. For example, an earthquake cannot be repeated, 
and forests evolve, so whenever time is a vector in an analysis, exact replication 
is impossible and the best that can be done is to take the data and analyze them 
again. There is a certain degree to which you might be able to repeat or generate 
new data, but it is never going to be an exact repeat. 

McNutt explained that the approach at Science has been to acknowledge that 
the differences in fields and communities lead to different reproducibility issues. 
The journal, then, needs to work with these fields and communities to find the 
best practices, procedures, and policies that raise the standards for transparency 
and promote reproducibility. Science started with the assumption that a study’s 
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reproducibility or lack of reproducibility does not necessarily mean it is right or 
wrong, respectively. 

She explained that there are many examples of this, including one in which 
three top laboratories took a global data set of earthquake sources and receivers 
and analyzed the data to show that there were bumps on the boundary between the 
Earth’s core and mantle. This very reproducible result was widely shown on  covers 
of famous journals and was a source for speculation on the creation of Earth’s 
geodynamo and the coupling mechanism between the differential rotations of the 
Earth’s core and mantle. McNutt emphasized that this was a very solid, reproduc-
ible result with major geodynamic repercussions for how Earth behaves. However, 
the result was fundamentally wrong. All the analyses were preconditioned on the 
earthquake sources being located in the major subduction zones and the earth-
quake seismometers being located on the continents. This bias in source receiver 
locations, when put in a spherical harmonic representation, led to the artifact of 
bumps on the core/mantle boundary. 

Following a workshop on the topic of promoting reproducibility in the pre-
clinical sciences, Science published an editorial recommending best practices for 
transparency in those sciences (McNutt, 2014). That editorial, signed by repre-
sentatives of 120 journals, recommended that researchers discuss the following 
information in order to publish:

•	 Power analysis for how many samples are required to resolve the identified 
effect, 

•	 Random assignment of samples to treatment and controls,
•	 Blinding of experimenter to which samples were in the treatment and 

which were in the controls, and
•	 Data availability.

A goal was that improved transparency of these four experimental protocols would 
allow reviewers and readers to gain a level of confidence in the results. McNutt 
noted that authors are not required to follow these protocols; they are only required 
to state whether or not they did so. 

A follow-on workshop focused on the social and behavioral sciences and re-
sulted in a general document that could be applied more broadly beyond those 
fields, McNutt stated. That document includes a number of guidelines (Nosek et 
al., 2015) that journals can choose to follow:

•	 Tier 1: Asking author to declare what was done,
•	 Tier 2: Conforming to a community standard, or
•	 Tier 3: Verifying that the standard was followed.
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An upcoming third workshop focusing largely on the availability of data and 
sample metadata as they pertain to reproducibility in the field sciences will include 
representatives from journals, data repositories, funders, and the scientific commu-
nity. A fourth workshop is being planned to focus on the computational sciences. 

In conclusion, McNutt noted that Science added several statisticians to its board 
of reviewing editors to help screen and identify papers that may need extra scrutiny 
for the use of statistics or numerical analysis. She said this addition has raised the 
journal’s standards. 

Panel Discussion

Victoria Stodden began the panel discussion by asking each of the panelists 
to give one or two concrete recommendations for improving how science is con-
ducted, reported, disseminated, or viewed by the public. The following recom-
mendations were offered:

•	 Establish publication requirements for open data and code. Journal editors 
and referees should confirm that data and code are linked and accessible 
before a paper is published. (Keith Baggerly)

•	 Clarify strength of evidence for findings. The strength of evidence should be 
clearly stated for theories and results (in publications, press releases, etc.) 
to ensure that initial explorations are not misrepresented as being more 
conclusive than they actually are. (Keith Baggerly)

•	 Align incentives. Communities need to examine how to build a culture that 
rewards researchers who put effort into verifying their own results rather 
than quickly rushing to publication. (Marcia McNutt) 

•	 Improve training. 
 — Institutions need to make extra efforts to instill students with an ethos 

of care and reproducibility. (Marcia McNutt) 
 — Universities need to change the curriculum to incorporate topics such 

as version control, code review, and general data management, and 
communities need to revise their incentives to improve the chances 
of reproducible, trustworthy research in the future. Steps to improve 
the future workforce are necessary to keep the public trust of science. 
(Randy LeVeque) 

 — Many graduates are well steeped in open-source software norms and 
ethics, and they are used to this as a normal way of operating. However, 
they come into a scientific research setting where codes are not shared, 
transparent, or open; instead, codes are being built or constructed in a 
way that feels haphazard to them. This training disconnect can interfere 
with mentorship and with their continuation in science. Better under-
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standing of these norms is needed in all levels of research. (Victoria 
Stodden)

 — Prevention and motivation need to be components of instilling the 
proper ethos. This could be part of National Institutes of Health (NIH)-
mandated ethics courses. (Keith Baggerly) 

•	 Clarify terminology. A clearer set of terms is needed, especially for teaching 
students and creating guidelines and best practices. Some examples of how 
to do this can be found within the uncertainty quantification community, 
which successfully clarified the terms verification and validation that were 
almost used synonymously 10-15 years ago. (Ronald Boisvert)

Regarding the problem of rushing research into publication without consid-
eration of the effects if it is not replicable, a participant stated that there should 
be mechanisms available to make replications (both positive and negative) better 
known. McNutt noted that eLife, for biomedical sciences, and the Center for Open 
Sciences, for the social sciences, are already making such efforts. 

A participant noted that many of the journal-sponsored workshops on re-
producibility focus on operational issues, such as having transparency, making 
data available, cataloging, and developing computing infrastructure that allow for 
the data to become available. That focus overlooks other critical questions: What 
constitutes evidence of reproducibility (which requires a conceptual framework)? 
How is reproducibility defined? Who decides whether something is reproducible? 
How can reproducibility be assessed on an evidentiary basis? The participant 
wondered how the current machinery is helpful in those efforts and how to make 
it more clear to researchers what they and the community should be looking for 
when checking for reproducibility. The participant stated that more development 
on the conceptual and evidence-base level is needed. LeVeque added that there is 
still a lot of uncertainty about what exactly should be expected in computational 
reproducibility even with respect to terminology; for example, there is not a uni-
form agreement on the terms reproducible, repeatable, and replicable. He noted 
that the first step in defining an evidence base is having a clear understanding of 
the terms.

Another participant suggested that one of the ways to change incentives is 
to make replication research more broadly publishable, possibly through the use 
of short replication study papers. Boisvert agreed that allowing these replication 
papers to be published is important for the incentive structure. He referred back 
to his discussion of how the ACM Transactions on Mathematical Software checks 
for reproducibility as part of the review process, which in part allows reviewers 
to publish their experiences in doing the replication. Boisvert pointed out that 
the journal does not currently have a policy of what to do if the replication work 
fails to reproduce the study findings. Baggerly and a participant agreed that many 
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organizations and journals are struggling with the same question of how to handle 
irreproducibility.

A participant commented that researchers at Stanford are beginning to develop 
a short online module on proper training regarding issues of reproducibility, which 
is intended to be added to the responsible conduct of research course that students 
are required to take.

A participant asked how science journalists can help advance reproducibility 
itself, as well as the public’s perception of reproducibility. McNutt suggested that 
journalists avoid overstating the results of a study (which is a common problem 
with university press releases) and clarify the caveats and limitations associated 
with new findings, as well as what might have led the new work to a different 
conclusion than had previously existed. Baggerly suggested following up on novel 
findings from the recent past, assessing their implications, and evaluating how well 
the findings have held up. Stodden commented that journalists can be somewhat 
hesitant about interacting with the scientists after a story is drafted. Acknowledging 
the time constraints, she suggested it would be helpful if there were a consistent 
ethos about having scientists sign off on all quotes. The participant noted that 
some of the publications she has worked for ask reporters to look through the 
original papers to assess if the data analysis looks like it was done appropriately. 
The publications do not want to report on results that end up being undermined 
by bad data analysis and later criticized on statistics blogs. She agreed that a better 
system with more open lines of communications is needed. 

A participant commented that sensitivity analysis is essential to reproducibility 
in that the analytical methods used must be assessed to see which are the most sensi-
tive to noise in the study process and how to make them less sensitive. This is at the 
core of figuring out why something is not reproducible. He wondered if there is a 
way to get a better scientific infrastructure beyond just journal publishing such as 
active, open-use databases. Such a system would foster a good interchange among 
disciplines with regard to how results are reported in various disciplines so that best 
practices can be accepted and improved upon by other fields. Boisvert noted that 
uncertainty quantification in computational science, which is related to sensitivity 
analysis, is a very important consideration to which few people dedicate time. Within 
the applied mathematics community, there is a large effort in understanding how 
to do uncertainty quantification of models and simulations, which leads directly to 
under standing whether results are reproducible. Baggerly agreed that more sensitiv-
ity analyses would be helpful and that there needs to be better training in this area. 
He noted that assessing variation in larger databases is a form of sensitivity analysis 
and may be about as good as can be done in those cases. McNutt noted that there is 
new laboratory software entering beta testing that can track laboratory results to re-
veal systemic issues, such as equipment degradation, and help identify sources of bias 
and error in results (Gardner, 2014). The participant suggested that the community 
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could evolve with the help of a standards development organization that conducts 
interlaboratory studies and makes results available to the public so other  researchers 
can identify similar sensitivities in their own laboratories. Baggerly agreed that hav-
ing a built-in system to spot inter laboratory variations would be ideal. 

THE WAY FORWARD FROM THE DATA SCIENCES PERSPECTIvE:  
RESEARCH

Constantine Gatsonis opened the final workshop panel by highlighting some of 
the previously identified themes. The first relates to statistical thinking and deter-
mining evidence of reproducibility. He echoed previous speakers in stating that the 
discussion of reproducibility is at a critical point and the issue is well recognized 
across the scientific and policy domains. In some specific areas, approaches toward 
assessing evidence for reproducibility have been developed that are applicable to 
a particular area of research. However, he emphasized that there is not a broadly 
accepted framework for conceptualizing and assessing reproducibility. Some key 
questions that need to be addressed in such a framework include the following, 
according to Gatsonis: 

•	 What is meant by reproducibility? 
•	 What evidence is needed to support reproducibility? 
•	 How should experiments be designed? 
•	 What is the role of publishing in supporting that enterprise? 
•	 How stringent should the evidence be before a result is declared reliable 

from a reproducibility perspective? 
•	 What is the right p-value or Bayes factor? 

Gatsonis stressed that these are important issues about evidence that highlight 
the lack of consensus among scientific communities. Individual scientific com-
munities are developing solutions to portions of the challenge, and certain areas 
are evolving quickly, such as policy, computing approaches, and IT. However, a 
more conceptual framework still needs to be developed. The National Academies’ 
Committee on Applied and Theoretical Statistics, which organized this workshop, 
is looking for ways to move this forward. 

Another open issue identified by Gatsonis is what researchers and students 
should be taught about reproducibility. He emphasized that there needs to be 
explicit curricula with courses that address reproducibility directly. However, he 
argued that before anyone could develop this curriculum, a broadly accepted 
framework for what constitutes strong evidence for reproducibility is needed. He 
noted that different scientific communities are at the stage of developing structures 
and processes, but that the basic scientific consensus is still evolving. 
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Philip Bourne, National Institutes of Health

Philip Bourne explained that he would build on Lawrence Tabak’s ideas from 
earlier in the workshop and go into more detail with respect to data. He observed 
that NIH’s data science strategy incorporates statistical rigor, replication, and re-
producibility by focusing on community, policy, and infrastructure, most of which 
is being done through the Big Data to Knowledge (BD2K) initiative. 

Bourne noted a few key issues, the first of which is the significant time required 
to reproduce research (Garijo et al., 2013). The second is the insufficient reporting 
of data and a lack of negative data. He suggested that the way to address this gap is 
through the use of a Commons, which is essentially a shared space where research 
objects are posted (e.g., data, software associated with analyzing that data, statistical 
analysis, narratives, and final publications). A third issue is p-hacking and robust 
research training revolving around the best use of statistics and analytics. NIH is 
creating a training coordination center to begin collecting and recording courses 
offered and materials available (both physical and virtual), as well as cataloging the 
analysis training landscape and identifying gaps which might require additional 
funding.

Incentives, Bourne asserted, are a key aspect of encouraging reproducibility 
and statistical rigor in research. NIH’s policies are changing with respect to data 
sharing. Currently, the Office of Science and Technology Policy directs that any 
grant over $500,000 must have a data-sharing plan, but soon this requirement 
will be extended to all grants. Bourne commented that while some of the incen-
tives come from funders, many come from the community. For example, he does 
not believe data are regarded highly enough in the realms of scholarship. Perhaps 
endorsing data citations in new ways would be helpful, as is being done through 
the National Library of Medicine’s PubMed and PubMed Central. 

Chaitan Baru, National Science Foundation

Chaitan Baru affirmed that the issue of data is important to NSF; the effec-
tiveness of their current data management plan will be evaluated over time. NSF 
funds individual research proposals in this area, as well as a community group 
that studies ethics concerns. Baru explained that there are three primary areas that 
make up data science: computer science, statistics, and ethics and social issues. He 
discussed the 2014 Big Data Strategic Initiative18 workshop that brought together 
federal agencies, academia, and industry to discuss agencies’ strategies for dealing 
with data and data analysis. An important theme that emerged from that workshop 

18   The NSF’s Big Data Strategic Initiative Workshop website is http://workshops.cs.georgetown.
edu/BDSI-2015/, accessed January 12, 2016.
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was education and training for current researchers and for the next generation. As 
a result, his office intends to run another workshop on how data science curricula 
should be designed. He emphasized that the concepts of reproducibility and repeat-
ability would be essential elements within a data science curriculum. 

Baru concluded by recognizing the ACM database conference, which instituted 
the notion of looking at the repeatability of results in the papers submitted, and 
stressing that more such work would help the community. He commented that it 
is difficult for a funding agency to advance a cultural change that is not already 
occurring in a community. If the norm develops, then the internal pressure and 
behaviors such as control begin to move in the right direction. For example, as a 
community, ACM SIGMOD generated the notion of a test-of-time award, in which 
conference proceedings and papers from 10 years ago are evaluated and an award 
is given to the paper that had the most impact. A participant later commented 
that there are branches of ethnography that study how people collaborate with 
different branches of science and how people and cultures change; such work may 
provide some insight into how to change aspects of the scientific cultures relating 
to reproducibility.

Rafael Irizarry, Harvard University

Rafael Irizarry echoed Philip Bourne’s message about the importance of educa-
tion: better training is the best way to prevent errors in methods and analysis and 
thus improve reproducibility. He elaborated that improved education is particularly 
important now as many fields are transitioning from a data-poor to a data-driven 
state, and many researchers are becoming data analysts out of necessity. He com-
mented that while he is not an expert in reproducibility, he has been working in 
biomedical data science for 20 years, helping to manage data and make discoveries. 
During this time, biomedical sciences have become data intensive and many re-
searchers must now be proficient in data management, data wrangling, computer 
algorithm optimization, and software development to implement methods. Irizarry 
noted that a relatively small investment of time and resources at the beginning of a 
project has the potential to improve reproducibility and save a lot of time in the end. 

He highlighted a few readily available tools created by data analysts to improve 
reproducibility, including Bioconductor,19 R,20 Subversion,21 and GitHub.22 All of 
these tools were developed from the bottom up. For example, as researchers were 

19   The Bioconductor website is https://www.bioconductor.org, accessed January 12, 2016.
20   The R Project website is https://www.r-project.org, accessed January 12, 2016.
21   The Subversion website is https://subversion.apache.org, accessed January 12, 2016.
22   The GitHub website is https://github.com, accessed January 12, 2016.
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analyzing data, they identified gaps among the available tools and went on to create 
R and Bioconductor to facilitate their work. 

Irizarry stated that it is important to assess if irreproducibility is truly a crisis 
and if there is a difference now compared to how science was done 50 years ago. 
For example, the published estimates of the speed of light from 1900 to 1960 were 
regularly refined, and error bars narrowed (Youden, 1972), which illustrates that 
the community found a way to continue improving despite the problems that have 
always surrounded science. 

Irizarry was not optimistic about incentive changes such as top-down mea-
sures, rules, and regulations, although he agreed with Bourne that data sharing 
should be incentivized. In addition to enhancing reproducibility, it will encourage 
more researchers to look at more data and potentially make additional discoveries. 
However, he cautioned that some policies could be used in unintended ways, and 
adding hurdles to publication can slow progress in a number of ways. 

He noted that although he does not see clear evidence of drastic change in the 
rate of irreproducibility in the biomedical field, one remarkable change over the past 
50 years has been the attention given to press releases, with more emphasis now on 
getting results in the top newspapers. He also commented that with the quick bio-
medical transformation from data poor to data driven, much of the infrastructure 
(people in leadership positions, journal editors, and training programs) has not 
changed even though the nature of the work has changed dramatically. 

To try to help, Irizarry collaborates with as many researchers as possible. He 
and several of his colleagues have grants funded by NIH’s BD2K initiative to cre-
ate massive open online courses to improve statistics and data analysis among 
researchers who did not have that as part of their training. Efforts such as these 
are important in the biomedical sciences and also in other fields that are moving 
from data poor to data driven. 

His final point was that statisticians should not shy away from teaching students 
how to do applied statistics. This goes beyond teaching methods and theories and 
includes showing them how to clean and then analyze data, to check and explore 
the results, and to be skeptical and critical of data analyses. He emphasized that 
educating researchers who do not have statistics, computing, and reproducibility 
as part of their formal training is needed to improve that situation. 

Jeff Leek, Johns Hopkins University

In his discussion of evidence-based data analysis, Jeff Leek stated that for small 
to medium-sized problems, reproducibility (if defined as repeatability of analysis) 
is a solved problem. The tools and ability exist, so it is possible to achieve. Leek 
noted that the question that remains is why people are not doing it. The main 
reason he offered is that researchers are not rewarded for it. If senior leadership 
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in the communities believes this work should be done, it needs to find a way to 
communicate these ideas and create a suitable environment.

Leek mentioned that many openly available data analysis tools for reproduc-
ible research already exist and are being used, such as R Markdown,23 Galaxy,24 
IPython Notebook,25 and GitHub.26 He referenced a recent study he and a col-
laborator published about the rate at which discoveries are false in science (Jager 
and Leek, 2014), which ended up stimulating a debate in the scientific literature. 
Researchers wrote positive and negative responses, reproduced the analysis using 
the available data and code, and built and improved upon it. However, he noted 
that reproducibility and replicability work are often unfairly criticized and held 
to a higher quality standard than original research; this can be a disincentive for 
researchers interested in conducting this work. 

Leek echoed previous speakers in noting that an analysis can be fully reproduc-
ible and yet still be wrong (Baggerly and Coombes, 2009). He emphasized that many 
communities are getting to a point of looking beyond reproducibility to assess if 
reproducible results are trustworthy. He also agreed that training is often more im-
portant than tools yet is often ignored. He commented that he and most of his col-
leagues are receiving more requests than they can accept to act as statistical referees 
for papers. Because there are not currently enough trained researchers to fill this role, 
Leek suggested that the statistics community should think about prevention and ways 
to (re)train students and researchers quickly. One example of training being scaled 
up is the Johns Hopkins University Data Science program,27 which includes a class on 
reproducible research. This program has trained more than 100,000 people on repro-
ducible research. It includes lessons on data collection and cleaning, exploratory data 
analysis using GitHub, and version control. This is a program designed specifically 
for the modern data scientist, who Leek noted is in high demand. It is also important 
to make clear what kinds of questions researchers are asking, such as whether the 
data set is analyzed with descriptive, exploratory, or causal inference methods (Leek 
and Peng, 2015b). Enforcing any statistical procedure, including p-values, across all 
science would likely result in resentment and mistakes in implementation.

Panel Discussion

Constantine Gatsonis began by asking the panel to comment on the three 
types of reproducibility, as explained by Victoria Stodden: empirical reproducibil-

23   The R Markdown website is http://rmarkdown.rstudio.com, accessed January 12, 2016.
24   The Galaxy website is https://galaxyproject.org, accessed January 12, 2016.
25   The IPython Notebook website is http://ipython.org/notebook.html, accessed January 12, 2016.
26   The GitHub website is https://github.com, accessed January 12, 2016.
27   The Johns Hopkins University Data Science Program website is https://www.coursera.org/

specialization/jhudatascience/1, accessed January 12, 2016.



Copyright © National Academy of Sciences. All rights reserved.

Statistical Challenges in Assessing and Fostering the Reproducibility of Scientific Results:  Summary of a Workshop

s t a t i s t i C a l  C h a l l e n g e s  i n  t h e  R e p R o d u C i b i l i t y  o f  s C i e n t i f i C  R e s u l t s94

ity, computational reproducibility, and statistical reproducibility. In particular, he 
suggested that the concepts and challenges of statistical reproducibility—namely, 
what kinds of evidence are needed to assess reproducibility—have not yet matured 
as much as they have in discussions of empirical and computational reproduc-
ibility. Rafael Irizarry noted that statistical aspects of reproducibility can get very 
complicated, as was illustrated in some of the case studies and examples discussed 
throughout the workshop. Much of the understanding of how to best use statis-
tics comes from experience, and often reproducibility is not ensured simply by 
documenting researchers’ methods. He stressed that researchers need to learn from 
experience how to evaluate and be critical of data analyses. Gatsonis mentioned 
that at some point, experiences are quantified in the set of assumptions such as 
what p-value is acceptable. However, there is a debate now over whether the stan-
dard p-value of 0.05 is stringent enough to trust the result. Irizarry commented 
that there is a trade-off between having low false-positive rates and overlooking 
important discoveries; since both are important, he would prefer that they both 
increase. A participant countered that lower standards do not increase the rate of 
discoveries. Instead, the scientific community wants to be sure that the discover-
ies being reported are actually true. He stated that there are serious costs for false 
discoveries because people will be following up on misleading results and thereby 
wasting resources, and increasing standards for publication is not going to slow the 
rate of true discoveries. Irizarry reiterated his assertion that true positives decrease 
with the more conservative research standards. Leek commented that much of the 
discussion around statistical reproducibility involves shifting the p-value up or 
down or choosing one test statistic over another. He echoed Irizarry’s point that 
the only way to learn how to do good data analysis is to just do it for a while and 
figure out what works and what does not. He suspects that data analysis needs to 
be made an empirical discipline whose efficacy can be studied. Bourne agreed that 
training is an essential component because data science is accelerating what has 
been going on in computational biology and bioinformatics for some time. A prob-
lem he identified is a propagation effect where people without sufficient statistical 
knowledge apply methodology incorrectly and low-quality analysis proliferates. 
Education is the only way to curb this.

A participant noted the existence of a generational problem where new data 
scientists are being trained but there is not a mechanism for current researchers 
to improve their existing training. Irizarry and Bourne both agreed that ongoing 
professional development is needed and wanted across fields, and NIH is funding 
initiatives to support this development. He noted that many of the courses available 
online are advanced and could be used to fill this need. An example is a program 
that affords researchers an opportunity to take sabbaticals at highly analytical 
laboratories to learn techniques that can be applied back in their own laboratories. 
Leek noted that the NIH-funded course he helped develop is designed for current 
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researchers. Bourne mentioned that there is also a need for research administra-
tors to gain a better awareness of how things are changing and the importance of 
this kind of work. Baru added that in his work overseeing NSF’s multidirectorate 
big data program, he has seen that approaches for teaching data management to 
a geoscientist, for example, are going to be different from those for teaching it to a 
biologist, a psychologist, or a molecular biologist. He has found that being able to 
tune curriculum to the audience is important. 

A participant commented that the issue of selective inference is the number 
one problem that hampers statistical replicability. Irizarry agreed and noted that 
using statistics more appropriately improves results. Bourne also agreed but added 
that the interdisciplinary nature of scientific research is changing and, while that 
is not a statistical issue, issues regarding communities and collaboration among 
them need to be considered. 

A participant wondered if there is any information about the backgrounds of 
the people who are taking the online data science courses such as how many are 
nonstatistical domain scientists. Much of the material presented in data science 
master’s programs is applicable and important for researchers who would not 
identify themselves as data scientists. Leek said some data exist through surveys 
of participants; these surveys indicate a broad community interest in data sci-
ence, with programs drawing participants from business, economics, and other 
disciplines. Bourne added that the University of California, San Diego, held a data 
science workshop that attracted more faculty than any other program at the uni-
versity. He said that data science is a catalyst to bring together people from diverse 
disciplines and foster collaborations. 

A participant wondered how many years it would take for the community to 
fully understand reproducibility, especially as it relates to big data. Gatsonis noted 
that many statistical tools break down in the big data context, and researchers need 
to think in fresh ways about how to do these types of analyses with large data. 

A participant commented that NIH’s Gene Expression Omnibus28 has been a 
remarkable feat of data sharing: a majority of micro experiments performed have 
been uploaded, and there is strong buy-in from authors and journals. He wondered 
if biomedical advances might be slowed due to concerns of privacy when working 
with sequencing data. Bourne commented that privacy concerns of sharing data are 
being worked through and discussed. He said that recent policies begin to address 
some of this, but this issue needs further immediate attention. 

A participant noted that the default in large genomic data sets is to resort to 
multiple hypothesis testing to correct for really small p-values, while keeping the 
same p-value thresholds, but wondered whether that is a reasonable thing to do. 

28   The NIH’s Gene Expression Omnibus website is http://www.ncbi.nlm.nih.gov/geo/, accessed 
January 12, 2016.
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Leek responded that correcting for multiple testing is a good idea, particularly 
using measures such as the false discovery rate or other error rates, but there are 
tricky issues when going to higher dimensions in terms of dependence, when to do 
multiple hypothesis tests, p-value hacking, and selective inference. There are many 
ways to get things wrong, even if one corrects for multiple testing, but this testing 
is generally recommended. 
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DAY 1 
FEBRUARY 26, 2015

Session I: Overview and Case Studies

8:30 a.m.  Introductions from the Workshop Co-Chairs

 Constantine Gatsonis, Brown University 
 Giovanni Parmigiani, Dana-Farber Cancer Institute 

8:45  Perspectives from Stakeholders

 Lawrence Tabak, National Institutes of Health 
 Irene Qualters, National Science Foundation 
 Justin Esarey, Rice University and The Political Methodologist 
 Gianluca Setti, University of Ferrara, Italy, and IEEE 
 Joelle Lomax, Science Exchange 

9:45  Overview of the Workshop

 Victoria Stodden, University of Illinois, Urbana-Champaign

B
Workshop Agenda



Copyright © National Academy of Sciences. All rights reserved.

Statistical Challenges in Assessing and Fostering the Reproducibility of Scientific Results:  Summary of a Workshop

s t a t i s t i C a l  C h a l l e n g e s  i n  t h e  R e p R o d u C i b i l i t y  o f  s C i e n t i f i C  R e s u l t s116

10:30  Case Studies

 Yoav Benjamini, Tel Aviv University 
 Justin Wolfers, University of Michigan 

Session II: Conceptualizing, Measuring, and Studying Reproducibility

1:30 p.m.  Definitions and Measures of Reproducibility 

 Speaker: Steven Goodman, Stanford University
 Discussant: Yoav Benjamini, Tel Aviv University

2:30  Reproducibility and “Statistical Significance”

 Speaker: Dennis Boos, North Carolina State University
 Discussants: Andreas Buja, Wharton, University of Pennsylvania 
  Val Johnson, Texas A&M University

3:45  Assessment of Factors Affecting Reproducibility

 Speaker: Marc Suchard, University of California, Los Angeles 
 Discussants:  Courtney Soderberg, Center for Open Science 
  John Ioannidis, Stanford University 

4:45 Reproducibility from the Informatics Perspective 

 Speaker: Mark Liberman, University of Pennsylvania
 Discussant: Micah Altman, Massachusetts Institute of Technology 

5:45  Adjourn Day 1
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DAY 2 
FEBRUARY 27, 2015

Session III: The Way Forward: Using Statistics to Achieve Reproducibility

8:30 a.m.   Panel Discussion: Open Problems, Needs, and Opportunities for 
Methodologic Research 

 Moderator:  Giovanni Parmigiani, Dana-Farber Cancer Institute
 Panelists:   Lida Anestidou, National Academies of Sciences, 

 Engineering, and Medicine
  Tim Errington, Center for Open Science 
  Xiaoming Huo, National Science Foundation 
   Roger Peng, Johns Hopkins Bloomberg School of  Public 

Health 

10:00   Panel Discussion: Reporting Scientific Results and Sharing 
Scientific Study Data 

 Moderator:   Victoria Stodden, University of Illinois, 
Urbana-Champaign

 Panelists: Keith Baggerly, MD Anderson Cancer Center 
   Ronald Boisvert, Association for Computing Machinery 

and National Institute of Standards and Technology 
   Randy LeVeque, Society for Industrial and Applied 

Mathematics and University of Washington 
  Marcia McNutt, Science magazine

11:45    Panel Discussion: The Way Forward from the Data Sciences 
Perspective: Research 

 Moderator:  Constantine Gatsonis, Brown University
 Panelists:  Chaitan Baru, National Science Foundation 
  Philip Bourne, National Institutes of Health 
  Rafael Irizarry, Harvard University 
  Jeff Leek, Johns Hopkins University 

1:00 p.m.  Adjourn Workshop
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ACI Advanced Cyberinfrastructure
ACM Association for Computing Machinery

BD2K Big Data to Knowledge (project)

CATS Committee on Applied and Theoretical Statistics 

DARPA Defense Advanced Research Projects Agency
DMS Division of Mathematical Sciences
DoD Department of Defense
DOI digital object identifier

GxL genotype x laboratory

IACUC Institutional Animal Care and Use Committee
ICERM Institute for Computational and Experimental Research in Mathematics
IEEE Institute of Electrical and Electronics Engineers
ILAR Institute for Laboratory Animal Research
IRB Internal Review Board

NASEM  National Academies of Sciences, Engineering, and Medicine
NIH National Institutes of Health
NIST National Institute of Standards and Technology

C
Acronyms
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NRC National Research Council
NSF National Science Foundation

OMOP Observational Medical Outcomes Partnership 

SIAM Society for Industrial and Applied Mathematics
SIGMOD Special Interest Group on the Management of Data
SPS Signal Processing Society

TOMS Transactions on Mathematical Software
TSCS time series cross section

UMPBT uniformly most powerful Bayesian test

XSEDE Extreme Science and Engineering Discovery Environment
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