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Introduction/Summary 

The Dept. of Veterans Affairs (VA) is constantly examining opportunities for effective 
development in hospital information systems and evaluating new technologies for use in its 
172 medical centers. Medical imaging systems are emerging as essential components of 
hospital information systems of the 1990's. The Dept. of Veterans Affairs Washington 
Information Systems Center recently sponsored a Symposium on High-speed 
Telecommunications and Integrated Hospital Image Systems. The purpose of this meeting 

. was to bring together expens in the fields of telecommunications, hospital information 
systems, image systems, and standards in order to share their ideas and to discuss the state
of-the-art in these important areas. Speakers from a number of institutions participated, and 
attendees came from five countries. 

Background on the VA DHCP Imaginl Project 

An important part of a patient's medical data is represented in image form, but to 
date, images have not been included in the computer-based medical record. The Department 
of Veterans Affairs has recently implemented a prototype distnbuted information system to 
demonstrate the feasibility of integrating medical images with the alphanumeric data in the 
current VA hospital information system (DHCP). A primary goal of this effort was to 
demonstrate the capability for sharing both images and text data located on remote servers 
in a network environmenL The initial portion of this project has been successfully completed. 
and the next phase is about to begin. 

A demonstration imaging network will be set up at the Washington DC VA Medical 
Center. This new system will enable physicians and other health care providers to access all 
available patient information from a computerized medical record. This medical data includes 
a wide variety of medical images such as photographs of the patient, X-rays, cr and nuclear 
medicine scans, lesions of the respiratory passages, stomach, and intestines as seen through 
fiber-optic endoscopes, and microscopic views of surgical specimens and body fluids. Clinical 
information from the patient's automated record will also be available to consulting physicians 
at workstations in other hospital areas. The new system is based on the VA's existing 
hospital information system which has been produced in-house by VA developers and is 
presently being used nationwide in 169 VA medical centers. It is currently the most fully 
integrated hospital information system in operation in a nation-wide healthcare system 
and is being adapted for use in many other hospitals in the U.S. and abroad. 

The VA's new image system is unique for a number of reasons. It is an integral part 
of an operating hospital information system. It is implemented on low cost, industry-standard 
personal computer workstations rather than specialized medical devices. It will take 
advantage of the inherent network attnbutes of the VA hospital information system, making 
images available anywhere in the hospital - including the wards, emergency room, and 
intensive care units. It can handle images produced by the full range of medical specialties, 
providing a powerful tool to aid clinically relevant communication between physicians as well 
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l 
as among other health care providers. This integration of medical text and images may l 
herald a new era in hospital information systems and will allow dramatic changes in the way 
all health C<tCe providers team up to deliver effective patient care. l 
Summary of Symposium Proceedings 

The Symposium on High-speed Telecommunications and Integrated Hospital Image l 
Systems covered a number of imponant issues including the importance of integrating images 
with hospital information systems, the need for patient-oriented data retrieval, the need for l 
a general system model including object-oriented database facilities and image processing 
functions, the need for a carefully designed user interface, experiences gained in implementing l 
radiology picture archiving and communications systems (p ACS), the imponance of high speed 
telecommunications, and the central role which standards will play in this work. A number 
of areas were identified as critically imponant in planning for the next generation of hospital l. 
information systems. These included the use of developing standards, the emergence of 
parallel and distributed processing, and issues related to the user interface with multimedia 
data systems. 

l 
Following the formal symposium presentations, a number of distinguished attendees 

panicipated in an open workshop discussion. A summaty of the principal issues discussed l 
is included in this book. The speakers and panicipants provided valuable information about 
the state-of-the-art and the results that are actually being obtained today. It was generally 
felt that the direct incorporation of images as objects in a database system would be effective. l 
The fact that the Dept. of Veterans Affairs has one of the few integrated hospital information 
systems installed in multiple facilities makes the task of incorporating images into an 
integrated HIS environment simpler than in the multi-vendor environments that typically l 
exist in many private hospitals today. This also presents an important opponunity and 
unusual challenge to the Departme-nt to take the lead in developing and implementing this 
new capability. This "workbench" for development together with the VAts current open, l 
standards-oriented development strategy should provide valuable experience to others in the 
government and as well as the private sector. A modular development approach is most l 
important and provides the benefits of continuing compatibility of state-of-the-art technology 
with emerging standards. The importance of careful evaluation of the benefits of such a 
system became increasingly clear throughout the discussions. The VA hopes that this i, 
symposium sets the stage for funher discussions on these important issues. : 

Acknowledgements: The Washington Information Systems Center would like to thank the l 
MIRMO Information Technology Management Program for providing conference facilities for 
the symposium. 
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Abstract 

The effective delivery of health care has become 
Increasingly dependent on a wide range of medical data 
much of which consists of a variety of images. 
Ordinaniy manual as well as computer-based medical 
records do not contain image data. leaVing the 
physic:iaD to deal with a frasmented patient record 
widely sc::attered throughout the hospital. The Dept. of 
Veterans Mairs (VA) has recently implemented a 
prototype hospital information system (HIS) 
workstation network to demonstrate the feasibility of 
an integrated medical imaae and text information 
system. This prototype demonstrates the capability tor 
shann, bam images and text data located OD remote 
file servers in a netwOrked hOSpital enVironment. 

Introduction 

Current manual storase metbods for patieot data 
cyplcally fragment the medical record. pLacina text data 
1ft the patient's chan. padlolOff sUdes iD die patlloloIY 
storage cabineas. x-rays ill the radiololJ clepanmeal's 
hbrary, nuclear mediciDe ima .. iD die nudear 
medicille depanmeDI. and so Corda. Maul retrieYl1 
of the imaae daaa for use by cUDtm• iI typically 
cumbersome u4 iAeftldeDL tile -.. eta .. 1II1IAIIJ 
emts in onJy one copy aDd mUll be sIaued IIIIOD.a 
number of pb)'liciaal, Ind'al to ..... or 1IIiIIiD. 
data. Too OM. tile dittjd.. ..,..... tor a 
pallent's care bas troal* pini, ..... 10 tile fall .. 
data wb~n it is needed ... i.e. clwill. dilpoIiIlDd 
treatmenL 

CW!eDtly ..... E'Gf ......... .,...,.., ra:ad 
SystelDS baw Ilot ldequara, ....... daJI probIeaL 
Tm data (coDSiltill. of multiple suiDp of 
alpbanumeric cbarIcIers as sbon claaa IeIdIIDd loa .. 
word proceuiDl 1leIdI) is stored ill tbo aatomated 
record. wIlDe _ .. dala lIOn. remaiDI frapDeated. 
A number of projealare ~ to --. PIcl1IIe 
AIdliviDllDd CoauD1UlicaUODI Sys .... (PACS) for 

radiology applications [l.~.3J. These and other re!3tc:(! 
pro)ect5 [4.5) have produced very useful data regar\lln~ 
medical imale resolution, interfaanl ana transmLSslon 
requirements. However. attempts to integrate tmaee 
management systems wtth hospital informauon s~sten;s 
have been extremely limited. Currently thIS probh::n 
LS the subject of considerable interest [61. 

The VA has recently developed a protoC\?c: 
distnbuted system capable of displaying both unage lnCl 

text data. tully integrated with the VA's existlng DHC? 
hospital information system software (7.8]. '7:us 
aUlOmatec1 system lhat slOres and a>DVeniently retne-.es 
botb tal and associated image data w;U prOVIde a tool 
to facilitate the pbysician's integrated thOUght process 
as well as eDbanc:e communication among phYSICIans. 
The prolOtype workstation pnMcSes a -panoranuc "l~' 
of the patient (9) to the Clinician. including a .. afle~ 
of typeS of multimedia data sueb as text and true 
COIOf. pseudo-color. and black and white lmages 
origiDatinl from a wide ranle of speaailles. The 
extension of this prototype work to an inlerspeclalty 
nelWOrt is plaued for tile near future. w;th hospital. 
WIde workstations to foHow soon thereafter. 

Ptgspmze DistribYted SDtem 

III a clinical settla .. patieDt imaps as well as 
patient text data mUSl be shared amonl a number of 
users at differeDt locatioDL Tbe prototype distnbuted 
system consisll of a hip resolUtioD trUe eclor imaging 
workstation couecred acrou a netwOrk to aD Image 
file seMI' IIId ID iDtepated patient data server l see 
Fipre t). 

Several criteria were coasiared when 
esllbUllliq daiI WOID'ertae DelMft arcbitecNre. The 
systelD ..... lIIDdalar des. so tbat. II teChnology 
adYIDca iD. puUcuIar area. iDdMdual componenLS 
caa be up""" witboul decUDl the rest of the 
systeaL TealDd -..Gaa IB __ accessed oYer a 
hip speed nawort from • 'lUtety of operauDI systems 

Published in Proceedings of the Thineenth Annual Symposium OD Computer Applications in 
Medical Care, IEEE Computer Society Press, November 1989. 
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runninl on equipment from a Dumber of different 
manufacturers. The data server(s) for patient text data 
and digital image files mayor may not be located on 
the same computer system depending upon the system 
architecture. Communu:auons must share network 
devtc.es. such as etnemet cards and cables. The 
workStation should have local disk drives to 
temporarily store or ca-:ne image files and software 
dunng a work session in order to minimize netwOrk 
traffic. In general. the V A's DHCP development goals 
lnclude the production of vendor-independent. 
transponable systems through adherence to standards. 

Network 

J I I I 

MUMPS WOttcatation 
Image 

Data Data 
Server Set\ter 

Flp ... 1: Configuration of the prototype distributed 
system. 

WOrkstatiop: The imagiDl workstations are based on 
off-the-shelf hardware and are relatively inexpensive. 
They are based on III 80386 miaocomputer 
(COMPAQ 386120). A TrueYision VISTA imap, 
arcuit board allows true color imaF diptiDtion. 
captUfC. storaF and display on aJl anaiol ROB 
monitor. Image resolution is software colluoUed and 
displays vary up to 1024 by 768 piIeJs with 32 
blwpixeL The hardware is capable of boldiq imaaes 
up to 2048 I 2048 I 8 biwpiDl for smiled display. 
[mages caD be obtaiJled from a video c::amera. cUrec:tly 
from medical iDSuumeDlS • video sipall. cUrec:tly 
through diptal fUe transfer. or from SC'IIMrL 1be 
woraratioll collwas aD et.bcrDel iDaerfIc:c card for 
data commWlicatioll (see flpre 2). 

Communisati0ps Nenpprk: WoracalioD 
commUDicalioDi of boG at aDd iIDapI are cuna&IJ 
based on ethemeL 1'1Ie JIOIDCJP8 aenak ClDIIIiID of 
bus topolol)' thiD wire .... betweeD worbtalioDi 
and seMn. lbJI aIIGwI up 10 10 mbttJlec 
commUDic:adoas. To ·mmjm WoapPul. tile 
netwOrk to ba aacd iD me baIpUaI Wide .,... will 
CODSisI of • IIber optic 100 lDbilliec b'rkboDI wiall 
dedicated edlcrDel iDrcrtac. 10 tbe worbWio .. 

l 
concurreDt protocol slacks (or text and lmage 
communication. Patient text data from the Mt.:MPS· l'·'· 
based OHCP system can be shared directly within the 
MUMPS environment Using the wOrkStallon. 
indiVidual data items can be accesuc1 transparently on 1· 
remote data servers using facilities prOYidec1 by vanous 
MUMPS implementations. 

ANALOG 
'lG8 

MONITOR 

Network 

Fip ... 1: Diagram of the im.aamg workstation 

l 

1 
1 
l 
1 
1 
l 

The workstation contains networking software 
that allows cUBital image files (iDdividual files directly l· 
under the operaliDl system) located OD remote dISks 
to appear as fUa OD disks locally conDected to the 
workstation. Therefore, all)' prognm wbich can access 
a Ole Oil a local disle call ac:c::ess tbal file located on 1 
the workstatioD's Yinua1 disks withoul any software 
chaD ... The prototype systelll uses Novell Netware 
2.15 network soflware. altboup odler software IS 1·· 
available 10 sene dais putpOll. TILis transparency of 
software pnMdelIDoclulartty dial will allow Oexibility 

for fIIl1IIe IIIOdUII::aIioa 1 
1be prototype IICIWOIt uuo. _petic aks as 

data seMIS. 1bo boIpilal-wide netwOrk will be 
equipped willa opdca1 diIk lUll slOra. ulliu capable 1·· 
of slOriDl Ii...". of clara 011 raDCJfJelble media. as 
weD as mapetie ... slOra. _i_ tor rapid daaa 
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it most closely meets the needs of the agency's health 
care system. The system and its derivatives are 
currently in use in vinually all 172 VA Medical 
Centers. as wen as ':;! Depanment of Defense. the 
Indian Health Se"'"c. l)ther federal and state agencies. 
and private hospltals In the US and worldwide. The 
current VA DHCP ·,'\~tware includes core modules for 
admission.discharg! transfer. scheduling, pharmacy. 
clinical laboratory. radiology. dietetics. records traCking 
and a hospital wide ordering/purchasing/fIScal package. 
In addition. applications have been added for medical 
specialty use. The system's modular design and 
emphasis on adherence to standards allows easy 
addition of new applications. and adaptation to new 
hardware developments. 

The prototype workstation software currently 
includes an abbreviated clinical record and full 
integration of images with the VA's existing cardiology 
[10] and nuclear medicine (11) packages. Images are 
fully integrated with the existing application packages 
in a manner appropriate to the context of the 
application. [mages are automatically retrieved and 
displayed as the corresponding text data appears on 
the screen without user intervention. These 
application packages acquire echocardiograph or 
nuclear medicine images directly from the video output 
of the instruments. Angiography images are currently 
acquired via video camera. A wide variety of types of 
images have been included in the abbreviated clinical 
record database. 

A major design goal of our prototype was to 
interface different hardware and software SystOOlS to 
achieve the best possible overall environmenL [n 
keeping with this goal. the ANSI standard MUMPS 
computer language was used for the medical text 
database. an application for which it is well-suited. 
Assembly and C language programs are called for the 
image handling functions. Vendor-independent 
network protocols were used whenever possible. 

Databases: In the prototype design, the patient record 
is central to the system and manages the images which 
reside within the netwodt system. Network 
connections mean that the locations of image storage 
are not critical. but performance depends on network 
speed. The sharing of image and text data IDes means 
that information need only be stored once and in one 
location for all hospital users. A local workstation in 
a distributed environment is best suited for image 
display, sparing the centralized system the resources 
required for manipulation and display functions. 

11 

A variety of types of medical images are stored 
in the system. The database software used bv the 
system to handle both image and text data is the V A 
File Manager and related DHCP software written in 
ANSI standard MUMPS. Shared medical data stored 
in MUMPS global nodes is accessed directly from 
remote file servers. [mages are stored as multimedia 
data objects in the database system similarly to any 
other field type (such as numeric data, dates. word 
processing fields. etc.) (12). 

The image database structure is fully integrated 
with the application. To the programmer. it would 
include the image directory which allows image access 
by image number or deSCriptive image name. The 
image directory resides in the MUMPS environment 
which controls image handling routines written in 
other languages. [mage files are stored as underlying 
operating system files. and consist of header 
information including image dimensions. plus image 
pixel data. 

User Interface: The interface between user and image 
data has some differences from the interfaces that are 
typical for text data. -Image abstracts: small low 
resolution versions of the images. are used to aid the 
user in image selection and to decrease demands on 
the network. These provide a panoramic patient view 
that serves as an instantaneous summary of the 
patient'S record. 

Conclusions 

The fundamental objective of the VA integra ted 
imaging workstation prototype is to provide a new and 
important dimension to the VA's existing DHCP 
software, which is believed by many to be the best fully 
integrated hospital information system available today. 
Our prototype system demonstrates the feasibility of 
integrating images witb the DHCP software and 
provides a unique opponunity for image capture by the 
full range of clinical specialties, image storage in a 
shared database, and rapid retrieval by any clinician 
responsible for delivering timely and effective health 
care. This integration of medical text and images may 
herald a new era in hospital information systems and 
a consequent revolution in the practice of medicine. 
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Principles of 
DHCP 

Integrated Information System 

Standards Based 

ANSI Standard MUMPS 

Vendor Independent 

• Catabase Management System (VA File 
Manager) 

• Common Us.r Interface 

• Public Domain 

Pre-DHCP Automation . 

Automation Prior to 1982: 

• Clinical Laboratory System in 9 VAMC'. 

• Pharmacy Syatem in 10 VAMC'. 

• Automated Hoapltal Information System In 1 VAMC 

• Locally Procured MUMPS Pilot Sit •• 
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Current Operational DHCP Systems: 

169 VA Medical Centers 

1 Independent Domiciliary 

7 Independent Outpatient Clinics 

S5 Satellite Outpatient Clinics 

Decentralized Hospital Computer Program 

(DHCP) 

Initial Cor.: Medical Administration Service. 
Outpatient Pharmacy 

Full Core: CUnlcal Laboratory 
Inpatient Pharmacy 

Enhanced DHCP: Radiology 
Dietetici 
Record. Tracking 
Order'ngl Purcha.ingl Filcal 
Surgery 
Mental Health 
Nurs,ng 
Medical Management 
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Integrated 
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Why Images? 

Part of Patient. Clinical Data 

Information Content Large 

Difficult to Translate into Words without LOSS 

Currently stored throughout the Hospital 

Often Missing When Physicians Need It Most 

Clinician Often Lack. Integrated Patient 
Information 

Technology Advances 

Technology Advances 

True Color Digitizing Technology 

M ••• Storage Devlc •• 

Image Display Technology 

NetworK Software 

File Manager Database System 

Image Integration 

Text Field Types 

Datas 

Numbers 

Free Taxt 

Coded Sets 

Pointers 

Word Processing 
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Multi-media 
Field Types 

Images 

Audio data 

Clneloops 

EKG data 

3-d data 

l 
l 

,I 

1 , 
I 
I 

l 
1 

I 

l 
l 

l 
l 
1 
l 
1 
1 
~ 

I 

., 
1 

I 



r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 

Project Goals 

Phase I: Feasibility Study 1989 

Phase II: Hospital wide working prototype 1990 

Phase III: Phased Nationwide Implementation 

Phase I 

Feasibility Study 

Integration of Images with existing DHCP systems 

Sharing Acce •• to Images in Network Environment 

Handling High Resolution Images Suitable for Medical 
Use 

Phase II 

Hospital-wide Working Prototype 
Integrated DHCP Image Network 

Evaluation of Delivery of Integrated Data to Clinicians 

Evaluation of Technology in Hospital Environment 

Hands-on expertence with imaging .y.tem requirements 
for .ystem component specifications 
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Information 

System 

Archiving 

What's happening now 
in Radiology 

Education 

Image 

System 

Replacement 

Image 

o/fragmented 

paper and Him clinical record with 
fragmented automated clinical record 
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Is This the Physician's 
Desk of the Future? 

VA's Unique Image System Components 

• Int~rated DHCP Hospital Information System in Place 

Ability to Acce.. Shared Hospital DHCP Patient Data 

Compatlbl. Prototype Image Workstation 

• Ability to Ace ... Shared Imag. Data 

• Working Prototype System Shows Components Work 
Together 
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Veteran'S Administration DHCP-Based 

Integrated Medical Image and Text Network 

Image Server(s) DHCP MUMPS 
Patient Text Data Server(s) 

Radiology SUbnetwork: J I Clinical Wards I 

I r,ardiology I Intensive Care Unit I I I 

I 
Dermatology I 

Emergency Room I I I 

I PathOlogy I 
J I Operating Room 

I 

I Surgery J Coronary Care Unit I I I 

Image Input/DISplay WorkstallOns /mags DISplay WorkstatIons 

Network 

Network 

I I I I 
DHCP Workstation 

MUMPS Image 
Data Data 

Server Server 
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Image Input Workstation 

FUDctlonal Elements of the Prototype Workstation 

~icrocomputer • PClAT compauble or 803~bascd 

TNCVision Color lmqc Board for (malIC upture. Manipulation. and DISplay 

Hip Raoh&Iioa Color Display Monllor 

Video sapaA input c:cnnec:tJon or High Resolution Video Camera 

0paca11Dd mapeac ctiIb for Local Storaae 

NelWOtk Interface CMds for ~t:~PS and Son·Mt.:MPS Data Communication 

~ .. 
Secwort Operanna System 

TnaeVIIiaa lmqe Handlinl Module 

SClWOrkini Venlon of ~t:MPS wuh drtven 

(map FunctIOn EzceftilOn Module for OHCP 

V A File Muqer and OHCP Applications 
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Benefits of Integrated 
DHCP Image System 

Rapid access to comprehensive patient data 

Enhance communications about patients between 
specialists for consultation 

Education 

Research 

Technical R.sults of this Project 

VA File Manager software well-suited to image database 
management 
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Workstations intearate weU into the Distributed DHCP Environment due:~ l 
MUMPS networkiDl facilities 

MUMPS Adapa WeD to New Technologies 

Transpuellt ~Cal to 1male Files Possible with Available Off-the-Shelf Serw-cr\( 
Software . 

Transparent Access to Optical Disk Olives Possible from Mt.:MPS Environment 
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r Image Display Options • 

r • User Interface 

r • Input Interfaces for Additional Data Types 

r • Emerging Data Storage Technology 

r • Continued Emphasis on Standards 
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Workstation 

l 
1 

Today Short Term Long Term 
1 

I 

l-fardWare 8Q3II ? 
j 

I 
I 

OgerlllnQ Sy.em MSDOS U8001 POSIX/Unex 
G'l) 

usatlmetface TatI1lNge TeII1lMg11 X-Windows 1 

4tn GL Toa. VA File Manager I VA KImII l 
Appcicabon OHeP > 

l 
l 

Image Handling 
l 
9 

J 

l 
Today Short Term Long Term l 

HM:2W .. TrwviIian X-WortcllaiOn wltn 

n ~o DI'" PlCe"TCJ 24 tNt COlOr 

1 
I 

Software ·.I~/C C C 

i 
Image Storage ,~ TNNIIGn T~ ? I 

J 

ACRoHEMA ? 

Image Proc.IIng display. zoom .",.1IC8INrI ! 

Image CompTII·on .,-....aan compI- .,., comcw- gOIng to 
-=, 

I 
rNMng afI-ine opacII media I 

Image Acq.""'" \/ideo CIgIUN Video capnn > 
File nrw. File nnIfer > i 

GaI..ay1 I 
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PhySical Layer 

NetWork Protocd 

NetwOttc Speed 

Networtc Softw .. 

Server HardW .. 

Server Operating 
Sysaem 

Starage o.w:.. 

Jukebox 

Network Issues 

Today Short Term 

Coaxial Cable Fiber oplic 

EthemeC PropriUryl 
Ettwn.c 

10 megabblsec 100 mbli backbone 
10 mtWl to workIt 

Novell Nttw .. NFS. RPe 

File Server 

Today Short Term· 

80311 POSIX/UNIX4Xnp8Iible 

MS-OOSINcMI POSOW,* 

~cIIka R/W ~wtIft 
MagnIIjc for 
moll often ICC Illed 

waluarion 5 1/4- A/W at WORM 
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Long Term 

> 

FOOl" 
ISON for WAN 

100 mo/s to workstat;cn 
ISON for WAN 

OSI 
Software Se(."ces 
Backptane 

Long Term 

> 

> 

rMgNdc and 
apIIcaI with automatIc 
magnetiC cacning 
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The Next Generation of Hospital Information Systems: 
Systems for the 1990's 

What is dear about IDtonnatioD Systems of tile Future: 

Support lnteroperability of Systems through SationaJ Standards 

Workstation Based 

Utilize Graphical User Interface 

Recognize Images as an Information Resource to be Managed 

Provide Fast Communication 

What will pbysleiaD' aDd otber VA staff aeed? 

Integrated access to all patient data - clinical information including all :y~es 
of data objects (te~ images, EKO's, audio data, etc) 

Integrated access to the VA's other information resources 

What Resources Do We Nted to Be Deftlop4 •• Now to DeUver die Nat Geae"uioa or BIS~ 

Co~tment to IDtearatecllDfoquation Resources through National Standards 

In House Technical Expertise to Intesrate New Technologies 

Oeaera1ized Multimedia Database System that handles aU types of data objects 
cnnspereaUy 

Adherence to Standards for Interfacinl Systems purchased by the VA 
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Imaging, Computing, and the New Millennium 

Roger Shannon, MD 
Director Radiology Service 
Dept. of Veterans AtTairs 
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IMAGING, COMPUTING, AND THE NEW MILLENNIUM 
bv Roge~ H. Sh~n"on, MD. FACR, FACMI 

I~agirg tg=nnclogy lS ~a~idly moving toward total de~erde~ce on 
c=mpu~ers. Earlv in the next millennium qO percent or more of 
~edlcal lmages will be d1g1tal--the products of computers. T~ese 
images wlll ce managed and ~resented electronically on special 
v!ewing dev1ces. Film will be a disappearing medium. Com~u~ers 

wlil helo uS to analyze and think, and they will be doinq d f~w 

Slmple lntelligent tasks 1ndependently. Sophisticated commun1:a
tl=ns wlll remove spatlal constraints that we now take f~~ 

granted. Increas1ngly "realistic" images will converge on what 

end use~s see 1n fact or in their mind's eye. These last two 
developments will substantially alter the current relationshiPS 
tn medical speclalty practice. It is likely that the imaglng 
revolution supported by other advances in medical informat!c= 
will :onstitute the bridge to some new paradigm of health dellv
ery. 

T~e seedS of the foregOlng exist. A dozen years will dramatlcal
Lv develop these functlons. We can predict fairly well by 
extrapolat1on, as Jules Verne so ably demonstrated. But t~e 

unexpected must also be accommodated. For both, we must bUll: 
cpe~. flexlble systems to accommodate both variety in the e.
cecte~ alternatives and t~e complete surprises. 

ESTABLISHED TRENDS 

Image aCQuisition is increasingly based on com~uter techniques. 
Esta~llshed digital modalitles include Computed Tomography <CT). 
Magnetic Resonance Imaging (MRI), Ultrasound (US), Digltal 
Subt~action Angiography (DSA), and Nuclear Imaging. Convention
al radiography, the term used to denote the bulk of work USlnQ 

film as the prlmary detector, is ~lso yielding to digital techni
Ques employing reus.bl. medla from which latent images are 
digitally collect.d. Ch •• t un1ts of this type are becoming 
common, and g.neral device~ are 1n early clinical use in a numbe~ 

off ac 1 1 1 tilts. 

As digital imaging has grown in volume and in proportion of 
imaging as a whol., techniQue. to manipulate, transmit, and store 
these electronic 1mag •• have multiplied and dispersed. The 
burgeonlng pro$~ect of gathering general radiography into the 
digi:al fold makes predomlnantly dlgital facilities a viable 
probability in the early 2000'5. Transmission of digital and 
digitized film im.ge~ intramurallyand among institutions nas 
moved beyond the laboratory into the clinical setting. Laser 
discs are used for imag_ storage, and prototype workstations 
separated from single .pecific aCQuisition devices are in use at 
a number of sites. Still, the fully digital imaging departme~~ 
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1 

tnat many nay. contriv.d on pap.r is not y.t • r.ality; and the 1 
im.ging netNork to collect, deliver, and .~ch.nge image. througn
out medical institutions has not vet been fully implemented. l 
Radiol~gy in~ormation systems (RIS) have been dev.lo~i~9 for a 
Quarter century. Tney deal with alphanumeric in~ormation that 1'" 
f.lls for tne most ~art into 6 cataqoriesl registration, schedu
ling, patient tracking, image tracking, reporting, and manage
ment. Education and research functions are frequent adjuncts in 
~cademi~ institutions. Recently, there has reemerged a lesson 1 
la~;ely fo~gotten duri~g the fiTteen year heyday of computi~g 
Ln~~ce~ce~ce af~c~~ed by mini a~d mic~~ c:~cuters. The lesson ~s 

~edical acp!iC3t~:-S ~-~: 1 
d h=scL~31 ~:~e ~edical l~T=-~atlon system ~reate~ ·i~- ~e~.
support. With lnteq~~ted lnformdtion system ~~o~=~t. ~e=::=: 

team members consolidate their services to the benefit of t"e 
whole patient. This rediscovery of value in integrated systems 1" 
has engendered new interest in language definition, code bridges, 
and interfaces. The last, for imagers, h.s focused on the 
RIS/HIS, RIS/PACS, and PACS/Ac~uisition device interfaces. ". 
Although these inter~.c.s will be e~tensively developed in tne 
next decade, the forms these will take and tne market contribu- ) 
tion to tne development of multi-level lar;e system. is very 
difficult to ~redict at this point. Nevertheless, tne trend i5 1 
establisned .nd will ~roceed by some avenu •• 

SUBTLE TRENDS l 
Tne most exiting trend i. tne increasing work on decision sup
port. Major int.rface development will obviou.ly l •• d to better l· 
availability of patient in~ormation. LiterAtur •• cceS5 will be 
easily accomplisned at the desk .nd viewing station. More 
questionable i. hON mucn content specific logic support will be l· 
built into clinical .ystems, And whether or not a;9re;Ate medical 
record an.lysis will become Available a •• re.ource to these 
sy.tems. SignifiCAnt, if not dramAtic, adVAnce. can be expected 1. 
in thes. l.tter tNO .r •••• 

l 
EArly stud", support the intuitively v.lid notion tn.t wide 
spre.d e1~'ronlc Acce •• to ima;e. Nill ch.nge con.ulting p.t- l" 
terns in -.dieA1 i.A9inQ. ~.ny end u.er. Mill tAke ov.r their , 
own interpretive activitie.. Politics will stron;ly influence 
hOM much this will reor;anize medical pr.ctice •• 

! 
j At the s.me time, im.; •• are becominq le •• my.teriou •• nd arcane. 

They Are conver;in; upon th.t which tne end u.er pr.ctitioner 
•••• in the cour •• of prActice or on wh.t he or .he Nould project 1· 
on the b.si. of per.on.l visu.l exp.ri.nce, •• ;.,. joint iso- . 
l.ted from overlyin; tissue, function.l center. of the br.in, and 
the like. 
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it,ese : ... .: :r-ends and generally available deciSion c;ujjjjort whic:-I 
...., 0 '..J 1 = ~ -: : _ d e v 1 S i.J aIm ate r 1 a 1 """ ill tin tim e, pro b a b 1" ,n u c h 1 0 n g e r 
~~a, =-e ~ecaoe, rearrange consulting patterns among many spec
lalt!E-:. 5pdtlal constralnts will be iargely l-e'T1o·/~d. The 
pcte~t~d. e~lsts 1n these trends to produce a new paradigm c~ 
me~lcal c-;a~!zation and practice. One decade """ill not complete 
t~e cnange. but prototypes will eme-ge. 

THE UNEXPECTED 

Always, the une~pected has arisen to frustrate the most caref~l 

and enlightened predictions. New disc-/eries and technologlcal 
development may introduce new elements Into medical practice or
may alter the rates of some trends s~ that unpredicted interac
tlon of trends become possible. Should a new paradigm of prac
tice gain footing, extrapolation of new, now unseen trends, will 
r-eplace those offered above. In any case, in times of rapid 
change, the unexpected should be expected; and it should be Our 
plan to provide for It. 

CONCLUSIONS 

We have reached a watershed of medical teChnology and of health 
care delivery methodology. Much of what we predict will li~el~ 

come to casso However, the unpredictability of the rates at 
whlCh inter-acting trends will proceed, the fickle lnfluence o· 
psychology on change, and the e~pectation that there will be some 
Significant unexpected occurrence in the ne~t decade promise 
lnterest for histori.ns, ~rlses for practition~rs; and, at least, 
a few grand surprises for us all. 
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Radiology Image Communications: Experience 
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Digital Medical Imaging: 
Implementation Strategy for the Defense Medical 

Establishment 

Lt. Col. Fred Goeringer, US Army Medical Materiel Development 
Activity 

Seong K. Mun, Dept. of Radiology, Georgetown University Hospital 
Barbara D. Kerlin, The Mitre Corporation 
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Dirital Medical ImaIiDr. 
Implementation Strate&Y for the Deteue Medical ElcabJiahmeDt 

Fred Goeringer 
t'S Army Medical Materiel Development Activity, Fort Detrick, Md. 21701 

Seong K. Mun 
Department of Radiology, Georgeto\\"T\ University Hospital, Washington, D.C, 20007 

Barbara D. Kerlin 
The Mitre Corporation, McLean, Va. 22102 

Ah:dnc;t 
In formulating an implementation strategy for digital medical imaging, three 

inten-elated thrusts have emerged for the Defense Medical Establishment. These thrusts- (1) 

totally filmiess medical imaging on the battlefield, (2) teleradiololY, and (3) DINIPACS foro 
peacetime military health care- have significant implications in their fully developed form 
as resource savers and quality improvers for the unique aspects of military health care. 

1.0 'n'mdngjcm 

Military health care can be characterized as a not-for-profit, nonreimbursable 
environment where two fundamental missions must be observed: (1) provision of all forms of 
medical care to about 1.2 million beneficiaries- a sort of health maintenance organization or 
HMO mission and (2) provision of health care delivery to all casualties on the modem 
battlefield in support of the warfighting spectrum of conflict ranging from low intensity 
operations to all out, full-scale nuclear war. Both missions must be planned for and carried 
out simultaneously under the constraint of limited resources. In both circumstances the 
demand for health care continuously exceeds the supply. 

Because of these facts, there is a premium on initiatives that are 'resource savers'. The 
system is tailalred to seek out and respond to initiatives that especially favor cost avoidance 
situations. The return on investment in dil1tal medical imagine technology lies in the 
opportunity to exploit this technology in confilUrations that are prudent for the delivery of 
military health care takin, into conlideration some of its unique parameters- both on the 
battlefield and in peacetime. In the mOlt primary sense, the reason why the Defense Medical 
Establishment embracel the promile of filmless medical im_rin, technology is the 
implication that it can have .. a 'resource saver' and 'quality improver' for unique military 
medical care situationl. 

2.0 DlcltaI Mcd.c;eI 'merine Stnt.cJM 11pw: 11tn$ 

Three clear cut thrusts have emerled as prudent implementation. of dilital medical 
imaging technololY for the Defenle Medical Establishment for the early 1990's. These are: 

(1) Totally filmiesl medical imqinl for the battlefield 

(2) Teleradiolol)' implementations In lieu of 'circuit rider' contracts for radiolol)' 
services in remote clinid ftsed faCility settings 
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t3) Full scale DI~IPACS implementations in military community hospitals and 
tertiary care medical centers 

Produdlon 

rt,ruat 1 Army R&D efforts: Decision DEPMEOS 

A Filmless Banlefield System 6 Fielding ~ 
1990 1993 

Thruat 2 Teleradiology Soecificatlon 2d GeneratIOn 

• Refinement & ACQuIsitIOn 6 Refinements 
~ 

1990 1993 

Thruat 3 Military R&D efforts: 
• DINIPACS Soecificatlon Refinement 

Acquisition 
A DecisIon 

Implementation 

A 
Today 1990 Madigan 1991 

Figure 1. Digital Medical Imaging Implementation Strateoy 

Implementation of these three thrusts simultaneously represents the most pragmatic 
approach for embracing the technology; each is dependent on another and makes a 
contribution to the overall mac1"O strategy. For instance, clinicians will enhance their overall 
understanding of medical digital imaging using teleradiololY and DINIPACS application. 
in the peacetime setting; this will provide confidence and a clinical training base in use of the 
combat medical filmless system. Additionally, digital medical images coming off" the 
battlefield with combat casualties will be easily be integrated into fized facility medical 
centers Wli.:·, DINIPACS implemented in the continental United States. TeleradiololY, which 
represents a more near-term implementation as discussed below, will seTVe as the 'first 
plateau' for the full scale follow on DlNlPACS implementations. Figure 1 depicts the overall 
situation. 

3.0 'Dmgt Ope; TgteJJy Film!"1 Mcd1w ImeeiD' 
tpr dw Beqlcftcld 

Totally filmles. medical imqinl on the battlefield is a clinically and lolistically 
superior solution to the requirement for diacnostic imalinl support under combat casualty 
care conditions. With a filmle •• sy.tem, consumable resupply of film, chemicals, and fizers 
can be avoided in a continpncy situation. Logistics and transportation resources will be 
available for morinl other commodities which will have a more direct inf1uence in 
deliverinl combat power. Moreover, the requirement for stockpilinl war reserve stocks of 
potency dated film, chemicals, and then can be avoided. Medicallolistics studies of the three 
most significant warfilhanl scenario. for the United States (NATO, Southwest Asia, and 
Korea) indicate that war reseTVe requirement stockpiles of potency elated tUm, chemicals, and 
fixers could be reduced by over 4.9 million pounds and over 128,000 cubic feet.. This representa 
a one time program savings of 137.1 million and follow-on annual savings of 117.1 million 
thereafter. 
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Firure 2 represents a notional overview of battlefield 81mless medical requirementa at the 
combat hospltal level. Medical image acquisition for combat casualty trauma wB! be 
accomplished throuch two modalities; (1) Computed Tomognphy and (2) Dirital Radiocraphy 
uSIng photos~mulable phosphor plates for analog to digital image conversion. 

ArCI"uve 

Network 

Acquisition ~_ .. 

CT 
Phospnor 
Plate 
Proce •• or 

Ogtlcal 
Card or 
Disk 

~xray 
Figure 2. Notlon.1 Overview of Battlefl.ld Fllm'e •• 

Im.glng Requlrem.nt. 

A battlefield computed tomolTaphy (CT) scanner project il underway under the 
sponsorship of the US Army Medical Risearch and Development Command. Firure 3 depicts 
some of the major performance parameters of the scanner. Israeli Defense Foree experience 
in the 1982 Lebanon w.r indicatu th.t CT scanninl can be used very effectively for wound 
haement localization, .voidinl many esploratory laparotomies, and in ,eneral ••• medical 
decision support device durinc .... ca.ualty tnapl. Liptweipt, hiP duty cycle desilfts 
are pouible usin, so-called ",U, rilll" technotolY which provides the ability to move dirital 
information on anel off the pDtry u .en u the ability to provide rel.tively lower line power 
directly to the .. cry before it ia ltel»peci up via an on-pntl)' hiP frequency po •• r supply to 
pulse the X-,., taM. The inherent clicital nature of thil device will enable it to ftt readily into 
a filmles • .,.... 

Photostimulable pholphor plate radiocraphy. sometime. called computed radiocraphy, is 
the other primary method of ima.. acquilition for the battlefteld. The medical imqinl 
industry has recently introduc.d down-.ized re-enlineereel inc.mation. of this technololY 
that can be effective for the battlefteld with the appropriate level of ruaedization. The.e 
devices are presently under concept evaluation by the military to ...... th.ir overall 
swtability and clinical utility. Presently two phosphor plate reaclilll device •• re poltUlated for 

1 Eran Ooley: Computed Tomography a VaJuabie Tool In Triage In Milir.ry Medicine, Oct 87 

39 



l 
each combat medical facility at echelon 3 and .. of the DOD combat medical system. l 

The app~.l of photostimulable phosphor technololY is that it can be retrofit with already 
existing raoiocraphic deV1ces to provide acceptable quality digital images for combat casualty l 
care. Other de-novo radIographic designs to acquire digital images would require replacIng J 

the entire cc" rnbat Imaging inventory with entirely newly designed Imaging devices. 

• Auste,e -oesign to Cost- ~roach 

• 1 600 Ibis I 1 60 sq ft foot pnnt 

• CaoabIe of o~ration In a Combat 
ISO Matawan Sh ... 

• Up to 16 scans per minute 

• 9KW Peak Powe, Demand 

• 8 lin. pairs per em I , 2 bi1a contrast 

• 512 X 5' 2 recoftl1rUCtion matrix 

Flgur. 3. MIJor Pertonnlnce Plramete,., 
Blttlefleld COmputM Tomography 

Battlefield medical ima,e display workstation and network performance is described In 

related papers in these proceedinp by Nadel and Johnson 2. Studies of wartime patient 
conditions and casualty estimate. for future warfightinr scenarios indicates that acceptable 
workstation and network performance can be achieved with configurations of systems 
technology that is commercially avaslable today with ruaedization added in after-the-fact. 

Unlike peacetime health can .. ttin .. which require dilital imqin, archives that are on 
the order of terabytel for dilital networu, battlefield health care settinll have sipificantly 
lesl robult archivin, requiremenY- on the order of 10'. of mepbytel for manqement of 
imapl. Thi. i. predicated Oft the (act that battlefield hOlpital. have a hip throqhput, 
transient patient population. MiUtary medical' doctrine call (or not 10np' than a 3 to 7 day 
lenlth of stay·u the basic claciaion rule for patient evacuation from the area of contUct and not 
more than 30.,. for evacuation back to the thed hOlpital bue from the combat theater. 

The traDIi_t Damn of the population hilhlilhtl the fact that emphasis mu.t be placed on 
the decentrali.ucl archivin, of medical ima,.s. Rathe, than u.. teleradioloD' on the 
battlefield to move imap" a more practical approach il to kHP im.,.. with the patient
ideally by imap archivin, on optical carel or some version of 3.5 or 5.25 inch hip density 
optical technololY. Related papen by KIrlin and Siedband3 in the .. proceeclinll provides 

2 t.. Nadel et at: Prototype SYltem for Digital Image Management etc. 1083·58 in th ... 

proceedings 

3 K.rtin et al: '093·58 in th ... proceedingl. Siedband:' 083-53 in th_ proceedingl 
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dilcussion in the ule of this technology termed the SIM or Soldier Interfaeility Radiololic 
Record by Kerlin. 

If thIs t.echnolol)' is successful. then local area networks within combat medical facilities 
may not be neeeuary: rather, unnetworked independent viewing stations located at key points 
10 the hospital would accept the individual patient image card or disk for display wherever the 
patient is located. The image record would stay with patients as they move through the 
evacuation system. In effect, the patient would be the network. While teleradiolog)' may be 
technlC:ally posslble on the battlefield. it is not militanly feasible due to ~he demand for 
command and control telecommunications in combat as well as the complications that would 
occur with teleradiology in matchIng Images with patients upon amval at each new facility 1n 
the evacuation chain. 

The battlefield filmless imaging initiative win be incorporated into a 12 billion DOD 
medical force modernization initiative called DEPMEDS or Deployable Medical Systems . 
From now into the mid 1990's, 250 newly equipped battlefield hospitals will be introduced into 
the quad service military medical force structure; 150 will be fielded for the Army with the 
remainder being fielded by the other services. These DEPMEDS hospitals ran,e in size from 
60 bed MASH hospitals to 1000 bed pneral hospitals that will operate in the combat theater. 
Fieldinl be,an in 1988 with about 25 hospitals being assembled arld fielded each year, 

4.0 1ltrwt Twp; Telmdtplgcy ImpltmcptatlpD' 
ip Hemp. CUpjrJPhed FtsiJI'Y 5d'P" 

The second major thrust in the Defens. Medical Establishment digital medical imaging 
strategy is teleradiotol)'. Estimates indicate that about 500 military medical fixed facilities 
have radiographic equipment but that over 65'11 or these same facilities have no radiologists 
assigned and an additional 15'11 or these facilities have only one radiologist .ssigned4. 

Teleradiolol)' is an ideal vehicle for redistributin, imap reading workload tTom these 'no 
radiologist' or 'one radiololPst' site .. to more adequately staffed central locations where an 
economy of scale can be achieved in handlin, workload in a timely manner. An example of 
this generic situation is the Fort M.ad. community hospital and the surroundin, Army health 
clinics within a 250 mil. rWUI that mUit be supported. Firure 4 depicts the basic situation. 
Weekly radiolol)' eUID workload i. shown beside each clinic. In FY88 it cost 1220,000 to 
provide circuit rider diqnoltic radiolocic support to the exam workload pnerated at the 
remote sites. 

Rather than ain, thia circuit rider contract coverap, Fipre 5 provide. hiplichta or the 
teleradiolou tub up betwMIl the remote and central sites that will become a 'Sl)ok.' in the 
wide area ne&1rOn. Low volume lite. will be supported by la.er film diritizer. ror im.,. 
acquisition ad i.JDap will be sent to the central site throqh 19.2 Kbp. modem. over emstin, 
dedicated phon. liD... Hip volume lite I will accomplish direct dirital imap acquisition 
with re-enamHncl down-meel photo.timulable phosphor plate readen and will be linked to 
the central site with with hiP throqhput communication lines such uTI or microwave links 
with an efFective throqhput of about 1 MbPI. With a IlmillioD capital investment, system 

• Col Roben Allman .t aJ: Potenual Conlnbution of T .leradiolOgy 10 the Management of 
Military 

Radiologilt Reaourcel In Mllir..ry lMdicine. Dec 83 
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payback will be achieved in about 5 yean by avoidinr mOlt circuit rider rAdiolol)' contract 
COltl. 

Teleradiology will provide near-term resource payoff's to the Defense Medical 
Establishment today. It also lays the groundwork in the clinical community for acceptance of 
larger more robust implementations such as DINIPACS within military medical facilities as 
well as totaHy tilmless medical imaging on the battlefield. 

Pennsylvania 

170 

Ritchie 
75 I week 

Tobyhanna 
20 I week 

Letterkenny 
'4 I week 

New Cumbertand 
69 I week 

Oetrick 
88 I weerr-------.:::::::11 Delaware 

Maryland 

~ Walter RNd Med Center: 
O.C. 10 crSi week 

All Clinics in 250 mile radiua 
NumDers beside each clinic reflect 

average exam workload 

Figure c. The 8,.1e .. of • Teler.cUology Network for Ft .... d •• 
Surroundln, IIlIna", Clinic. 

1.0 Dma.11pw: FpD 8m1e DJNJPACS JpmI,.Ptastgp' 
IV MIU,.", M"Up' "c'ltti" 

The final mOlt eaten live implementation of dilital medical imqinr technoloD' i. the 
thrust for installation and uae or intrafacility hospital Dicital Imqinr Network/Picture 
Archivin, and Communication system., often called DINIPACS, (or UN a. part of the overall, 
evolvin, medical infonDation manarement system. In early 1988, the Army Sureeon 
General approved the planninl P1"OC'.1 for the implementation of DINIPACS .. a major 
feature of the new military hospital construction project of the new Madipn Army Medical 
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C.enter a~ ~ort Lewis. Washington .. Fi~re 6 provides an overview of the new facility from a 
dlall\ostlc IMqln, perspective which IS scheduled for beneficial occupancy in early 1991. 
Figure 6 aiso lilustrates the scope tbut not the final topololY) of the network to be in~tal1ed. 

line 

c::=-
c::::t Single 

Platter 
Arct'uYe 

• Remote Sites 
Laser or 
Phospnor Reader (High VOlume) 

19.2 Kbps 
Modem 

• Major Soeclfications: 

2000 pixel re.olution 

SIf'q1e emulSion 
Film Pnnt.r 
(u needed baSIS) 

Dig,!.' Alternator 

1 0 bitS/pixel acro.. the sYltem 

19.2 Kbs Network Speed • low Volume 

1 Mbe Netwoftt Speed- High Volume Sit .. 

Figure 5. Compoaltlon of a Teler.eUology Spoke 

DINIPACS at Madipn win support a workload of about 220,000 diapo.tic imarinr eKams 
annually. All dilital diapoltic mocla1itiet will. be incorporated into the Madipn network as 
well a. up to 5 individual computed radiorraphy devices to support nat im ... radiorraphy. 
There will be th .... level. of viewiD,station performance; 10 each hip performance dilital 
aItem.ton will be availabl. for diqnOli., up to 37 each mid performance clinical im.rin, 
workstationl wiD be on the natwork to support locations such as the intensive care wards and 
the emereenc, room. and up to 88 each PC.quality workstationl will be distributed for ima,e 
review and coaaItation purpo ... to .ites throurhout the facility. Imap archivin, .,;11 occur 
using cachinr It:ratetie. that involve decentl"alized mqnetic stor.,e and hip density optical 
juke boK technolOl)' or emeflinl optical tape technolol)'. To be fully productiv. the system 
must have 'hooks· available ror CHCS t the Composite Health Care System which il the DOD 
standard hospital information sYltam bein, prohferated in all DOD hospitals in the early 
1990's. 

Pl"eliminary economic studies of DIN/PACS implementationl in ·Deren •• Medical 
Establishment medical centen indicate that. wtth about & 17 million capital investment in the 
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new facility. the system can pay for itself in about 8 years based upon relatively conservative 
economic assumptions . Studies at Georietown University and at the University of 
Washin!rton Inelicate that the analy .. s IS sensitive to about 10 key economic parameters in 
.. sessing costs and benefits . Papers by BensonS and Saarinen6 in these proceeding. 
address the ' peclfics regardIng economIcs. 

Intet.., eolate 
MagnetIC 
Arcn lves --

Coax laV Fiber Optic 
NeIWorl( in Bus. Ring , 
or Star Topology 
(topology not Implied 
from thIS figure) 

Computer (s) 
Suppo"lng 
Arch IVIng 

Gatlway tOl fr 

other Hosp 

High DenSIty 
Opllcal 

c:::> ArchIve -
~:::::~ Laser 

I Film 
Readersl 
WrIters 

4 each 

• ArchIve Subsys.em 

Single Scr .. n 
StatIons 

Dual Screen 
Siallons 

Quad Screen 
~--""'---. SlallOn$ 

66 each 37 each .0 88th 

Interf ace 

• UlsplJY & DIagnosIs Subsys.em 

Computers 
for Imaging 

, _II --• I I "II Arqtll ... ,llor, Sub~yst(,ln 
21 Red I RacI 
Fluoro Rooml 

Flgu,. e. Scope of Work for DIN/PACS II MIIdlgln Army Medlcll Cenl" 

5 Harold Benson It al : Cos, Analysi. of an Image Management and Communication System. 
, 093·5' in Ihe .. proceeding. 

6 A.O. Saarinen It II : Logistics of Installing a PACS System. '093·2' in the .. proceeding. 
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The iitcor!.ture 1S abundant with the anticipated payoffs associated with implementation of a 
full scai~ r'~ PACS Implementation In health care facilities. Benefits such as the 
opportunIty ,or Image reVlew at several sites simultaneously are typically identified and 
frequently reported as advantages. However. there are three mllitary.wlique benefits which 
WlIl be derived from a full scale 1mplementation. 

• First, a full scale implementation will support a sophisticated clinical 
understanding of the use and medical efficacy of totally film less imqing on the 
battlefield. Technology must be fully exploited to build the kind of medical 
responsiveness that is required on the modem battlefield. 

• Second. DIS/PACS in a military teaching hospital environment will be a 
signIficant asset for helping improve physician retention in the military 
medical services. To be competitive with the civUian sector, the Defense Medical 
Establishment must employ high technololY in its health care facilities that is 
consistent with the emer~nl state-of· the-art. This baseline incentive must be 
there to attl'act the quality of clinical talent required for quality military health 
care delivery. 

• Third. DINIPACS in its mature form with crosswalked linkeps to the hospital 
information system will be a slgniftcant productivity improver in the health care 
facility. M stated previously. military health care delivery is characterized by 
unmet demand due to limited resources in a not·for-profit, nonreimbursable 
enVlronment. The improved productivity of a mature DINIPACS system wtll 
allow previously unmet demand for health care to now be more fully met. 

8.0 renchlliPD' 

DiIPtal medical imqin, will make a difference for the Defense Medical Establishment 
in meeting itl battlefield and peacetime health care delivery missions. In devisin, a macro 
stratelY. the three thNita described above must be looked upon as one and blended into a 
whole. For dilital medical imqin. technololY to be successful. an implementation 
perspective lal'ler than jua a lin, •• radiolOlY department 01' a single hOlpital must be taken. 
Because of th. inherent modularity of thil computer·baaed technololY. a ,lobal tops-down 
approach in conftprin, the teehnololY into incamationl that directly respond to across-the
board health care clelivery probleml il the only way that the technololY will achieve it fullest 
promise in ....... dinr to the unique requirements within the Defense Medical Establishment 
as well as for national health care in pnera1. 
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Radiologic Image Communication 

H.K. Huang, DSc 
Dept of Radiological Sciences, UCLA 
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Introduction 

A pi~ture archiving and communication system (PACS) consists of four 

component<;: lcquisition devices, a host computer, image archival, and display stations. 

These four components are connected together by an image communication network. 

Currently all four components are well understood and technologies are available to handle 

most clinical requirements. On the other hand, research and development on the 

connectivity of these components is still in its infancy. It is generally not difficult to 

connect the four components together in a simple PACS module. However, the 

complexity increases greatly as multiple modules are required to be connected in an 

integrated PACS for an entire radiology depanment. Connectivity is perhaps the most 

difficult technical task in a total PACS implementation. This presentation describes two 

emerging methods for connecting PACS modules together. 

Concept of Clusters 

A cluster can be loosely defined as a PACS module or a group of imaging 

components within which images are transmitted. Figure 1 shows the architecture of a 

c1 uster. A major component in a cluster is the hub. The function of hubs in an imaging 

network is to rapidly relay image infonnation between sources and its destinations. In this 

design there are two hubs, one to accept images acquired from acquisition devices, images 

sent by the host computer. and by other clusters. The image transfer rate from acquisition 

devices to the hub will be slow because of the older computers used in the devices. 

However, image transfer rate from other clusters to the host computer. through the second 

hub should and can be very fast. The second hub is also used to transmit images very 

quickly to different display stations. Once the images are in a display station they are 

stored in a local high speed magnetic disk and can be retrieved and displayed rapidly. 
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Since we do not anticipate that manufacturers will change the computer in their 

acquisiti,Jr, device. the image communication speed from the device to the host computer 

will remain slow. However. we can design high speed communication with state-of-the-an 

technology between a host computer and a hub. between a hub to another hub. and 

between a hub and display stations and image archival stations. 

Two Emeraina Communication Methods 

We are currently testing two emerging communication methods, a rooted tree 

network architecture and a token ring architecture. The rooted tree network we are using is 

the Canstar Super 100 network (Toronto, Canada). This network consists of two major 

components, the concenttator (or hub), with a 100 Mbits/sec transfer rate and the host 

interface unit (HIU) with a 10 Mbits/sec ttansfer rate (will be upgraded to 100 Mbits/sec in 

first quaner, 1990). The HIU is insened in the backplane of the host computer and is 

connected to the concentrator with duplex optical fiber. The concentrator allows up to eight 

connections. An example cluster design is a concenttator connected to four acquisition 

devices, one host computer, a second concentrator and two display stations. Figure 2 

shows the experimental set-up of the Cans tar network. We compare the perfonnance of 

this network with that of a standard Ethernet network and some results are shown in Figure 

3. Although the HIU is CU!TCntly limited to 10 Mbits/sec, the Canstar' perfonns much better 

than the Ethernet. We anticipate that when the host interface unit is upgraded to 100 

Mbits/sec, the pcrfonnance of the Canstar network will be 3 to 4 times faster than the 

Ethernet for point-to-point communication; and the degradation would be less severe than 

that of Ethernet for multiple connection because of the 100 Mbitslsec concentrator capacity. 

Another image communication method we are testing is the fiber distributed data 

interface (FOOO which uses a token ring architecture. The user uses the FOOl as if it is the 

Ethernet, no computer program modification is necessary. The specification of this 
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communication method is 100 Mbitslsec. Figure 3 shows some preliminary results. We 

expect th..i: image transfer speed from the host computer to the display stations using the 

FODI ~iil be four to five times faster than the Ethernet when it is fully optimized. 

Piscussion 

Radiologic image communication in this context is defmed as transferring an image 

between two computers (processors). These two processors may reside in an image 

acquisition device, a host computer, an archival station, or a display station. The speed of 

the communication depends on the type of the processor used, the physical media 

connecting the processors together, and the software or the protocol which controls the 

communication between the processors. As an example, in an image acquisition unit the 

computer in a cr scanner was designed for control function and not for communication, 

the image transfer speed from the scanner to the outside computer is slow. On the other 

hand, the processor in a computer, a hub, a display station, and an archival station, can be 

chosen for facilitating image communication. As a result, high speed image transmission 

rate can be achieved from a host computer to an archival station and to a display station. 

The current methods of transfening radiologic images are mostly DRll·W and 

Ethernet, both technologies were developed in the late 70s. Although relatively slow, both 

are reliable image communication methods. The new communication methods are the 

rooted tree network and the token ring architecture. We are experimenting with these two 

technologies IS an alternate method for radiologic image communication. 
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Clinical Experience with a Hospital, Wide 
Comprehensive Image Management and 

Communication System 

Seong K.. Mun, PhD, Steve Horii, MD, and 
Harold Benson, Dept: of Radiology, Georgetown University 
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Clinical .zp.~i.Dc. with a Boapital-Wide 

Mana9 .. ent and Comaun1cation 

Co.p~eheDaiv. 

Sy.t .. 

Seong K. Hun, Ph.D, Steve Horii, H.D., and Harold Benson 

Department of Radiology 

Georgetown University Hospital 

Washington, D.C. 

Abstract 

1maqe 

A comprehensive image management and commu~ication (I~AC) netwc~< 

has been installed at Georgetown University Hospital for an extensive 

clinical evaluation. The network is based on the AT&T Commvie~ sys:e~ 

and it includes interfaces to 12 imaging devices, lS workstations 

(inside and outside of the radiology department), a teleradiology li~k 

to an imaging center, an optical jukebox and a number of advanced image 

display and processing systems. Three years experience with the 

network enables us to plan for the "total" digital department. 
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! Q -N~BCOUCTIQN 

The managemen~ of the vast amounts of medical images and 

information generated by today's clinical services is a growing 

problem. The solution to the problem will increasingly require the 

of advanced computer-based technologies [1] in data storage, image 

display and communication, and human engineering. The progress of 

1 
1 
1 
l 
9 

I 
\ 

" -a.. . .. .:> '~I 

I 

1 
individual technologies has been rapid; however, system integration a~d 

user acceptance have been slow in coming. 1 
Though the new imaging technologies have given the radiologist a 

powerful set of new diaqnostic tools, the quality of radioloqy servicel 

has not experienced similar revolutionary improvements over the de=3=el 

In fact the use of many imaging modalities has imposed additiona: I 

difficulties in managing films and data. New imaging systems have 1 
created a number of difficul~ies in managing radiology images and 

i information because (a) they are often produced in physically distan: ! 

locations, (b) images are presented in varying film formats, (c) , 
radiology service is highly subspecialized and there is a greater need J 

to review multimodality images, and (d) within large and complex 

medical care facilities there is an increasing number of competing 

demands for radiological images. 

It is generally accepted that the management of radiology images 

can be improved by using some computer based image system. However, 

l 

i 

opinions vary. What type of approach would be desirable? The possib!'~ 
I 

solutions [2] will depend on such factors as the nature of radiology 
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service, :~~ types of imaqes, and clinical workload. The use of 

computer based image manaqement is beeominq a major ehallenqe and it ~s 

expected ~o generate a great deal of interest in the near fut~re. 

How could t~is electronic technoloqy enhance the quality and 

efficiency of radioloqy service? How should such technical 

capabilities be utilized to address the critical issues in a cost 

efficient way? Would the users, radioloqists, and referrinq physic:a~s 

embrace the use of this new technoloqy? What kind of impact would :~~C 

technology have in the way that radiology service is performed. The 

project (3] at Georqetown University is desiqned to address these 

questions with close collaboration with a number of universities, 

government aqencies, and the U.S. military. While many specific 

technical issues involving display resolutions, imaqe proceSSing 

methods, and data compreSSion techniques are an important part of :~e 

project, additional emphasis is placed on the system-wide issues of 

IMACS as an integral part of-patient care. 

2 0 DESCRIPTION OF THE COMPREHENSIVE lMAC NETWORK AT GEORGETOWN 

Georqetown University has installed a comprehensive lMAC system as 

a part of a digital imaging network system (DINS) demonstration and 

evaluation program. This section describes the lMACS based on the AT&: 

CommView network. AT&T is the primary system developer and integrator 

for the project. 
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2 1 COmml1,~>a~ion and data base $Y$tem 

1 
\ 

The network topoloqy used in the CommView system is the star based 

on primarily optical fiber. It may be susceptible to reliability l 
problems, in that if the central node is down the whole network is 

rendered unusable. The star configuration, however, does bypass many l 
of the issues that other topoloqies must consider, such as bus 

contention, data routinq, and data transmission delays. In the 

CommView environment problems with the central node are not seen as l 
catastrophic because most of the IMAC functions would not cease since 

.J the peripheral nodes, such as workstations, have local processinq anc I 

storaqe capabilities. The image data quality is preserved at 2K K 2K ;'l: 

12 bits throuqhout the system. 

The central data management system (OMS) is connected to: (a) 1 
acquisition ~odules (AM) which collect images from the imaging devices, , 

(b) high-speed workstations located throughout the hospital, (c) an l 
archival jukebox of 89 Optical Platters, (d) a radiology information 

system through a PC, (e) the Montgomp.ry Imaging Center, which is 

located 13 miles away, over a T-l dedicated phone line, (f) gateways 

that support PC based workstations and a research environment on an 

Ethernet. 

The primary transmission medium used to connect key nodes to 

central node is a 40 Megabit-per-second (Mbps) fiber optic cable. 

wide bandwidth makes it a good choice for networks with high data 
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traffic. ~~isted pair and coaxial cables were also used to transmi~ 

text, i~age, and other data to various parts of the system. 

The =e~~ral node of the CommView system is a general-purpose 

computer, based on the VME bus and 16 bit Motorola 68010 

microprocessor. The node is equipped with 12.5 Mbytes of RAM, a SCSI 

peripheral interface, a 1/4 inch cartridge streaming tape drive, 8 S~ 

disks and interface, and a terminal interface which supports RS-232C, 

9.6 Kbps asynchronous IIO devices such as transcription, 

administration, and maintenance terminals as well as printers. The S~~ 

magnetic disks which provide high performance, mass, on-line storage 0: 

both image and text data are backed up using a 2-disk mirrored 

arrangement. Total storage capacity is at the center node 7.5 

Gigabytes. Although this mirrored configuration reduces the amount == 
on-line storage, it significantly reduces the probability of data .~ss 

caused by disk crashes, thereby increasing system reliability. The 

central node is powered by an noninterruptible po~er system. 

All network data are channelled through the Network Communication 

Module (NCM). The NCM, which serves as the center of the star network, 

is a hardware device contained within the database management system 

(OMS). It supports up to 11 peripheral nodes. For each node there is 

a communication controller which is an intelligent processor that 

manages the bidirectional flow of data between the OMS and the 

peripheral node. The NCM is capable of supporting four different types 

of network communications interfaces. These are a 40 Mbps fiber optic, 

an 1.5 Mbps T-l, a 56 Kbps or a 4.8 Kbps line. 
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The lonq-term storage medium is a two-sided write once read many 

(WORM) opei=al disk. Each disk has a maximum storage capacity of 2.0 

Gbytes. A Cyqnet jukebox holding 89 optical platters and 2 drives is 

used. It suppor~s an average disk exchange time less that 8.7 sec wi:h 

data transfer rate of 262 KB per second. 

2 2 Imaging and input device group 

The acquisition module (AM) is connected to the central node ~s:~; 

high-speed fiber optics that operate under AT&T's communication 

protocol. The AMs are interfaced to imaging systems and film scan~ers 

using one of two interfaces, parallel digital or video, depend~~; on 

the interface capability of the imaging systems. The workstations a~a 

connected to the central node via fiber optics for high-speed 

transmission. Each AM has 360 MB ot storage and can acquire images .... 

the absence of OMS. Acquired images are sent to OMS as the OMS is 

l , 
i 

l 
l 
1 , 

I 

~ 
I 

1 
\ 

l 
l 
1 
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available and its function is transparent to the user. 

used to avoid bottlenecks on the acquiSition side. 

Several AMs a~a l 

Each AM can support up to five ~odalities. Associated with each 

modality is a data entry terminal used to enter and view patient 

information. The AM is also a VHE bus, Motorola 680l0-based computer. 

It comes equipped with at least 8.5 Mbytes of RAM, an SCSI peripheral 

interface, 1/4 inch cartridge streaming tape drive, at least 360 Mbytes 

of Winchester disk storage and a terminal interface that provides 

support for a maximum ot seven RS-232C, 9.6 Kbps asynchronous I/O 

devices. 
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Eight !~aging systems (Siemens MRI, two GE CTs, a Siemens 

Fluoroscop~c system, and four ultrasound units) are supported by two 

AMs. Phil~~s computed radiography (PCR), which is being installed, is 

supported by a separate AM because of its larger data volume. Laser 

film scanners (LFS) have ORllW interface and the PCR has ACR/NEMA 

interface functionality based on DRllW hardware. Other modalities are 

presently connected through video interfaces. Full ACR-NEMA interfaces 

are being planned for installation between the network and CT and MR! 

so as to preserve full digital data. The LFS generates 2000 x 2500 x 

12 bit data set for chest films and the PCR generates 2000 x 2500 x :0 

bi~s per image. The entire network preserves all 12 bits of data. 

2 3 WQrkstatiQD grgup 

The IHAC network based on AT'T's CommView system supports three 

categories of workstation: (a) ·turbo· speed display workstations 

(EDW); (b) results vievinq stations (RVS), and (c) special workstatio~s 

such as SUN, or PIXEL, or PIXAR. The EOW workstations are supported c:' 

40 Mbps optical fiber links and EDWs can be confiqur~ted with four, 

two, or a sinqle screen. Each EDW has 360 MB of storaqe and can be 

upgraded to 760 MB. The primary user interface is a set of dedicated 

function keys and dual track balls, as shown on the followinq page. 

The image data matrix size is 2K x 2.SK x 12 bits for chest images 

on the network. The workstation displays lK x lK images, or a full 

data set can be accessed using the pan or magnification features. It 

is possible to enter a diagnosis at the workstation through a key 
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board. The ~ser interface to the workstations is analoqous to the , 

physical patient folder. Patient folders can be requested, and image~l 
or text can be pulled from the folder for display. Imaqes can be movf1 

I 

from screen to screen, zoomed, rotated, panned, or flipped. Window 

level and width can be changed, and the lookup tables can be mOdifiedl 

in real-time. 

The RVSs are PC based workstations that can be supported on 1 
Ethernet or over a 19. 2K modem. Each EDW and RVS has a separate data l 
<:erminal with a keyboard and CRT. An EDW has number of dedicated a 

function keys for each operation. The function keyboard is shown on l 
the following page. The workstation can handle 2K x 2.SK x 12 bit 

imaqe data, however the CRT displays 1K x 1.2K x 8 bits. l 
The GUH system provides multiscreen high resolution workstations

l <:0 the followinq subspecialty areas: Neuroradioloqy, Abdominal ' 

!maqinq, Ultrasound Imaging, and General Radioqraphy. The following l 
services with single screen.EDW are on the network: Radiation 

Cncoloqy, Emergency Room, Nuclear Medicine, Cardiac Surqical Intensivel 

Care Unit and Pediatric Intensive Care Unit. Additional services wi:~ 

RVSs that will be on the network are: Cardiac Radioloqy, Oncoloqy, 1 
Neurosurgery, and other remote sites. 1 

An advanced workstation development environment has been 

established to research a number of fundamental aspects of a radi010qjl 

user interface. The facility includes a Sun workstation, a PlXAR 

system, AT&T's latest PIXEL Machine, and 2K displays. 
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!he G~H =adiology depar~~ent operaeed an ouepaeiene imaq:~q :e~::= 

in Rockville, ~aryland. Montgomery Imaging Center (HIC), loca~ed :] 

miles noreh of GUH, has a complete radiology service, includi~g :7 ~~~ 

MRI. All the neuroradioloqy service for CT and MRI has been prov~~ed 

by GUH. Siemens 1.0 T MRI and Siemens CT are connected (video) :0 a~ 

AM and the AM is connec~ed to the GUH OMS over a T-l line that cos~s 

5750 per month. The T-l line has a transmission capability of 1.S 

Mbps. Images transmit:ed to the GUH workstation can appear withi~ a 

few seconds. The link, however, has been terminated this past Nove~~e=, 

for the clinical service relationsh~p with the imaging center was 

terminated. 

A research environment consisting of a number of advanced i~age 

processing and display devices has ~een developed to test basic 

concepts [13] in lMAC in the absence of daily clinical operaeiona~ 

requirements. The developmeneal network is based on Ethernet and 

conneceed to the CommView network through a gateway. Image and 

informaeion can be exchanqed between ~he clinical and developmenta: 

environment. The network has several sections: image processing, 

network research, and a Kon1ca tacility. 
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The i~age processinq section supported by SUN compucers, P:XE: a~

P!Xk~, is primarily concerned about data compression, workstation and "1 
image hand:i~g issues. The network research section with AT&T PC3S6 :~ 

a shared S~S c=~=en~races in RIS interface and network modellinq and 

validation. 

~ 

The Konica facilicy has a dedicated chest system usinq the Kc~~=. I 

direc~ digitizer (KeD) [1] based on Konica's phosphor plate, a Kon~=a l~ 

laser film diqicizer, a !nd Konica laser printer. The facility is 

suppor~ed by a microVAX which is connected to the Ethernet. 1 

3 Q NEIWORK OPEBATTQNAL ~xPtRItNCt 
~ 

I , 
Operacinq a larqe necwork in a clinical environment has qive~ ~s I 

an oppor~unity to eva~uate the impact of lHAC technology on a net~c=~l 

scale. T~~s sec~ion describes our experience with the network i~ 

:akinq on a major portion of the radioloqy department. The discuss::~1 

here is rather qualitative since specific data are presented in ot~e= 

publications from our project. 

The capabilities and limitations of the current system at 

~ 
I 

, 
I 

Georqetown are summarized in the followinq section. They are disc~sse= 

in several qroups: acquiSition, storaqe and archive, work station, l 
communication and operations. 

i 
I 
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~he s~c=ess of IMAC technology first depends on cl~nical 

ac=ep~ance ~f image quality. The question of image quali~y in an :MA: 

er.vi:or.~e~~ has no~ ye~ been fully resolved, bu~ a growing nu~be:-& 

papers suggest that 2K x 2K x 10 ( 12 bit) 

acquisicion for a chest image is quite acceptable. For othe: diq~~a: 

modalicies such as CT, MRI, nuclear medicine, and ultrasound, the ~~a;~ 

quality is preserved as che images are transferred from the image:s :~ 

the network. The quality of the chest images is the most technically 

demanding. A careful comparative study of 250 occupational lung 

disease digitized images is currently underway at Georgetown in 

collaboration wich the National Institute of Occupational Safety and 

Heal~h (NIOSH). Preliminary evaluation indicates that the network dce3 

no~ compromise the image quality when the images are digitized a~ -~ .. 

2K x 10 (or 12) bic. 

:mage acquisicion can be characterized by image quali:y, da:a 

~ua:itl, speed, and operations. Video i~terfaces and currently ~se~ 

for :~, MR!, and ultrasound imagers. 

The laser film digitizers by Ou Pont and Konica have digital 

incerfaces to the network. The video interface has two shortcom:~qs: 

image quality degradation and the inability to acquire images 

aucomatically. In the case of CT and HRI, the reconstructed images 

have a dynamic range greater than the 8 bits which are not allowed i~ 

the video interface. The video in~erface unit rediqitizes the video 

signal of post-processed digital images. 
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One sr.or~cominq in video interface is the level of operatio~a: 

dif:icu:~¥. As mentioned earlier, a switch needs to be pressed for 

each frame or image. This requires constant attention of the 

~echnolog~s~. ~cncompliance by the technologist has been a se~ious 

problem. In a video interface environment a system operator has ~o 

enter patient information twice: once on the information system and 

then on the acquisition device. Once the studies are completed a~d 

ready for hard copy production, two buttons must be employed whic~ 

1 
1 
1 
l 
l 
1 
l 

slows down the overall operation. Of course, if hard copies are to =e i 

eliminated, the extra efforts could be reduced. New digital imagin;l 
I 

equipment is adoptinq batch hard copy capability, which make video 

interface to the operation impossible. l 
An ideal interface should place a full set of images on the 

ne~work as soon as the study is completed. This would operate i~ ~~e l 
background, :ransparen~ to the use~. One objective of ~he ACR/NE~~ l 
i~~e=face is ~o allow th~s type of ja:a transfer.-

l 
4 4 ~h~ workstation And it' envi;Qc~ent 

1 
I 

The workstation is indeed a communication center from the users ~ 
I 

point of view, in that it can access lmaqes, patient data, and ~edica: 

records and produce proper reports for distribution. It should have l 
means to bring all the necessary information together, and accept a 

user's commands as automatically as possible 
9 

I 

Workstation performance is the most cri~ical factor affecting ~se; 

acceptance in the lMAC network. The workstation forces radioloqis~s 
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and users ~f :he radioloqy service eo chanqe ehe eraditi~nal way 0: 

reading ~~aqes. The performance of the workseaeion cannoe be viewed 

:sola~:=~, since workstation performance depends on the capabilities == 
the rest cf ~~e ne~work. A number of workstation specific issues, 

however, are discussed here: image quality, image processinq, dis~:a:' 

capabi:i:y, user interface and reporting. 

Image quality in IMAC environment depends on the image matrix s::e 

(resolu~ion), bit depth (dynamic ranqe), uniformity, data compression 

and display characteristics. In a majority of chest cases, an i~aqe 

data set of 2K x 2K x 8 bits is acceptable as lonq as 8 bits of dyna~:: 

range is carefully selected from 10 or 12 bits of data. In other cases 

such as CT, MR, Ultrasound, and nuclear medicine, the imaqe matrix 

defined by the imaging systems is preserved. Because of the video 

interface, however, a selected eight bits of the dynamic range is ~s~=. 

~his has not deqraded the lm4qe quality in comparison to film hard 

c=p:es. In the case of C~ images, multiple window settings for v:de~ 

=apt~re are preferred as done in the case of current hard copy 

procedures. 

In digitizers, it was found that the diqitizinq bit depth shoul= 

be greater than eiqht bits. For a 12 bit analoq-to-diqital conver~e= 

(AID), the lowest 4-bits were found to be noise and for a la-bit AID, 

the lowest 2-bit were noise .. Reduction to 8 bits from the 10- or :2-

bit provides the advantaqe of reducinq data volume and to allow the use 

of 8-bit hardware devices that are much less expensive and more readi::' 

available. 
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A ~~~~er of image processing and display capabilieies are ::eede:: l 
as t~ey a:e ?rac~iced even in ehe film based environmene. The 

capabi:i~~es include: conerast enhancement, magnificaeion, l 
~inificat~c~, sharpening, smooehing, flip, roeaeion, image movemen:, 

c:"9 
placement of images, image display sequencing and display of I 

I 

data. 

Most of the processing functions are available in the c~r=e~: 1 
I 

workstations, but one major difficulty has been the display speed. 

display speed has improved and we can now display 80 MR/CT images :~ 

seconds, which has shown eo be clinically acceptable. A combinati~r. :l 

-~A 
•• - I 

I 
, I 

novel display techniques and faster hardware will be able eo speed c;: 

the display further. l 
The' display charac~eristics of ehe CRT's need more study. 

1 
Briqhtness, color, persistence, uniformity and sharpness define ~~e i 

d:'splay screen. Compared with film boxes, current display a .-o ... - 1 
s~gnifican~ly dimmer. Brighter displays will be available .~ ~~e 

:ut~:e. Not much work has been done to select the mose pleasing 1 
b=iqht~ess, color, or persistence. Uniformity and sharpness shou~= 

also be studied further to optimize' the viewinq quality. 1 
The user interface is a complex subject. The system should be l 

des igned eo mimic the thought processes of the user, and the opera::..:~, ~ 

of the workstation should be friendly raeher than intimidating. M~:~ l 
work has been done to model the radiology user interface in the 

software and hardware environment. User interface questions cover; 

patient selection, image selection, data base imaqing, sequence of 
i 

I 
activities, image handling, and oeher ac~ivities demanding services .-

i 
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the ne~wcr~. Bet~er understandinq and beeter hardware devices have 

~ontrib~~e'i siqnificantly to the development of more friendly user 

!.~':.erfa·=e3, but more work remains to be done. 

Cne ~f ~~e ~ajor deficiencies in workstation func~ion is a :acK -

ef::cient repor~ generation. The final product of the radiology 

service is the report. The ability to make images available alone 

without efficient report handing capability will not meee the pri~a:i' 

objective of image management. The incorporaeion of efficient 

=epor~:nq and simultaneous management of reports is essential to :~A:. 

Report generation is currently difficult and nonautomatic because 

speech recognition technology has been poorly accepted by the radiol:;: 

community. 

A better workstation environment is desirable. A noisy, he':. :: 

cold, or poorly lighted environmen: cannot be attractive. In ma~y 

cases, a radioloqist can spend ha:f a day in front of a workstati=~. 

.# ':.~e workstation environment can be comfortable and efficient i':. ~: __ 

go a long way toward helping win c~~nlcal acceptance. 

Radiology film library users usually require several minutes ~~ 

recover a film jacket as they must walk through several hallways ana 

ride slow elevators. However, the users of computer systems become 

irritated it the response time of a r.etwork is several minutes. ~~ey 

are irritated further if the perfor~ance of a computer system 

fluctuates. Users expect more trom :ecnnoloqy intensive devices. Tr.e 

expectation can be greater in terms ~! speed and/or other qualities. 

The shortest possible response time alone is not useful, if it varies 

much. Operationally speaking, it is better to have consistent respo~s~ 
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~imes, eve~ at the expense of peak performance. If ehe performar.ce :5 l 
COr.S~S~2~~, :he ~sers will adapt to the system bet~er. 

l 
i 

) 

Network operation refers to the flow of the imaqes and i~!o~=at::~l 

th~o~gh the network, from one station on the network to anoener. ::= 

example, data moving from an acquisition device to a database to a l 
display station. Many aspec~s of the network can affect its 

performance: the configuration of the network, the communications l 
media used for transferring data, or the speed of the storage devices 

for reading and writing. Since we have control over some of the l 
:ea:.ures of the network, it is i:nportant to understand the bot~!e::2:.<3 i 

I 

along :~e network, tna: is, those areas that cause transfer to s:=~ 

1own. l 
k~ important aspec~ of ehe network is ehe database manageme~t 

1 
I sys~e~ (DMS). This system controls ~ne local storage, archiving, a~j 

=e~rieval of images and patient information. An efficient OMS ca~ 

lncrease network performance and control the load on the network. 

work still needs to be done in this area to determine the optimal l 
patient archival and retrieval methods using various forms of high 

density storage media. 1 
J 

I~ages are stored at a number of places on the network: the 

acquisition node, magnetic storage at the central node, the archive 

.orkstations, and the image processor. Efficient interaction of al! 1 
these storage devices is a critical issue for network performance. 

i 
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As i~ages are acquired ae ehe acquisition module, the digi~al da~~ 

are trar.smi~ted to the central magnetic storage. The ceneral storage 

also stores images called out (dearchived) of the opeical juke box 

archives. When images are requested at any of the workstations, images 

are copied to the magnetic disk of the workstations. If the same 

images are requested at several workstations, the same images are 

copied to various storage devices on the network. Images are loaded 

memory on image processing boards for rapid display and processing. -~ 

the images are viewed and no longer needed at the workstation, the ~a:~ 

file is deleted to make room for more images. The images in the 

central magnetic disc are periodically archived (moved rather than 

copied) to an optical juke box that contains 89 platters of 2 Gbyte 

storage capacity each. 

The acquisition node should have enough capacity to store : ~~ :

days' work. In the case of the Georgetown IMAC system, the acquis~:~:~ 

can ~ake place even in the -absence of the functioning central node. 

~he central node should be able to store 7 days worth of new and 

previous studies which can be reviewed throughout the hospital. Eac~ 

workstation should have enough capa~ity to handle two days' data 

volume. The actual storage capacity depends on the workload and 

clinical environment. At Georgetown we are studying the storage 

requirement .a the network gains wider user acceptance. 

Image archiving is a third area of concern. Currently image da~~ 

are written on opeical disks in a chronological order as they become 

available. Eighty-nine platters each with 2 Gbyee capacity are stored 

in a juke box. At the current rate of daea acquisition the juke box 
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will hold approximately one year of data. The direc~ory of i~aqe 

:ocatic~ ~s kepe in the maqneeic storaqe device that drives the :uke 

box. Seoraqe eechnoloqy is improvinq rapidly. In radioloqy 

applications higher density is more impor~ant than higher inpu~/·::.;:.::·~: 

speed, because archiving or dearchivinq can be done during off hoc=s 

most of the cases. New devices such as optical tape or super high 

density optical disks offer some very in~eresting possibilities in 

image storage. 

4 3 Communication flexibility and OPtions 

The Communication of images, text data, and other control 

infor~ation in the network require a combination of several 

commu!'lication capabilities and media. In the case of the George: :., .• :-. 

system, images travel on the tiber optics network for the high 

?erformance workstation, and on Ethernet for the·P/C based review 

stations. The twisted pair cables are used for text and control 

i~formation. The teleradioloqy link to an imaqinq center located ., 

~~:es away is suppor~ed by T-l (1.5 MOps) lines. Because of the 

extremely high data volume ot diagnostic imaqes, it is qenerally 

accepted that the tiber optics is the preferred means of image 

transfer. 

Fiber optic links, a T-l link, a !9.2 kbaud dial up modem, and 

Ethernet have all been tried at George~own. While the combination == 

these has been successful implemented, additional flexibility would =~ 

helpful. The fiber opticS provides a 40 Mbps hiqh-speed transmiss:=~ 
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capabili:y. It is extremely responsive, but the current CommView 

system ca~ ~nly support a dozen such hiqh-speed links. More than a 

dozen hiqh-speed workstations are needed throuqhout the hospital. ~he 

other workstations are supported by Ethernet or by a 19.2 Kbps ~ial .w 

modem. They are fast enough for our teleradioloqy and review 

workstation uses. The T-1 links are fast and hiqhly reliable, bu~ 

expensive. Communication speed about 0.5 Mbps that can cover wide: 

areas (within a mile radius) would be hiqhly useful. 

One should note that overall, throuqhput on any communication 

media (fiber or not) is siqnificantly lower than specified. Often ~~e 

specification is based on the raw siqnallinq speed. In reality, ~he 

resultant throuqhput depends on communication traffic, error checki~q, 

communication overhead, and the input/output speed of devices at e3=~ 

end of the link. This tends to reduce the throuqhput by as much 3S 3 

factor of 10 over the signallinq rate. 

Manaqinq the network is more than a technical issue. A large 

network such as the Georqetown system requires close coordination wi~~ 

many people and orqanizations. Constant traininq is required as the 

personnel turns around and the system performance improves. For a 

network of 10 or more workstations one has to train radioloqists, 

radioloqy residents and large number of physicians throuqhout the 

hospital. Technolo9ists and the administrative sta~~ need to be 

trained as well. 

4 5 InterfAce to rAdiology information 'Y'tem 
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It is essential for an IMACS to exchanqe information with a l 
compucer~:ed Radioloqy Information System (RIS). Conceptually, :MA:S 

is a subse~ of RIS. A RIS maintains textual information about a l 
pat~ent, s~=~ as demographics, exam information, reports, and bi::~n~ 

Some of ~his information is needed for storaqe of the imaqes in ~~e 

?ACS and documentinq them as they are displayed on the workstations. l 
Sharinq this information between the RIS and the PACS is not a t~i7ia: 

cask. A year was spent developinq an interface between the RIS a~d l 
:~c system at Georqetown. 

The goal of the RIS - PACS interface is to exchange informaticn l 

between the two systems in a relatively timely, efficient, non-user l 
intensive manner. This would allow for the reqistration of a patien~ 

on one system only, while allowinq the other system access to the l 
information. Currently, most hospitals which contain a PACS mus: e~:~: 

a ~atien~ ir.to both the RIS (or the HIS) and the PACS separately. -~l~ .. -
~~=:eases ~~e risk of more errors in the data and of incompatibi~i~: , 

between the two databases. Also, during busy times, the possibili~J l 
~hat data will not be entered into one of the systems is increased. l 

J 

Such a user intensive system for en~erinq information into the syste~s 

will not be tolerated by busy technoloqists, receptionists, etc. 1 
I 

~herefore, without an interface between the systems, the full impac~ :: 

a !MACS on a radiology service cannot be complete. The interface wi:l 

RIS has significant operational impact. A patient schedulinq mOdule, 
I 

within RIS can initiate data transfer and merqe, and provide scheduled 

data movement to avoid bottlenecks. ! 
I 

i 
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Cc~~~~ication, or the movement of images on the network, should =e 
automatic and transparent to the users. In radiology operations, i~aae 

movemenc is mostly predictable. The Radiology Information System ~as 

the scheduli~g ~odule which contains which patient is scheduled for 

what type of study. Such information should be sent to the !XAC 

network so that related images can be retrieved from the archive ~~ :~e 

background and sent to appropriate workstations and merged with ~~e ~eN 

image set. When a viewer wants to read necessary images, they images 

should be presented to the reader in a pre-defined predictable man~e=. 

Once the reading is completed, if there is no longer a need to view ~~e 

images at that location, they should be deleted at the workstation a~d 

be kept at the active storage (central magnetic storage), or be 

archived. A great deal of sophisticated image management is needed -~ 

fully automate the network operations. 

The use of the IMAC network changes the way radiology service :3 

provided and used. 

complex technology? 

What is the best way to use this expansive and 

What would be the impact of such capability: 

it be cost effective? A number of important questions have yet to be 

answered. 

Some are skeptical of the lMAC concept for various reasons. It ~3 

clear, however, that lMAC in one form or another will be implemented 

radiology services due to the increasing difficulties in managing 

radiology images. There are already many lMAC related activities in 

small and large scale all around the world. The explosion of new 

capabilities in communication, data storage, and display will all have 

a powerful influence in developing IMAC technoloqy. Close 
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1 
1 

collabo~a~~:~ of ~he user community, research teams, and indust~y N~--l 

be nece:z~=1 ~o bring about a graceful implementation of the compone~~~ 

of I~CS. , 
J 

1 
5 0 CONCLUSION 

1 
In~egration of new diagnostic imaging systems within routine l 

I 

radiology practice has been relatively straightforward since a si~g:e 

imaging system does not affect the basic operation of radiology se=v:=l 

and the associated cost can easily be computed and justified. The 

~apid acceptance of new systems such as MRI and CT by the radi010g~ca:l 
community was accelerated in part because these new imaging mOdali::~sl 

enhanced ~he role of radiology service and radiology professiona!s :~ 

patient care. 
. 

Unlike imaging modaliti~s, implementation of" I MAC techr.o:ogy :s 

not s~raightforward. It involves many services beyond radiology ar.j 

1 
=, 

"" i - : 
J 

may change the way the radiology service is practiced. The tradi:i=~;" 

image medium, film, has been around for almost one hundred years and cJ 
has many desirable features in image recording and presentation. V:.-""l" . ..... " : , 

radiologists are happy to continue the use of film as they have bee~ 

doing all of their professional lives. Support from the radiology 1 
community is difficult to sustain in part because the lMAC concept, ., 

I 

unlike MR or CT, is not considered "diagnostic medicine." 

One of the most difficult issues in the implementation of IMAC ::i 

the identification of the primary objective of the network. What 

I 
I 
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problems :~ ~a~agi~q a ~adio:ogy service is one attempt~~q ~o address: 

:XAC :3 3 =r~ad ~oncep~ wi:h many subcapabilities, and o~e may ~c~ ~e~: 

al: the =a~aDi:i~ies. The technology has to be targeted to spec:::= 

:ssues. :~e ;=:~arz ob:ective many be any of the fol:owing: so_v:~; 

~~e di::ic~l:ies of managing a massive film library, providi~g :~a;e= 

~o radiologists and referring physicians at distant locations, 

reduc~i=ns in film dependance to reduce operating cost, p~ovidi~g 

flexible image presentation and processing capabilities, developi~g a 

=omprehensive data base system including image and text data, provi=:~; 

radiology service to distant locations, improving the radiology re~o=: 

~~r~-around ~ime, or developing in-house expertise on new technol=qi~=. 

Once the objective is established, it is essential to go one st~~ 

f~rther and identify specific problems that one needs to address. 

example, in the case of the film library, what are the real prob:e~s: 

7hey =o~:d be anyone or a combination of the following: storage 

space, jece~~=alized storage system, difficulties in recr~itinq :i:~ 

:ibrary personnel, too many competing users, better control over 

i~aqes, or lost films. The clear definition of objectives 1n respc~s~ 

~o real needs or specific needs for solutions will greatly improve :~e 

u:ility of lMAC technology. The objectives will also aid the 

development of priorities in developing the lMACS network in a 

radiology service. Without such a definition of goals and priori~ies, 

the users of lMACS, physicians and other health care personnel, wil: 

often be discouraged due to unrealistic expectations. 

Our experience at Georgetown provided us with a rare opportun:':i' 

to see the future of fully automated radiology service. There are a 
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number 0: ~a:or obstacles. ~here are a number of new emergi~g 

:echno:=;:es, such as digital radiography, high speed displays, 

speed r.e~works and super high density storage devices. System 

:~teqrat:~~ ~as teen possible, but functional integration [15j w~ __ 

:ake more ti~e. The network that we have at Georgetown has bee~ a 

rob~s~ communication platform from which the next evaluation ca~ :a~e 

place. 
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I've been asked to take a half hour to explain the potential role 
of IS~N in networked imaging applications, both today a~d 
tomorrow. To say the least it will be a whirlwind tour. From ~1 
perspective, this is essentially an applications case stud~. 
FrC?:rl /:':lu!" perspective, I hope it will be a broadening o~ yo~r 
thlnklnq about the role of computers and multi-media networks i~ 
your profession. 

This first slide is representative of today's typical networking 
schemes. The LAN will link workstations and servers or rnult:
user hosts at transmission rates in the range of a few :~ 
hundreds of megabits per second. The industry has converged en ~ 
handful of accepted topologies and low level protocols. Topology 
may be bus, ring, dual ring, counter rotating rings, etc. ::-. 
common practice, all of the equipment on the LAN :"la~l 
spontaneously generate traffic for any other equipment without 
formally establishing a connection first. This is the 
qeneralized connectionless networking philosophy. 

LANs are fast and efficient in locally administered environments. 
And there are many product options, with a lot of existing and 
emerging applications and software support. In the case of 
imaging workstations, it is practical to implement a distributed 
architecture with storage intensive image files residing on a 
remote server that provides a file and/or directory structure 
that is virtually local to the workstation. 

The same server or a separate server may contain a text and,' ==
graphics data base which is correlated to the image records, sa':" 
for comprehensive patient records. As the discipline progresses 
I expect we will sae many more software and networking toe~s 
evol ve for application~ development of this nature. In fact : 
will explore the incorporation of voice or more generally audio, 
as a third component in a multi-media workstation environment. 
You will sea that this is significant from a networks point of 
view. It is equally significant in terms of creative freedo~ 
afforded to application. developers. 

One typification of ISDN i. as a natworkinq environment for the 
integration of voice, data, and ima9.; just what I have 
prescribed. The trick i. to realize that the state of the ar~ 
require •• 0 •• fin •••• in capitalizin9 on the potential of ISDN 
while retainin9 the advantaqes of existin9 connectionless 
networkinq. ISDN has evolved in the culture that provides us 
with ubiquitous and hi9hly reliable telephone communications. In 
the telephony world, we virtually alway. establish a connection 
between parti.. before w. communicate. You do it every time you 
make a telephone call. 

I don't mean to insult your intelligence with this discussion. 
It turns out that the.. issues of connectionless vers~s 
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connection oriented networking are truly profound. It pervades 
the ent ire arena of open network communications standards. : 
will sho~ you in the following slides how these t~o communities 
of thought will be perpetuated and yet how the underlying network 
technologies and topologies will be merged. I will also apply 
these factors to the specific case of distributed imaging 
applications. 

A second historical factor is that voice communications generally 
utilize the twisted wire pair medium in a point-to-point star 
topology. Initially ISDN has followed this histori.cal norm. 
There are great advantages in the utilization of the install.ed 
wire plant, and once your communications requirements extenc 
beyond the boundaries of your privately owned property, either 
you communicate over telephone cable, or you pay a dear price for 
alternatives. In the early incarnations, ISDN represents the 
transition from analog and voice specific use of the massive wire 
and switching plant in this country, to a digital transmiss ion 
environment using the same installed plant. When we digitize 
voice at the. source, namely the telephone, then we establish a 
network that can carry all forms ot data, inClusive of voice. 
When we add the intelligence to allow computers owned by the 
user to communicate with computers that reside in the network, 
in significant ways, then we have the intelligent network. 

Until recently, digital voice has required a 64 lQ:)ps "pipe" I as 
it were. For this reason, the initial ISDN service definiti=r.s 
dwell on 64 Kbps transmission rates. You should note that these 
pipes are dedicated and connection oriented. Local area networks 
typically provide much higher transmission rate., but you shoul= 
remember that all stations on the network must share t~e 
bandwidth. Still, LANa have a pertormance edqe that is 
substantial and should not be ignored by the ISDN culture. No~ 
ISDN also provide. for connection mode packet data communication, 
which is well suited to some kinds ot applications, and whic!1 
represents great economy where it is applied. 

So, if we are to be practical, in terms of developinq multi-media 
applications which can be made widely available over a broad 
geography, such a. citywide, or countrywide, or internationally, 
then we will apply local area networks on premi •• , and ISDN in 
the wide area. In addition, if we are to be practical, we will 
recoqnize that .ome ot our communication will be connectionless, 
and some vill be connection oriented. If we wish to have voice 
as a ccmponent of our multi-media, it will b. in a circuit 
switched connection oriented mode, at least for the coming years. 
We will see that connection oriented data 1. also useful for wide 
geographies and spontaneous network attachments. 

So, in this picture we s •• two local area networks with sOr:'!e 
composition of workstations and file or data servers, and ISDN as 
a means ot simultaneously providinq economical wide area voice 
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and data connections. What can we do with this, remembering of 
course that we also have upgraded the telephone network to an 
intelli~~nt network where the customers computers can talk 
direct!y with network computers in the negotiation and control 
of serVi.ces. 

The first fe,ture is the addition of the telephone symbol to the 
workstation qraphic. I can in fact show you, right now today, 
commercial ISDN products which replace telephone terminals of the 
highest functionality, by a pc expansion board and software 
which implements the telephone hardware as a graphical user 
interface element. So the ability to make calls, place calls on 
hold, conference call, auto dial, etc, are now all internalized. 

Remember I'm talking about voice calls and data calls and packet 
data virtual calls. And unlike modem communications, this is an 
intelligent network. When calls are made, when special services 
are used, when error conditions arise, my computer stays fully 
informed by network computers. with a modem I get an audio 
recording if the dialed number is not in service. With ISDN the 
network switch notifies my computer ot the situation using a 
standard cause code. When I'm not around, my computer can 
negotiate a conference call, or retry a call without my 
assistance and in synchronization with the network. This has 
great applications implication. 

In the case of the host or server attached to the ISDN, many 
functions can occur which are triggered transparently from within 
an applications program. So, for instance, we can envision these 
local area environments which may be separated by hundreds of 
miles, staying in sync while using a networking scheme which is 
practical. And note that the workstation in the lower right 
corner has connectivity by virtue of the ISDN connection alone. 

Now, image records on the two hosts can be routinely updated 
during the night using low speed data connections over ISDN. 
These connections can be set up and torn down without operator 
attention, and new servers can be added quickly by attachment to 
the ISDN rather than by long laborious dedicated circuit 
provisioning. Infrequent data download. can be carried out 
between servers or between a sarver and an isolated workstation 
on an as needed and spontaneous basis. 

Perhaps more importantly, ISDN has provided people connectivity. 
Voice communications are intrinsic to the multi-media 
workstation. Envision that the workstation is attached to your 
organizations PBX, so all telephone functionality as it is 
provisioned in your organization and the public telephone network 
now extends to your workstation. With intelliqent networking, I 
can ask my workstation to arrange tor image. and associated 
records to be transferred to another specialists workstation and 
tor the network to call me back when the conterence is ready. It 
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may take longer than it would over a LAN to move the files, but 
.y time is not lost. How inconvenient is a delay in the records 
transfet. if I can simply notify my workstation that say, four 
physiciar.s from different locations in the u.s. should be brought 
together in a voice, data, image conference call to consult on a 
partic'JJar patient case, at some pre-specified time. 

In this scenario, the initiator's workstation might notify the 
appropriate host to transfer the image and patient data records 
to the other hosts or workstations, then send notification of the 
time of the conference call to the other participants, and ask 
for confirmation of availability. The request for confirmation 
may be in the form of a synthesized voice mail message on the 
other M.D.s PBXs! At the time of the conference, my workstation 
brings up the appropriate image records, and rings me back along 
with the other participants. Using circuit switched services and 
a conference bridge the physicians can talk together naturally. 
Using packet mode connectivity, each physician might be given a 
unique pointer icon, and control of the session could be passed 
between participants. The controlling participant could for 
instance scroll, zoom, or perform image enhancements. These low 
rate operator interface functions could readily be handled by 
the ISDN in real time, with the invocation of bandwidth intensive 
operations at each workstation independently. 

This is ISDN today! But not really. We are missing the 
applications. It has been a long haul to convince applications 
developers that ISDN will be a viable networking component. 

It has been difficult to communicate the advantages of ISDN In 
applications scenarios such as this. And it has been 
particularly d1fficul~ to bridge the datacom and telecom 
cultures. For ISDN to·reach its full potential, there must be a 
marriage of the telephone and the personal computer. This is 
what I would call the first true personal workstation. There 
must also be a marriaqe of the data server and the software 
controlled telecommunications switch. CUlturally this will be a 
shotgun wedding. But I assure you that it is happeninq. 

An ISDN applications developer is going to face new challenges. 
He will need to understand telephone switching technoloq}' and 
values, and he will have to understand the regulated wide area 
nature of telecommunications. Foremost he will have to 
understand ·the ISDN architecture and reference model and respond 
accordinCJly. It is like teachinq an architect to use masonry, 
when he has never seen any other material but wood. 

As ISDN networks evolve, the availability and variety of access 
to network services will expand. ISDN interfaces will be 
deployed from privately operated PBXs and multiplexers, and 
interfaces are now available and will increasingly be made 
available from public talephone network serving offices. At this 
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point we see the payoff of using the existing twisted wire 
infrastructure. The scenario I previously described can include 
geograpnically independent locations: emergency medical 
facilities, private operating room facilities, private medical 
offices, teaching universities, etc. In the future we may add 
digital :ellular communications to the list. 

Using this modus operandi, enhanced services offerors can 
establish medical record keeping and archival services Which 
appear to the ISDN customer to be a part of the network. Imaging 
applications can be integrated with other ISDN enabled services 
such as on line medical data base services. In our present case 
study, one could contract for legally significant conferences to 
be recorded and maintained transparently in the network with 
subsequent access on a demand basis. The value of ISDN is the 
following_ It permits the use of widely distributed transmission 
and computing facilities in a harmonious fashion. If I only need 
to hit the archive once a week, why build a static network 
attachment to the archive. If many facilities can economize 
through the sharing of one central archive facility, why should 
each install, maintain, and protect a separate facility. 

So let I s continue our case study with this new advantage 0 f 
transparently accessible assets in the network. Suppose for a 
beginning, we assume that the experts' conference call was 
bridged, meaning the place where the individual voice and data 
connections came together: was bridged at an archival center 
which was not local to any of the participants work places. The 
server holding the image records is identified to the archives 
host and so it can retain this information without actual:'y 
retaining the image record itself. The archival host does retai~ 
the audio and data se~.1on control records though, and this is 
known by the image server. Meanwhile all of the conference 
participants workstations retain full knowledge of the reference 
to both the image server and the audio conference record. 

What we have constructed is a distributed patient record which 
holds references to audio, data, and image records. The patients 
medical records can reflect all of this information content 
without the intansiva memory requirements that would exist if all 
the information wara storad in one place in a flat data file 
structure. Part of tha patients portfolio is a multi-media 
conference call that could reside hundreds of miles away in the 
archive. of a company which is independent of the patients 
serving hospital or clinic. In most case. the full content of 
the record would nevar ba reconstructed. 

Hypermedia is the programming discipline which correlates to this 
networking and distributed data base scenario. A hypermedia 
medical record would contain inferencas to the various 
information content but reconstruction of the full record would 
require a retriaval of the distributed components. The 
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justification of diagnosis and treatment might also include 
refere~c.es to other similar expert conference records. In this 
case tl . ..! attending physician uses the composite network archive 
as a research library. Rather than calling for an experts 
confe~erce for each case, he can now look for precedence in the 
central ~rchive. Note that a precedent case retrieval could 
trigger the archival center to retrieve data and Image records 
in servers not directly accessible by the researcher. The 
virtues of a highly distributed and connection oriented 
networking scheme come to light here. 

On the nuts and bolts side, there are some inefficiencies in the 
independent local area and wide area topologies of the last two 
slides. There will also always be the desire for higher 
throughput at more attractive dollar per bit rates. projecting 
the future is always a dangerous business, but today's emerging 
standards do suggest ways in which the previous networks may 
become even better. 

One standard of interest is the draft IEEE 802.9 standard. It 
comes to us from the same folks that give us Ethernet style 
contention networks and the token ring standards. 

The 802.9 standard is very interestinq in two respects. First, 
it has been designed from the beginninq to be an integrated 
access to both connectionless local area networks, and connection 
oriented ISDNs. It has also accommodated the technical 
requirements for passing digitized voice data, in a packetized 
manner along with other data types. The interface has a point t~ 
point topology using twisted pair wirinq, but the access unit on 
the network side can separate LAN traffic from ISDN traffic and 
send them in their res'pective directions. The 802.9 interface 
has a transmission rate of 4 Hbps, as contrasted to the ISDN 
Basic Rate Interface effective transmission rate of 144 Kbps. 

If the 4 Mbps rate seems slow, remember that this is a dedicated 
point to point link as opposed to the shared medium of 
conventional LANs. It will have an effective throughput" greater 
than that of a typically loaded local area network. 

An 802.9 network board would replace both the ethernet board and 
the ISDN board in the workstation. Low level software revisions 
would be required. But, at least in theory, no modifications to 
the application software would be required. 

We should see VLSI components for 802.9 in the next couple of 
years. 

Looking down the road once more, there is the promise of fiber 
optic based, high speed integrated networks under the title of 
Broadband ISDN. These networks will boast very high bandwidths 
and like the 802.9 standard, are designed to be supportive of 
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both connectionless LAN protocols and connect oriented and real 
time c~itical services includinq voice and full motion video. 

Broadr.~nd ISDN will give credence to the wide area high speed 
networking vision. But make no mistake, there will be 
assoc~ated costs. Broadband ISDN will first be made available to 
the customers of network services with the deepest pockets. 
Traditional LANs and ubiquitous ISDN interfaces will not be 
supplanted. 

So when the data communications people tell you that LANs can be 
all things to all people, don't you believe them. And when the 
telephony folks tell you that ISDN will make the connectionless 
LAN a dinosaur, take them with a grain of salt. If you want to 
stay strategically on top you should look both ways for 
networking solutions to meet your applications requirements. 
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Imaging Workstation/Network Environment 
TODAY 

Workstation 

Workstilion 

LAN 

HOlt or 
Server 

III 
Workstation 

Workstition 

Multi-media Workstation/Network Environment 
ISDN TODAY 

• 
Work.tallo LAN Workstation 

LAN Workstltlo 

Hoe. or Hoe' or / 
Server 

Work.tltlon 

,. Kbpe 
ISDN Acee •• 

Inte,rl.ed Service. 
Dillt.. Networ'" 

(ISDN) 

• 

Workstation 
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Multi-media Workstation/Network 
ISDN TODAY 

Environment 

LAN Workstltlon 

WorleS.ltlo 

HOlt or Ho.t or / 
Seryer 

64 Kbp. 
ISDN Acce •• 

Integrlted Service. 
Dlg.tal Network 

(ISDN) 

LAN 
Workstation 

Work •• atlon 

Multi-media Workstation/Network Environment 
IEEE 802.9 Interface- TOMORROW 

• 

Adlunct 

HOlt or 
Server 

• 

LAN 

Ho.t or 
Server 

proce •• or~ ______ -""l .... _rI 

ISDN 
Acce •• 

Integrated Service. 
Digital Networee 

(ISDN) 

ISDN 
Access 

9B 

• "jf/ •• 
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Multi··media Workstation/Network Environment 
Broadband ISDN- TOMORROW 

• e I 
Workstation 

ISDN 
Access 

Adjunct 
Processor 

Host or 
Server 

LAN 

Host or 
Server 

Integrated Services 
Digital Network 

(ISDN) • 
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• IEEE802.9 
4 Mbps 

Integrated 
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Broadband 
45·600 Mbps 
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High Throughput Communications Protocols 

Sharon Heatley 
National Institute of Standards and Technology (NIST) 
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IMAGE TRANSMISSION 

REQUEST 

WORKSTATION 

IMAGE DATA 
SERVER 

IMAGES 

RESPONSE = TOTAL IMAGE DATA 
TIME 

THROUGHPUT 

ASSUME TARGET THROUGHPUT 10 Mb/s 
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OUTLINE 

PROTOCOL STACK 

PROTOCOL IMPLEMENTAnONS 

OTHER POTENTIAL 
BOTTLENECKS 

ARE NEW HIGH·SP~ED 
PROTOCOLS NEEDED ? 

-LONG-HAUL NETWORKS 

2.4, 9.6, 19.2 Kb/s 

BOTTLENECK· TRANSMISSION 
MEDIUM 

- LOCAL AREA NETWORKS 

ETHERNET 10 Mb/s 

TOKEN RING 4, 16 Mb/s 
eomENECK· PROTOCOL 
PROCESSSING 

-+UGH SPEED NElWORKS 
FOOl 100 Mb/s 
B - ISDN 43· 100 Mb/s 
80TILENECK • PROTOCOL PROCESSING 

104 

l 
l 
1 

) 

l 
1 

I 

l 
l 

i , 
\ 

1 
} 

~ 
t 
\ 

1 
1 

l 
l 
1 , 

\ 

C") 

i 
I 

I 

~ 
! 
I 

., 
I 



r 
r 

r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 

TWO TYPES OF HIGH 
PERFORMANCE 

SHORT MESSAGES / VERY 
SHOAT u\TENCY 
(MILISECONDS) 

MILITARY 

PROCESS CONTROL 

LARGE FILES / HIGH THROUGHPUT 

MILITARY (RADAR) 

IMAGE DATA 

DOCUMENT TRANSFER 

NEW TRANSPORT PROTOCOLS 

XTP GREG CHESSON 
PROTOCOL ENGINES. INC 

VMTP DAVID CHERITON 
STANFORD 

DELTA·T 

NETBLT 

RICHARD WATSON 
LAWRENCE UVERMOAE 
LABS 

DAVE CLAAK 
MIT 

OAII.T.103 FRENCH MILITARY 
PROTOCOL 
GERARD LlLANN 
INAIA 
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OSIPROTOCOLSTACK 

APPLICATION I FTAM 

I 
PRESENTATION I PFIESENTATION 

I 

SESSION ; SESSION . 
I 

I 

TRANSPORT iTRANSPORT 
I CLASS 4 

NElWOAK IINTEFINET 
PROTOCOL 

i 

DATA LINK i LbC1 
MAC 

PHYSICAL I ETHEFINET 
I FOOl 

TRANSPORT CLASS 4 

• END TO END 

FLOW CONTROL 

• ERROR DETECTION AND RECOVERY 

• ~CK. 

• TIMERS 

• IN·ORDER DELIVERY 

• SEGMENTATION AND REASSEMBLY 
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(/) = CD 
)( 
m 
~ 

,.. 

... 

286 1 0 
HOST 

USER 

80286 

-

II1II ~ 

552A 
COMMUNICATIONS 

TP 
IP 

. LtC1 MAC 
80186 ... .8 MIPS 1.1 MIPS tJ) I-- 82586 :) 

era en i= :) 
~ m 
~ 
2 ~ 

C 
(J 

1 MBYTE 0 256 ~ 82501 
RAM KBYTES 

RAM 
.. 

INTEL 310 SYSTEM OVERVIEW 

THROUGHPUT 

USEA TO USER 

TUNED FOR MAXIMUM THROUGHPUT 

• USER BUFFERS 
• WINDOW SIZE 
• NO RETRANSMISSIONS 

MAXIMUM THROUGHPUT 

TP4/1P 
TP4/NULL 
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LOWER FOUR LA YEA 
PERFORMANCE ISSUES 

FRONT·Er.O BOARD 

PROCESSOR MEMORY BUS SPEED 

IMPLEMENT A nON OF TRANSPORT 
CLASS 4, IP. LLC1 AS A SINGLE 
LAYER 

IMPLEMENT AS FEW PROCESSES AS 
POSSIBLE 

REAL TIME OPERATING SYSTEM 

OPTIMIZATION OF TlMER MANAGEMENT. 
BUFFER MANAGEMENT, CONTEXT 
SWITCHING, INTERRUPT HANDLING 

MINIMIZE DATA COPIES 
OR USE DMA OR SEPERATE CPU 

MAXIMIZE SIZE OF BUFFERS 
PASSED TO COMM BOARD 

MAXIMIZE TPDU SIZE 
MUST F1T INTO NElWORK PACKET 
(ETHERNET 1518, FDDI 4500 BYTES) 

OPTIMIZATION OF NORMAL DATA 
TRANSMIT RECEIVE CODE 

ONE TIMER PEA CONNECTION 

ACKNOWLEDGE MORE THAN ONE DATA 
TPDU WITH EACH ACK 
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1 
UPPER THREE LAYER 

PERFORMANCE ISSUES 1 
MAY BE IMPLEMENTED ON HOST OR 
OTHER PROCESSOR 1 
PROCESSOR ,. MEMORY,' BUS SPEED 

IMPLEMENT FTAM, PRESENTATION. l" 
AND SESSION AS ONE LA YEA 

IMPLEMENT AS FEW PROCESSES 
POSSIBLE (TRANSMIT, RECEIVE) 

NO DATA COPIES 

MAXIMIZE SIZE OF DATA 
BUFFERS PASSED TO FTAM 

OPTlMIZATlON OF NORMAL DATA 
TRANSMIT ! RECEIVE CODE 

REAL TIME OPERATING SYSTEM 1 
OPTIMIZATION OF TlMER MANAGEME~ 
BUFFER MANAGEMENT, CONTEXT 
SWITCHING, INTERRUPT HANDLINCl 
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r 
OTHER BOTTLENECKS r 

r DISK SPEED 

r SYSTEM BUS SPEED 

r 
r NETWORK (FOOl) SPEED 

MUL TIPLE USERS 

r ISOLATE USERS WITH A 
LOT OF TRAFFIC BETWEEN 

r THEM ON SEPERATE RINGS 

CONNECT SEPERATE RINGS r VIA FOOl BACKBONE 

r WORKSTAnON FUNCTIONS 

r CAPTURE, STORAGE ON 
DISK AND DISPLAY 
-OF VIDEO IMAGES 

r RETRIEVAL OF PATIENT 
TEXT DATA 

r IMAGE MANIPULAnON 
AND PROCESSING 

r IMAGE RETRIEVAL AND 
STORAGE ON DISK r WHICH OF THESE FUNCTIONS WILL 

r GO ON AT THE SAME TIME ? 

THIS MAY AFFECT r DISK SPEED 

r SYSTEM BUS SPEED 
PROCESSING POWER 
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REFER8\CES 

PROTOCOLS FOR HIGH SPEED NETWORKS 
~ WORKSHOP MAY 9-11, 1989 
ZURICH (PROCEEDINGS IN PROCESS) 

I po I P / I.J.IG~. / -(II(rd.. 'f 

IEEE COMMUNICATIONS, JUNE 1989 
SPECIAL ISSUE ON PROTOCOLS FOR 
HIGH SPEED NE1WORKS 

SHARON HEATLEY 

NATIONAL INSTITUTE OF STANDARDS 
AND TECHNOLOGY . 

BUILDING 225, ROOM B217· 

GAITHERSBURG, .MARYLAND 20899 

(301) 975·3626 

NETWORK ADDRESS 

HEATLE·Y@OSI.ICST.NBS.GOV 
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FDDI: Present Status and 
Future Developments 

William E. Burr 
National Institute of Standards and Technology (NIST) 
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r ., £ 91.r 
"l3E:I,,, 

r Progress in Computing 

1983 

r • 54,000 bought IBM PC txT 
256 kbyte RAM 

r Norton SI: 1 (200 kopl) 
10 Mbyte hard disk with 100 ms access time 

r 360 k 5.25 In floppy 
320 by 200 by 4 color display 

r 1989 

• For $4,000 I Just bought a 386 clone 

r 4 Mbyte RAM 
Norton SI: 28 (4-5 Mops) 
120 Mbyte hard disk with 28 ms access time 

r 1.2 Mbyte 5.25 In and 1.44 Mbyte 3.5 In floppies 
1024 by 768 by 16 color display 

r 
r 
r 'II e eu~ 

'3 SEP 'g81 

r Progress In Local Area Networks 

r 1983 

• ARCNET wa. malor commercial product r • IEEE 802.3 Juat getting going 
10 Mblt/. 

r Earty Ethernet sort of available 

1989 

r • 802.3 • 802.5 LAN. allover 

• LAN s.rver. are hurting the traditional minicomputer business 

r • PDDI standard n.arty complete 
100 MbltJ. 

r Early product availability 
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The Future: 1995 

1# £ 9\.1f'" 
" SEP ', .. 

Personal comouters 
-~~-------------------------------------

LANs 

• $4,000 buys 4/586 PC 
16 Mbyte RAM 
Norton 51: 200 (30 MOPS) 
1 Gbyte hard drive (20 ms access time) 
20 Mbyte 3.5 In floppy 
1600 by 1000 by 256 color display 

• FOOl Is for PCs 
• 1 Gblt/s Super FOOl nearing market for major applications 
• Some Metropolitan Area Network offerings 

OQDB/DS·3 (45 Mblt/s) 
OQDB/STS·3 (150 Mblt/s) 
FODI (100 Mblt/s) 

The Future 

w e Bul'" 

'lSEP "" 

What will we do with all that horsepower? 

• Images 
"paperle .. " office 
publl.hlng 
graphic. alta 
CAD/CAM • 3 dimensions 
medical Imaging 
generated full motion video 

• Modeling & .Imulatlon 

• AI 

Burr's LAW 

• Applications quickly expand to exceed the computational 
power, storage capacity and data transmission bandwidth 
available, however great It may be 

116 

l 
1 
l 
1 
1 
1 
1 
1 

1 
J 

1 
1 
'i 

j 

1 
I 

l 

1 , 
i 

I 

i 
I 

i 
I 



r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 

FOOl DUAL RING 

o DUAL ATTACHMENT STA TlON 

S SINGLE ATTACHMENT STATION 

C CCNCENTRA TOR 

FIBER DISTRIBUTED DATA INTERFACE (FOOl) NETWORK 

FOOl 
COMPUTER DATA TRAFFIC 

• HIGHLY "BURSTY". 

• WHEN TRANSFERING WANT VERY HIGH RATES. 

• NEED NETWORK ACCESS TIMES SIGNIFICANTLY LESS 

THAN THE 20-40 MS ACCESS TIMES OF DISK DRIVES. 

• OVER BRIEF INTERVALS TEND TO HAVE LOW BANDWIDTH 

IN ONE DIRECTION, HIGH BANDWIDTH IN THE OTHER. 
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Fiber Distributed Data Interface (FDDI) 

• Token Ring 

• Fiber Optic: 62.5/125 fiber, LED source @ 1300 nm 

• 100 Mbit/s data: 4 of 5 code for 125 MBaud rate 

• Up to 2 km between up to 1000 ·attachments· 

• IEEE P802.2 and P802.5 compatible 

• Four layered standards: 

S MAC 

M PHV 
T PMD 

FOOl/IEEE 802 Relationship 

102.1 SYIT!III MANAGEMENT 

I 
102.2 LLC 

I 
I02.~ 102 •• 102.5 ,DDt 
CIlIA TOteIN TOKEN TOKIN 

-CD lUI RING RING 
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FOOt SlaUon Types 

I. A OUA&. ATT~NT ITAno. I" A s.au A"~ ITAnGeI 

FDDI Topology: Du8' Ring of T,... 

,= Jeer 
r. .... .: ...... 
Dt lui An.' .. M'" ...... 
I: ...... An." .... ' ...... 
c: c._'r ••• 
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FOOt Bled< Diagram 

IEEE 802.2 LLC 

SMT 

• Monitor RInO 

• MltlIOIAIng 

PHY • Canftg ... 
~ • Encode I Oecode 

CadI 811: --+ 
CoGt SytrCIOII:-. 

COlt"": .... 

P 
III 
D 

• ConnlCtion 
~ 

FDDI STATION 

• 

FOOl PMO 

• ClockIng 

X3.166-198X 
Physical Medium Dependent 

StatIOn 1u*l'1.1I ~II---""'-----""''' 

I .... ~-.7 in. --~ .. 

• 62.51125 (or other) gfldld index muttimode tibet 

• Cuple. Connector: ·S,. type r"",1e 

• LED source: 1300 nm. ·20 dim avg. min. pow ... 

PHY 

• PIN Diode Detector: ·31 dim 1ftIIV .• 2.5 I 10· 10 BER 

• 125 MBaud: a nl pulse wtdIh 

• Standard defined at station bulkhead 
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OPTICAL FIBER TYPES 

0~~-.~~.-~~--~-4. 
0.8 o.i 1.0 1.1 . , 2 • 3 1 • 1 5 

wa.""",iiJUi_S 

0.8 0.' 1.0 1 1 , 2 '3 , & 15 
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FDDI SMF·PMD 
Single-Mode PhYSIcal Medium Dependent 

P 
M 
o 

• SIr.gle-mode tiber. 125 mIcron 00. 9-10 mIcron MFD 

• Dlolplex Connector: "ST- type ferrule 

• Category I 
· Laser. out power compatloOle with MM 
· Distance less than 20 km 

• Category II 
· More powerful laser. more sensItIve rcvr. 
· Tighter spectral wIdth (5 nm) 
· 32 dB power Dudget. up to 60 km or so 

FDCI PHY X3.148-1988 

P 
H 
Y eo. 

altt 

PhysIcal Laye! ProtOCOl 

MAC 

Clock 
"25 MHz Recovery 

PMD 

• POInt to pOint clocking with distributed elastIcity 

• Max. packet 4500 bytes 

• 4 of 5 line cOde: 
- 16 Data Symbols 
- 8 Control Symbols 
- 6 Line States 
. * t 0% DC unballance 
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TABLE J: FCOI " OF 5 eooe 

SYMBOL CODE GROUP SYMBOL CODe GROUP 

Oltl SymDol. Lin. Stlt. SymDol. 

0 ""0 Q 00000 , 0'001 111 " 
2 10100 H 00100 

l 10101 

" 01010 Stlrting Oelimlte, 
5 01011 J.K '100010001 
6 01110 

1 01111 
8 100,0 Ending Oelimlte, 

9 '00,1 T 0110' 

A , 0" a 
B 10111 Control Indicators 
C 11010 R 001" 
0 , 1011 S 11001 
E "'00 
F l' 10' 

TRANSMIT eoliA RECEive CATA 

PHY 

• 
• PMC) 

, 
REPEAT FILTER 

-.... ENCOOE 

~RZ 
~OOE·BIT9' 

., 

• ZS "''''l 
..:C~,-
c;.:c'( 

C:'OCK 
RECCVERY 

I 

LJ 

--.. 

---. 
--.. 

-... 

~ 
SMOOn..eR 

f 6'011 

OEcooe 

~ 
ELA.STICliV 

SUFFER 

.~ 
NAl 
COOe·SITS 

OPTICAL 
RECEIVER 

s or A ~:ON BULKHEAD 
I 

OUTBOUND 
FIBER ., 

FOOl Physical Layer 
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Token 

Frame 

FOOl MAC X3.139-1987 
Medium Access Controt 

PA ff I SO I FC I ED I y, 

.( J ;:I ":lIec ! )IIC ~ 

:S 13 ' "" 

.----PA-4-11' I SO I FC I OA SA I tNFO II I FCS I ED I FS I ;, ". 
I
' FCS Coverage :1 

1"'.>----Same as IEEE PB02.5 ----... >l 

User Irame fields same as IEEE PB02.5 

Fully distributed protocol Including initialization 

Source strips frame 

Token released as soon as frame is sent 

Timed Token Protocol for : 
. Asynchronous Bandwidth 
. Synchronous Bandwidth 

Restricted and Nonrestricted Tokens 

PA: p, .. 1TIbIe 
so: Slanlno Dehmlter 
Fe . Frame ConlfOl 
0 ... : OHIll"libOn AQ;ess 
FCS. Frame C~ s.o...nc. 
!O: EnoInQ OeUmlier 
FS: Frlme SlalUs 

WEB 
10 May 

FRAME 

PA SO 

PA 

FC OA SA INFO 

SO Fe ED 

FCS ED FS 

." 

E A C 

PA.P, .. mbl, 1.IOll Symbol 
SO.SI,rtlno D,II",II" .nt.".r"ng Dellmlt,r 
FC.Fram. Cont,ol Symbol "I, 
DA.O.,Un,tlon A •• ,... C.CI, •• lit 
SA.Sourcl Add,... L.Adclr ••• length Bit 

INFO.ln'.rmalion FF,'.r",a' III 
FeS.F,a"" Check S'Qulncl ZIlI.Conlrol BU 
EO.Endlng O,lImlt" 

F5.F,I"'1 S'llut 

T.T"",I""I Symbol 
A/S.R .. ,tlS.' 5.,.mb. 

E.Err., D,lect,. Indlcalor 
...... dd'... Alcolnl'l. Indicator 
C.F"m, Copied Indlulor 

Figure 2. Frame and Token Formats 
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FDDI ~'1AC 
TOKEN TRANSMISSION 

A transmitting station usually releases the Token 
immediately after finishing transmission of a 
frame(s). 

But, SMT functions may hold Token until one 
or more frames return. 

This is different from 802.5 when the tra·ns
mitting station always waits for the return 
of frames before releasing the Token. 

FDDI "I.~C 
TIMED TOKE~ ROTATION 

Synchronous traffic 

• Guaranteed bandwidth. 

• Guaranteed response time. 

• Based upon target token rotation ti me (TTAT -negotiated during 
during ring Initialization). 

• Station keeps token rotation timer (TRT). 

• Token arriving after TRT> TTRT used only for synchronous traffic. 

• This protocol guarantees an average synchronous response time 
not greater than TRT and a worst case not greater than 2 TAT. 
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r--------------------------~ 
I 

SMAP 

SMAE User 

OSI Layer 3 to 6 

LLC 

Application 
Layer 

(OSI 7) 

Applications __ ~ __ 

Data 

Link 
Layer 

(OSI 2) 

Physical 

Layer 

(OSI 1) 

SMAP: System Management Application Process 
SMAE: System Management Application Entity 

FOOl Station Relationship to 051 Model 
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OAS OAS 
a) AA to 88 Conlctlon 

(results In crossovers) 

b) M to M Connection 
\'~c;u:IS .n disJoin I loken palh9f' 

OAS 

_:MAC 

c) Master/Slavl Loop 
.(reSulls In diSJOin I loken pains) 

Figure 1. Examples of physical connection errors In FOOl 
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a). A ·Cua. Ring of Tr ••• • 

: ~~--------------------------------------~ 
t ; 
I I 

1-, 

SAC (!) WN~ Duel Alnl 

~ ''''IOft .yp ••• 
G) Cone •• ur.,or 8y ..... 

b). Ring Recontlgurallon againsl fallur. 

Figure 7. FOOl Network Topology and Reconflguratlon 
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S 
II 
A 
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t 
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r 

8'IS 

ISOC. 
SMT 

·Mo,.·-:, ~"9 

'Mal"'age "'''9 
'C tele 

Management 

'Conflgure 
Ring 

'Connectlon 
Management 

--+ 

... 
..-...... .. 
.... 
'"'" 

.0lil> --

FOOl-II Block Diagram 
r··----iEulOi:iI.LC-·"·-·I "' ..................................................... . 

i CIRCUIT SWITCHED MUX i ' .... -..... -, ............ J ............ -.~ ~·· .. ··· .. ····· ...... ····i .... · .. ··· .... ·········~ .. 
PACKET MAC 

Paclt.1 Inl''I)I,lalion r ISOCHRONOUS MAC 
TOilen Passl'" 

• PlC*tl FramlftCJ 

1 • r 
'f" I i 

:""0 To 16 HYBRID MULTIPLEXOR .. - MuIlID"1 I D.mulllOlel 6 144 Mbltls 
PIdl.llw8C 

Wide Band 

·,~t~~~~~~~~ ........ " Channel. 

.... • C ,ctl SynctuonlllllOft HYBRID RIN G - • Encoot' [)ta)OI 

• CIOClu"9 CONTROL 

~ 
PMD . ElectronS - , ~ 
PhOlOns 

Code 

COde 

ContrOl 

S .. mco,,--. I~ fl 
. .,... 

ISOC Oall •••••• 

(0) 

I-
I PA I CH 

5 2. 
sym. 

~ 

F'lQure 4 

FOOl-II HAC 
Hybrid Ring Control 

Cycle (125 us) 

I PDQ ~ COO C01 

"- ~ (0) 

PA: Preamble 
CH: Cycte Header 

LIU ZualU 
W E 8ufT 

30 MARtiel 

PDG: Dedicated Packet Data Group 
CGa: Cyclic Group I (0 to 95) 

• Adds Circuit Switched Service to Token Service 

• 125 us Cycle tor synChronism With telephone network 

• Zero to sixteen 6.1'" Mbitls Wide Band Channels (WBC) 

• Isochronous WBCs may be suballocated many ways 

• .768 to 99.328 Mblt/s FOOl token ring packet service 
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PMD 

FOOl Status 

· Out for second public review 
Little remaining controversy 

· Estimated approval: Dec. 1989. 

SMF-PMD 
· Out for first public review 
- Estimated approval: Oct. 1990. 

PHY 
- Approved ANSI standard. 

MAC 
- Approved ANSI standard. 

SMT 
- First "stable" draft May 1989. 
- Estimate first forwarding Dec.1989, final approval Oct. 

FOOl-II (HRC) 
- Out for first public review 
- Estimated approval: June 1991. 
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Interconnectjng LANa 

• 0 ... Unil Layer 
• TWOMatotcam .. 

.... m."'lre •• 
Sourc. Aouttn, .nc. ... 

• II, CSlu,reemeftt aoout "'.'mum liD of 11001 netwoftl. 
betor. brtd,l", 

Some vencsor. wtH recommend not "'01. tttan 100 
ItItIOfta on one tOken .It 
Otttera apparently contemptll. an oruer of "'a,nrtucs. 
more 

Interconnecting LANs 

Tranlparent L.am,n, IrlCS, •• 

• ole I. proponent 
• Irtcs,. come. up forwarcsln, IU traffic 
• Iltd,. k..,. rlCOfCla Of lOUrce Md,.... 

St.,.. fOIWlICItftl trom LAN If .... SA on tttit LAN 
• U ... Spanning Tree Altorttft'" tor Routt", 

bey to tncor,orat. reclUncIInCy 

• Simple It8ItOn .... ocoe 
StatIOn dOean1 know destinatiOn I. remote 

• Com •• ~ PfOIOCOI 
RoutJftI ....... 
Spannln, tree 

Interconnecting LANs 

Spann!np Tree AICIOrthft 
• PrOlOCOl ....,.. t". mere II preclMly one ........... n any 

two IUOI ...... (no l000I) 

• ... IItCIIe .... 2 or more I'" 
• I ... UftI& In one Of • It •• 

IIofwIlCSmt 
lecIlUO 
"-.,orw .... 
"-I~ 

• IttcfIM ...,iM1Caaty t, .... ut "HILLO" IMIUI" 
• ProtOCOl ,...1ttcIp wtIft LOwHt 10. "Roar 
• On MCft LAN me DrtCI98 ". .... me ROOT becomel ... 

• 011111 ..... 1IncIge (tiel reIOtVeCIty 10) 
• .......... 19 recIUnOInI ............. 
• w ..... • .... ·DftdI8e 

"-,,Id.d me 1Im_ DrtdtM dO ............ form ..... 
Int...:onnectlng LANa 

• I ...... U.~ .. 
• ......... ., ....... ·.UIPJ_(' ..... 

IttcfIM ",a" ............. 1ftfOmI .. '" 
DllrPllan.,...., r.c."'. muIIpII ..... 
DI.rp.an,.".. •• ,.... ..... 

• Iourae ...... .....-,.. •• "711 ..... rouIe to .................. ,... 
........... 10 ......... ..... 
, •• ray to ........ ,... ................ 
No_ .. I.I)ft ... or~ .............. 

• Compea ........... acoe 
..... ,... •• 1 .... 
.......... rouant InformatIOn 

• "rODI ... far .,.. ~ '001 ".,... .'11.10,. .... 
.,..... ........ tcMfttrtlecl Dy .... SA ..... 
.. ....,.,. Dy ttlll byte Of InfO fIIId 
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History 

Now 

Future 

• £ to#" ,u- ... 

• In 1950s, microwave made transmission cheap, Switch.ng was 
expensive 

• In 1910s digital logiC • computers reversed the retatlve costs 

• We now are us.ng protocol stacks and architectures based on 
1910's designs. 

• With (relatively) fast networks like FODI, protocols are often 
the bottleneck 

• With fiber optic media, transmission costs are failing fast 

• In 1990s fiber will make transmilsion cheap. switching 
expensive 

• TOMA network architecture (Iuch as POOl) with electronic 
stations cannot fully exploit tiber bandwidth 

Electronics cannot keep up with fiber 
• Optical computers might poulbly change this some day 

This technology II probably II long way oft 
• Near term solution Is frequency division multiplexing 

Many coherent experlmentl to date 

Fiber: the Future 

Present use (POOl 1& SONE!) la prtmltlve: Direly ser.ch .. the lurface 

• Analogy: 
Electrtcal communicatlona ia the Itone .,. 
PreHnt noncoh.,.ant fiber ia bronze ag. 
COh.rent fiber will be Iron age 

slgn~ J\~/'fV~: .... __ ... i8 
IF proc:eaaang 

local 
oSCitlator 

Coherent Heterodyne Optical Detector 

Intrinsic bandwkfttl of aengl. mode fiber il hUGe 

• On order Of 10,000 to SO.OOO GHz 
One vOice cMnnet la 4 kHz 
One TV cftannel II 4.5 MHz 
entire broadcast TV spectrum ta 401 MHz 
11001 cMnnel bandwtdth la abOut 100 MHz 

• One fiber can. in tMofy. carry: 
The enare NOftI'I Amertcan peak votce toad 
More tIW'I • million TV chann", 

\ 
- \ I 

1- \ 
1-- \'-~ 

=- "-r-'- .. 
- .............. --. - ."":--=y=-. - . - - - - ~ --

Optical 'Iber Attenuation VI. Wave.ength 
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Ronald Levin, ScD, Biomedical Engineering and Instrumentation 
Branch, and Etienne Lamoreaux, MS, National Cancer Institute, 

National Institutes of Health 
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Introduction 

The medical community is faced with the dilemma of 
making critical deCisions and judgements which directly 
or indirectly affects the quality of patient care. How 
well physicians and scientists perform their tasks 
depends on how effectively they process information. 

Various computer systems have proven to be effec
tive tools in helping physicians and scientists process 
information. Computer hardware and software have 
matured to the point that computers are an important 
part of daily medical research and practice. 

One clear direction in using computers in medical 
applications is the need to develop an affordable and 
easy to use medical sciences workstation that can be 
either standalone or networked. The early phase of this 
project will provide a system that is useful both as a 
clinical service and as a research tool. The initial 
phase will be R&D involving the medical imaging 
sciences departments. In latter phases we will hope
fully be able to link into an Ethernet/FOOl system 
installed at the NIH and possibly to the MIS system; in 
addition, we plan to disseminate the system to other 
medical facilities. To that end we will be concerned 
with Issues of uniformity, standards, and affordability 
from the Inception of the project. A generally adopted 
system will have the advantages that users will be able 
to trade software and know-how. The NIH will benefit in 
many ways from this dissemination process. 

Applications will Include image comparison. 3-
dimensional data superposition, image superposition, 
2-, 3· and 4· (time) dimensional reconstruction, image 
archiving, Image analysis, radiation therapy and surgi
cal planning and assistance . 

. Clinical service will be greatly enhanced when bi
directional links to the MIS can be made (so that imag
Ing physicians have access to patient data and referring 
physicians have access to images). This will be done 
when suitable network and computer support are 
available. 

Such a project is best handled by combining both 
Internal and external resources. Combining the vast 
resources of the NIH, which includes unparalleled 
medical and scientific expertise, with the contributions 
made by our colleagues outside of NIH will enable us to 
reach our goal. 
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RADIOLOGY 

Space-Age Techniques for Generating Images 

Victorian Methods for Retrlevina Imaaes 

Clinical Goals 

• Optimize patient care 

• Make better use of existing clinical techniques 

• Develop new and better clinical techniques 

Research Goals 

• Gain a better understanding of the basic physiological and 
biochemical mechanisms influencing life 

• Develop methods to help the biomedical community localize 
and classify disease 

• Develop methods to help the biomedical community under
stand how best to treat illness 

Clinical Research and Development Examples 

• Treating Brain Tumors: 
• Neurosurgery (NINDS) 
• Radiation Therapy (NCr) 

• Brain Imaging Consonium . 
• NIAAA. Section of Ciin-cal Brain Research 
• NINDS. ExperimentaJ Therapeutics Branch 
• NIMH. CUnicai Brain Disorders Branch 
• NIMH. Section on ClinicaJ Brain Imaging 
• NCI. Radiation Oncology Branch 
• DRS. Biomedical Engineering and Instrumentation Branch 

• Benefits of these parallel research and development efforts: 
• State of the an imaging techniques (registration. etc.) 
• Adas (Alan Evans) 
• Establish safe and effective clinical procedures 
• Excelerate investigators researCh eftons 
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Information Processing needs of Physicians 

• Access medical records 
• Integrate medical records from various sources 
• Reference medical data bases 
• Communicate with consulting physicians 
• Analyze results of various medical tests 
• Analyze multimodality images 
• Generate accurate medical reports 

Information Processing needs of Scientists 

• Acquire laboratory data 
• Store and retrieve data 
• Integrate data collected from various sources 
• Utilize scientific data bases 
• Communicate with colleagues 
• Numerically analyze data 
• Graphically analyze data 
• Process images 
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General Hospital 
Department of Nuclear Medicine 

Robert Helton, M.D. Ann Arbor, Michigan 

Patient 

10 • 

Blrthdate 

Procedure 

Hedden, Jean 
Planar TL 

00100100 

Study Requested 

Date of Study 

Dlagnollng PhYI. 

Thallium 

2/19/88 

The palient undelWllnt treadmill!bicyde exercise, and was then injected with 3.2 mCi of 201-Thallium as Thallous 
chloride at peak stress. Immediate and delayed scintigraphic images of the he an were obtained in muniple 
projections. SPECT imaging waSlWas not performed. 

Results 

Abnormal stress/delay thallium study. The redistribution of radiotracer in the septal and irlero·apic:al walls on the 
delayed images is consistent with myocardial infarct. Distribution of tracer in the anterior wau is consistent with 
myocardial ischemia. 

Stress Delay 

Impression 
There is left ventricular diIIhlion. There Is dea1Iased radiotracer uptake in earlier images in the septal and anterior 
myocardial walls. There Is evidence 01 slow tracer uptake in the arcerior wal in the delayed view. The remainder of the 
myocardium shows normal distrtlutlon 01 iddkJIJace{. 

Ot8gno81ng Phyalcl8n 
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General 
Department of 

Robfrl Hellon, M.D. 

Patient : K eyes, Jan 

10' : 163287 

Birthdale : 00 /00/00 

procedyre 

Hospital 
Nuclear Medicine 

Study RequeS1ed : Bratn Tomo 

Date of Study : 5/1/88 

Referring Phys. : Smith 

Aaa Arbor, MicbiglD 

Following the intravenous adminis1ra1ion of 5.5 mCi Of 1·123 Iodoamphetamine, a head tomographic QCQuis~ion was 
made and subsequently coronal, sagmal and transverse tomographic images were genera1ed. 

Results 

PhotopeniC areas larger than what Is considered normal were seen in the regions of the lateral ventricleS. There is 
signifICantly reduced tracer activity In the regions of the corticeS of the occ:ipiIal and parietal regions on the right side. 
There is an area of increased tracer activity seen in the base of the blain, approximately in the midline. 

'-

Impression 

,--
-

Abnormal ~ tnIn Ie*\. 

The corticeS of the oc (!pial and partetallobes on the right side 
are seen as being 1hi1Wlld. 

There is scintigraphic evidence 10 lIoggH' neopiallic process in 
the base of the blain approximately at the "*Itne. 

Van Riper 

Dtagnoalng Phyatctan 
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SAMPLE 
l'Ilysoml1: ROBERTSON, Fl>.ED 0 .. MD RG·20 

1621}4 17.Aug·88 07)9 CT CHEST WOIW CONl1!AST 

INDICATION: 
P'iluenl wnt! malignant p~lD.I effUSlOe of Wltnown etiokJry. 

DESCRIPTION: 
SQI'Inlllg was performed at lem. uu.c:rwals (rom the inferiOl" hver margin lhrough the chest (oUowing 
admlluwauon of oral and dunng Jdminlsuauon of lIlunenot1S connst rTliLCNI. 

FINDINGS: 
PIe.unJ thtckcrung IS noted wuhin the "IN hemithoru involVIng pnlt'Wlly the pos&.enoc laaaaJ p&cura but 
Wo involv;nslhe ......,." medwunaI surface aIcnllhe !reo edse 0( Ihe lI\ymic rem ..... on Ihe "silL A 
well cU'tutnscnbcd 3mm. aktf.::aioa is prexN in the riJhl upper lobe consislCI'It. with a caicilied 
gnnukMna. A small 10 rnodc:n&e su:ed pte:&n! effusion ts JftXI'II With some loculauon akx'll the pos&aior 
~U\il n:gtOn in the inferior ches. Two J*eftChymat densilJeS are present in \he ri,hl hemilhoru. One 
0(.- measunnl ""'silly 2cm. iII.-.. _Ihe pIcunJ surf""" Infet'Otlle<lWly on <UIS r23 """"sII '22. 
A partion 01 Ibis ~ II) be ..... ..:1 tbc:re does appear 10 be Ii "comma ~II- es.u:nsion inleriorty whch 
is sugesLivc (or round aacicc:IaaiL AMIIbI:I density \S ICQalJly WI min the In(erolareral ~l of the 
oblique ro ....... and moy rqIIaenc __ pIaonI nuld or fibrosos. The IUIII wlndo .... ",VQJ 
empllysanllOllS c:IIanp in Ihe ___ ...... 0( Ihe IUIISs. No pleur2l or <li.aphtasm .... calciroc:auons 
.... idcnurlCll. The pIaonI surf_ ill _1dI_iIboru appeon normal . 

IMPRESSION: 

I. RIGffT PLEURAL EFFUSION WITl! SOME l.OClJLA nON INFEROMEDIAU. Y. 
, DIFFUSE PLEURAL THICKENING CONSISTENT WITH ASBESTOS EXPOSURE. 
) , INFERIOR PULMONARY PARENCHYMAL DENSITY MOST CONSISTENT WITH ROUND A'tELECTASIS. 
' . EVIDENCE OF OLD GRANULOMATOUS DISE.ASE . 

A PI"""<d by: John Sm un. M . D. 

T~bcd on: 18·Aul·88 08012 
DenISC Ja~ 

,,...-. _,~.....,_~IO"""""'~~.~ID' __ 
~1O ____ """""'" '~.wH1IIA'QII ....... art"~_~"'_ .,......,qJI __ ~~. Ir* .. ~ ... ~ ........... Ir* ... 
~ ____ OI~~ 
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Problems 

Propn9tary Image tile formals 

Lack 01 IndUstry standards 

GenLl'9 people 10 lalk 10 each other 

Need to standardize the structure of 
medical application software 

Implementation Strategies 

• System Design 
- Top-down design 
- Bottom-up implementation 

• Insulate the applications 
- Device independent 
- Take advantage of new hardware 

• Setting goals (staging project) 
- Long term goals 
- Short term goals 
- Research project driven 
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NIH Loeical Architecture 
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COMBINED IMAGERV (ANAT • FUNC) 
CLINICAL (IMAGE COMPARE" ARCHIVE) 
DOSIMETRV (CT CORRECTED NUC) 

c. 

IMAGE REPRESENTATION 
IMAGE RECONSTRUCTION (3-0 

ELERAOIOLOGV 
REPORT 
COMBINED IMAGERV (SERIAL) 

c. 

BEI8 
SURGERY 
PATHOLOGY 
NIAAA 
NIMH 
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Platforms for Medical Applications 

- X-terminals (low end applications) 

- Macintosh lis (medium end applications) 

- UNIX workstations (high end applications) 

B lo·Med·Shell 

lCom-
Imand 
111 

~ .. ulta 
& 

~ 

11:::l P EJtatl 
~ECJ 

EJ 

EJ 

~ 
PI 
~nt.r-
~ac. 

'~EJ ~ 'a- thers I.r-
~I .fined 

raphlC 
rlmlti 
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Control 

CommInd 

Appllcltlon 

Report I Data aase 

Error Hindle 

LiBrlry 

fool. } Coprocessor 
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r The VA File Manager in a Distributed 
r Workstation Environment 
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Dr. Gunther Schuller, University Wurzburg, West Germany 
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Distributed Processing in the Hospital 

Future requirements and possibilities 

image processing 
permanent reliability (NON-STOP Operation) 
Heterogeneous Systems 
Affordable Hardware (PC and LAN) 

LAN Requirements 

Redundancy 
Automatic Reconfiguration 
Network Control Center 
Fiber Optic 
Speed > 10 mbit/sec 
Hierarchical Cabling (Segmentation) 
Packet (and circuit) Switching Protocol 

Data Processing Equipment Requirements 

Distributed Hardware 
Distributed Software 
Non-Stop Service Software 

Data Security 

Use of Certified Hardware and Software 
Prevent Unauthorized Access to Server 
Prevent Passive Recording of Traffic 
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Software Level 1: Network Layer 

(ISO Level 5; A %netbios) 

Ccnnectlon Passwora 

germ anent AutI'Ientrficanon 

Na~espac. Passwora 

Permanent SesSion Control (agllnst File Manag., Oataease) 

Message EncryptiOn/DecryPtion 

Forced lOacMg of All WOrkstations from a Serv., 

Transparent Error Message Handting (Szzerr) 

Automauc Sessaon Restart 

Remote JOB Command (node • ' .. ') 

Remote Process Stat\JI COntrOl (~mIOC) 

Remotl s..on Comrot (~) 

SyncnronlZabOn of W~iCSratJcJI"ServIt ISZSYNC) 

Software Level 2: MUMPS Layer Software Level 3: Tool Layer 
~ ~ (MUMPS ceo) ·AeaitICtJOt'I 

;JCM'na/JIng tr~) 

Read ~ aatI MtI 

QgGona mount 

NaII'IeIOIC8 SWIU:n I MUMPS. DBO) 

ZTM Aemote T •• k 

Aemote Ta.k Control 

Remote Job Activation 

Backup/Autore Proceu 

Ham_pace Synchronization 

l 
1 

i 

" I 
1 
i 
i 

1 
1 
1 

1 
) 

1 
I , 
I 

1 
l 

l 
Errortr8p in XQ 

NalftHl*:e Swllctl In XQ (%zoaf ("PROD")) (MU 15 
D8D) 
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File Manager Windowing (DtwE%) 

XQ. XQM Windowing 
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Experiences of Wurzburg 

PC Network stable 

Very Flexible in Hardware and Software 

Inexpensive solution (high speed, optimal user support. 
high redundancy, non-stop solution) 

240K Global Transactions/second (1 KB each) per server 

(INTEL 80388, 16 MHz, 4MB RAM, no disk access) 

80286 machine (12 MHz, 1·2 MB RAM) is fast enough 

Non-Stop Solution 

When a node encounte,. an error (Szze,,) In on. of the 
serv.r., 51: 

Start. proceu at the .. rv.r S2 (ZTM) and wait for reply 

Th. proceu at S2 control. all .... Jon., proce .... and 
data .... of S1 and decjd .. whether S1 .hould be 
.wttched off In part or In total 

S2 torca all wortcatation. to twitch to the new 
nameapace and go on 

After ..... Ir of 51 and after the dally backup and ,..tore 
proceu (ZTM) all workataUon. a,. Informed to do a 
namapace Iwttch to the norma. mode (replicated 
.. rve,.) 
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Systems '89 -----------_____________ _ 

PC· Konfiguratlon 

<4 

:zs 

DES 

51 

o 

n 
j DES I 

j 

I 
I 
I 

S2 

w 

DES 

II: Arbeu:spla 

S: Server 

U niversitit Wiirzburg, Rechenzentrum -

Systems '89 ----------------------------

A P P 1 1 ~ • ~ 1 0 n • n 
I 
~~ 

----------------------------------------------------~ 
- Dacanbenkqaneracorayace. thlerarCh. ralaCional, 

"aCI"ark, 'l(01) 
- lanuclarvarwalcun, 
- aarac .. arwaltu"4 

TOOLS (VA) - onllna Do~caclon (Sy.te •• aanutzar) 
- "lndowlft9 
- _11bo. 
- Appll-.clOft8Varwalcunq 

- 'r~larapr.cna 
- MulCluaer/Mulclc.aklnq aacrleba.yaca. 
- vareallca DacenDank 
- %Y9rlffakoordlnlarunq 
- SplatalaCal 
- .JouC'Ml 
- .,l.aranl."f 

- NeChr1chtanveracftlu.a.lunt 
- Verblndunqakoncroll. 

.. I 'f • lOS 

U niversitit Wiirzbul'l, Rechenzentrum ---
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error trap ~ / names pace 

option choice by user - -~ )( ~ ~ 
,;'-;,,,...~ 

,/ switch 

• 
interrupt trap ( , • J .. 

%=O,S1=" '1l~Q1) I 

'i~·./' W1 

DHCP 
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Clinical Imaging Project 

Drs. Shima and Takahashi, Fujita Gakuen Health University School r of Medicine, Japan 

r 
r 
r 
r 
r 
r 
r 
r 
r 

157 



r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 

Paper sllb~itted by Drs. Shima and Takahashi 

FUJITA GAKUEN HEALTH UNIVERSITY 

SCHOOL OF MEDICINE 

CLINICAL IMAGING PROJECT 

UNIVERSITY MEDICAL CENTER PROFILE 

1,600 beds in multiple hospital buildings 
2,000 outpatient clinic patient visits per day 

GENERAL BACKGROUND 

In Japan, almost all large hospitals use computerized 
information systems for the major patient registration, 
billing and accounting, inventory control, and other 
business-oriented applications. Many of these hospitals 
have installed order entry systems. 

The majority of these business-oriented systems are 
written in COBOL, and are operated on mainframe computers 
supplied by Fujitsu, NEC~ and IBM. Several hospitals have 
fairly extensive MUMPS-based systems, operated on VAX or 
UNIX-based minicomputers. 

MEDICAL IMAGING 

There is extensive research being conducted on PACS for 
medical imaging support. Several hospitals are using PACS 
extensively in cl1n1cal activities: for example, the 
university medical centers of Hokkaldo University, Kyoto 
University, Kochl University, and Kitazato University. 
Hokkaido University Hospital is integrating PACS into a 
Total Hospital Information System, with plans to replace 
all Xray films vith digital images. In other hospitals, 
PACS are used only in the Radiology departments. 

A Medical Informat10n Processing Standard (MIPS) 
Committee vas organ1zed by the Japan Society of PACS, the 
Ministry of International Trade 3nd Industry, and Japanese 
manufacturers of PACS systems. The committee adopted a 
subset of the ACR NEHA standard, provided a capability for 
handling Japanese characters, and released it for broad 
use. 
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NETWOR~ 3ASED COMMUNICATIONS 

g~me ~f the national university hospitals have 
insta::~j, and others plan to install, LANs, which mainly 
are Ethernet using coaxial cable, but also include some 
high speed LANs using fiber optics. Among these national 
university hospitals, an inter-university network is being 
developed by the end of this fiscal year. At present, 
several universities are connected using a DDX packet 
exchange service on a dedicated NTT channel. 

THE FUJITA GAKUEN UNIVERSITY SCHOOL OF MEDICINE PROJECT 

Dr. Takahashi of the Department of Radiology is 
directing a project to develop a low cost, modular medical 
imaging system to meet the personal professional needs of 
clinicians, especially for the continuing education and 
clinical research uses. In parallel, Dr. Shima is 
deSigning a full clinical data base system oriented tovard 
clinical decision making. The deSign includes use of the 
U.S. Department of Veterans Affairs File Manager system, 
extended to handle medical images, and hosted in FIPS 
12S/ANSI Xll.l standard software technology, extended to 
provide object oriented programming and database 
capabilities. 

An initial prototype has been developed for proof of 
concept. It is based on the U.S. NIH Macintosh-based 
prototyping experience .• 

The second phase of the project is concentrating on 
developing the clinician-machine interface that will 
provide full support for physicians' clinical activities. 
The design is following object-oriented principles. 
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Software Standards and Imaging: 
The NIST Software Backplace Project 

Wayne McCoy 
National Institute of Standards and Technology (NIST) 
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APPLICATIONS PORrrABILITY PROFILE (APP) 1 

Function 

Operating System 

Database Manalcment 

o.u Interehanle 
- Gnaphia 
- Product Data 
- Document Processing 

Network Services 
- Data Communications 
• File Management 

User Interface 

Programming Services 

Elem.· .. t 

Eatended POSIX 

SQL 
IRDS 

CGM 
IGES, PDES 
SGML 
ODAlODIF 

OSI 
NFS 

I 

I nterf'aee Specification 

FIPS 151 (IEEE Std 1003.1-19_ ) 
Shell a Tools (PlOO3.2,draft 8) 
Sy.tem Admin (IEEE PlOO3.7) 1 

I 

FIPS 127 ' 
X3.138 (propoeed FIPS) i 

1 

FIPS 128 
NBSIR 88·3813 
PIPS 1&2 
IS0/188813 

nps 148 (GOSIP) 
IEEI! PIOO3.a 

1 
) 

1 
I 

1 
i 

X Window SY8tem Version II, Release 3 

C 
COBOL 
Fortran 
Ada 
Pascal 
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Goals 

• Enhance Application Distribution Across 
Multiple Platform. 

• Provide a Standard Interface to All Applications 

• Simplify Application Development 

• Provide a Migration Path to New Technologies 

• Simplify Integr.tlon I Maintenance 

• Provide a Str.tetic H.rdware and S.ystems 
Software Direction 

• Focus on Long-Term Solution. 

I.n.flts 

I Po.ltloned to E.o,it .D1.tr .. ,.... Environments 

I Incr ••• '" Productlvfty 

I Protection of Softw.r. InvwllDlllt 

, Incr •••• d Softwu. Reu.abUlly 

, Incr •••• d Ov.raO Sysmm QualIty 

, PratKtJon of TraJnlng jnv ..... 11 

, Incr .... d Companion In TIM "rk.tplac. 
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=o~mon Service Access 

• Services 

• Operating System 

• Communication 

• Security 

• Data Access 

• User Interface 

• Single interface 

• Hardware analogy 
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The Degree to which Applications Can be Distributed On Dissimilar 

Platforms, Using Standard Interfaces Wherever Po.sible l 
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A Siructurp for Oev~loping ISDN Applications 

The Degree to which Applications Can be Ported aetween Dissimilar 
Machine Architectures, Using Standard Interfaces Wherever Possible 
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A Structure lor Developing ISDN Applications 

The Degree to which Applications Can be Ported Between Dissimilar 
Machine Architectures, Using a Standard Software Backplane Interface 

AiJiJ/leal/on A 

son.". IKllpl.n. "'''p'ln. 

'" '" c: .. c: 
g>E '? u '" go E • '? .. ~ CD .. " CD 0. " CD '" - ..., 

'" ! '" .. - u '" ~ '" c '" ~ '" c '" .. "- ~ CD "-8-<.1) ~ 
.. -" 0. 8-<.1) ~ 

.. 
" " E J ~ 

c: E '" c: -T I .. E ..: 
:; ., 

~ 

:~ ~ 0 ." 
.J '..; "5 .... 

. _-- ---
MdC!llne A MI:t~rllnt! tJ 

170 

!': '" ~ .. 
0. .. '" :s ~ 
0. 

;;; c: .. 
'" ~ :::, 

APiJilcal/on A 

SAU.", a.ekp"'" 
'01'''''',...., 

'" c: 
g>E '? .. " CD .. - " ~ '" c CD "-8-<.1) ~ 

E 
E 
0 

U 

~ 
c 
Oi 
~ 

'" '" .. 
" u ..: .. 
:;; 
a 

Machine 

.. 
u 
~ 
CD g 
.. ., 
:::, 

C 

~ .. 
'" 
, 



r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 
r 

A Structure for Developmg ISDN Applications 

IMch,ne B 
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concept As Strateqy 

• Provides budge1:ary con~ro: 

• Eseablishes miqraeion pae~ 

• Reduc~ion of he1:eroqenei':y 

concept As Tool Founda~::~ 

• Hardware 

• :perae:.~g S:/stem 

• :at:abase 

• :~c=ease compe1:ieiveness a~c~; 
=u:.:':!.ers 

:~~cept As Implementation 

• Common software layer on each syste~ 

• Single interface for applications deve:::~~ 

• Deliver applications before hardwa=~ 

• Portability / interoperability 

• Increase competitiveness among applica~~:~ 
builders 
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A Structure for Developing ISDN Applications 
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A Structure for Developing '.DIII ·"11=.' ..... 

Software Backplane Impl,mentation 

I. Software Layer Approach 

Application Pr..,.",. 

II. Function Libraries Approach 

Single APP"catlon 
program ~ 

Softw.ra 

Appllc.tlon 
Program 
Coda 

Sackpl.na Coda 
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It Structure for De"'lopi~ 

SgflWlr. Backplanl Tracie-Offl 

I May Sacrifice, Machlne·Speclflc Cap.bliities 

I P.rformance May Not a. Optimized 

, Mor. U •• ful for Certain Kind. of' "Applications 

, Portability Llmltld by Platform Similarity 
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Workshop Summary 

A number of different topics were discussed in an open workshop session held at the 
conclusion of the symposium. The following summarizes the ideas which came up at this 
session. 

Project Evaluation 

Everyone agreed that the demonstration system being installed at the Washington DC 
V AMC represents a wonderful opportunity to collect information about the effects of such 
an integrated image system on patient care, physician practices, and on educational and 
research activities. It was suggested that, as much as possible, data should b.e collected before 
the installation of the DHCP imaging system in order to provide a baseline for comparison. 
It was noted that care should be taken to be selective in the effects to be studied because 
the evaluation effort could easily be overwhelming and not result in useful data. Because the 
DHCP imaging system has the potential to change patterns of medical care and education. 
it may be difficult to make direct comparisons at a later date. There was a discussion of cost 
effectiveness as being different from cost benefit. Showing cost benefit may be difficult in 
this case because of the overwhelming effects the system could have on patterns of behavior 
on the part of clinicians and support personnel. 

Because the system will improve communications between consulting and treating 
physicians, symposium attendees were interested in whether the system might improve the 
accuracy of diagnoses. Another area of anticipated benefit is the operational efficiency of 
health care delivery. Savings derived from increased clinical productivity might well be 
expected to greatly offset hardware costs. Therefore, it was emphasized that this 
demonstration system should be funded in order to provide the desired functionality, even if 
current hardware prices are relatively high. 

Studies of cost benefit of picture archiving and communications systems (P ACS) have 
been limited to effects related to the provision of radiology images. For the most part, these 
systems have been kept within depanments of radiology, with only a few recent examples of 
viewing stations outside the department. Therefore, the availability of this application is 
restricted to a relatively small group of specialists, rather than the wider group of primary and 
secondary care physicians. It was felt that there is no general consensus at the present time 
about the cost-benefit of radiology picture archiving and communications systems. 

HIS Intemtion with lmaGs 

The integration of images with an existing hospital information system presents a new 
and very exciting clinical tool and the VA appears to be in a uniquely advantageous position 
to play the lead role in its development and implementation. The critical nature of the 
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1 
following concept was emphasized: image providers must be selective about the image data 1 
to be includerl in a patient's record so as not to overwhelm the end user with extraneous 
data and a:5~ :0 avoid overwhelming the system's storage capacity. " 

, 
i 

Remote Ac(.e~s/Consultation 

The ability to support remote image access for consulting physicians located outside 1 
the hospital was imponant to a number of physicians, especially radiologists and pathologists. 
The issue of whether or not an image is of diagnostic quality is critical to this question. A l' 
number of studies related to this issue are currently undelWay. It was noted that in the 
case of remote pathology consultation, it is especially important to have a pathologist select 
the appropriate image and text data to be communicated. 1 

In cases where a patient is transferred to another medical facility, the issue of 
forwarding a patient's record including image data, provoked some interesting discussion. The 1 
VA has facilities to place patient's text data into a transfer format for communication in ! 

electronic mail messages. Images could be included in this type of message. Transfer can 
be effected across existing V ADA TS communication links. There is another ongoing project l 
within the VA to develop a standard optical patient card that could contain image as we 11 
as text data. This card could be easily carried by the patient. 

1 
Education 

I 

Installation of the DHCP Imaging system will provide unique opportunities for medical l 
education. Ir will allow physicians to collect their own reference libraries of images related 
to cases of slJecial interest. The integrated hospital information system could serve as the l' 
source for an evolving reference library through its built-in search facilities. A number of 
coding schemes, such as SNOMED and ICD9, could be used for searching. Because the 
system collects data centered around the patient, the date of image acquisition is captured l' 
automatically. Old images can be compared with later ones, and disease progression can be 
readily observed. 

User Interface l 
The ease with which the user can interface with the system will be critical to its l 

success. It is imponant to determine who will be expected to operate the equipment and 
the various users' needs. This may vary by department. It will be necessary to have a l' 
prototype system operating in a working clinical environment in order to study these issues. 

) 

Users in different specialities will have different needs and requirements. Specific i 
examples of these would include the need for true color representation of microscopic views I 
of tissue specimens or gray level representation for x-ray images. A general software 
structure is needed which will support any level of resolution. The VA's concept of providing '""1 

I 
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a clinical record which can present different views of clinical data for different physicians, i.e. 
a user-specific context, was described as impottant for the image system user interface. 
Hypertext and hypermedia user interfaces should be examined in the context of image data. 

It was emphasized that the prototype workstation should support a high quality user 
interface for both input and display. This may be relatively expensive, but it is important to 
have the capacity to demonstrate the full potential of the technology. There was also a 
discussion of the attractiveness of windowing environments, and it was noted that standards 
for a good human interface are fundamentally more important than simply the use of multiple 
windows. 

System Architecture Models 

A number of system models were discussed during the symposium. These include the 
biomedical shell for image processing functions, the four layer distnbuted MUMPS model, the 
parallel processing model, the object-oriented model, and the software services baCkplane 
model. The need for a generic system model was discussed, as well as requirements for 
general software structures. MED IX was brought up as an example. 

Archiving Issues 

The Picture Archiving and Communications System (PACS) industry has not yet 
resolved many of the image archiving issues. It is clear that image files must contain header 
information that would allow reconstrUction of patient identity and required text data pointers. 
One question that is still being hotly debated is whether archiving should be organized to 
collect all of a panicular patient's data on the same optical disk or whether all data should 
be archived chronologically. It is possible that both approaches will be necessary for useful 
retrieval. 

Standards 

Standards are extremely important in the effort to include images of various sons in 
existing hospital information systems. The ACR-NEMA is probably the most useful existing 
image interface standard. However, the radiology device manufacturers have been slow in 
implementing this standard. In order to encourage industry to move in this direction, it was 
suggested that government agencies and private hospitals insist on this standard in 
procurement contracts. 

Government agencies are interested in the emerging POSIX/GOSIP requirements. The 
X-windows standard is of particular interest in image-related systems as it provides standards 
for image handling. A number of universities are developing software related to x-windows. 

The importance to the V A of software transportability was noted. All DHCP software 
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is currently capable of functioning on any hardware and operating system that supports ANSI 
standard W.'_'~~!ps. The VA intends to continue its high standards of ponability with its 
image integr:i til)n software. 
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